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#### Abstract

A read-forward polyphase merge algorithm is described which performs the polyphase merge starting from an arbitrary string distribution. This algorithm minimizes the volume of information moved. Since this volume is easily computed, it is possible to construct dispersion algorithms which anticipate the merge algorithm. Two such dispersion techniques are described. The first algorithm requires that the number of strings to be dispersed be known in advance; this algorithm is optimal. The second algorithm makes no such requirement, but is not always optimal. In addition, performance estimates are derived and both algorithms are shown to be asymptotically optimal.
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1. Introduction. This paper presents a mathematical analysis of the structure of the polyphase sort with special emphasis on those properties which are related to the performance of the sort. This analysis will enable us to construct a polyphase sorting algorithm with optimal performance characteristics. We will also construct a near-optimal polyphase sort which is more suitable for applications. Finally, we will investigate the asymptotic performance of both of these algorithms.

Although the polyphase sort has been in use for over a decade, comparatively little work has been done in the direction of optimizing its performance. In an early unpublished paper [7], Sackman and Singer developed methods for predicting the performance of the polyphase merge and showed empirically that in certain cases the performance of the usual method of implementing the polyphase sort could be greatly improved. Independently, Shell [8] developed similar techniques and used them along with some empirical observations to construct an optimal polyphase sorting algorithm. D. E. Knuth [5] has also investigated the optimal polyphase sort and several of his results have been incorporated into this paper.
2. The polyphase merge. We will begin with a brief discussion of the polyphase merge which will serve primarily to introduce our terminology. Further details, as well as information on internal sorting and string merging, which we will not discuss, may be found in the books of Flores [2] and Knuth [5].

Let us suppose that we are given a collection of records containing various kinds of information and let us further suppose that some linear ordering has been defined on this collection. To sort the records is to arrange them into a sequence which is increasing with respect to the ordering relation. One method of accomplishing this is by means of merging. First, the collection of records is partitioned into a number of small groups of records which are each sorted to form strings of

[^0]records. Second, the sorted strings are merged to form larger sorted strings, and so on, until a single sorted string containing all of the records is formed.

In practice, merge sorts are employed when there are more records to be sorted than may be accommodated by a computer's main storage. Groups of records are sorted into strings using the available main storage. The strings are then "dispersed" to some secondary storage medium such as mass storage or magnetic tape. The string merging operations are performed as transfers of information from one part of secondary storage to another.

The polyphase sort is a merge sort which is characterized by the manner in which the dispersed strings are merged. Let us suppose that there are $T \geqq 3$ tape units which are numbered from zero to $t=T-1$. We define the distribution numbers $S_{i}^{n}$ for $i=1, \cdots, t$ and $n \geqq 1$ by

$$
\begin{array}{ll}
S_{i}^{1}=1 & \text { for } 1 \leqq i \leqq t, \\
S_{1}^{n}=S_{t}^{n-1} & \text { for } n>1, \text { and }  \tag{2.1}\\
S_{i}^{n}=S_{i-1}^{n-1}+S_{t}^{n-1} & \text { for } n>1 \text { and } 2 \leqq i \leqq t .
\end{array}
$$

From this definition it is easily shown that for $n>1$, we have

$$
\begin{equation*}
S_{1}^{n}<S_{2}^{n} \leqq \cdots \leqq S_{t}^{n} \tag{2.2}
\end{equation*}
$$

Suppose for some $n \geqq 1$ that $S_{1}^{n}+\cdots+S_{t}^{n}$ strings have been dispersed to the tapes in the following fashion:

$$
\begin{array}{lccccc}
\text { tape: } & 0 & 1 & 2 & \cdots & t \\
\text { strings: } & 0 & S_{1}^{n} & S_{2}^{n} & \cdots & S_{t}^{n} .
\end{array}
$$

We will call this configuration the perfect stage $n$ distribution and the sum

$$
\begin{equation*}
S^{n}=S_{1}^{n}+\cdots+S_{t}^{n} \tag{2.3}
\end{equation*}
$$

will be called the stage n perfect number.
Example 2.1. The following table provides some values of the distribution numbers and perfect numbers when $T=5(t=4)$ :

| $n$ | $S_{1}^{n}$ | $\boldsymbol{S}_{2}^{n}$ | $\boldsymbol{S}_{3}^{n}$ | $\boldsymbol{S}_{4}^{n}$ | $\boldsymbol{S}^{n}$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 1 | 1 | 1 | 1 | 4 |
| 2 | 1 | 2 | 2 | 2 | 7 |
| 3 | 2 | 3 | 4 | 4 | 13 |
| 4 | 4 | 6 | 7 | 8 | 25 |
| 5 | 8 | 12 | 14 | 15 | 49 |
| 6 | 15 | 23 | 27 | 29 | 94 |
| 7 | 29 | 44 | 52 | 56 | 181 |
| 8 | 56 | 85 | 100 | 108 | 349 |
| 9 | 108 | 164 | 193 | 208 | 673 |
| 10 | 208 | 316 | 372 | 401 | 1297 |

Suppose that we start with the perfect stage $n$ distribution. If we merge together one string from each of the tapes $1, \cdots, t$, then we will obtain a single string which may be written to unit zero. If $n=1$, then this operation will merge all
of the strings since each tape contains exactly one string. If $n>1$, then, in view of (2.2), we may perform this operation $S_{1}^{n}$ times after which we will arrive at the distribution

| tape: | 0 | 1 | 2 | $\cdots$ | $t$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| strings: | $S_{1}^{n}$ | 0 | $S_{2}^{n}-S_{1}^{n}$ | $\cdots$ | $S_{t}^{n}-S_{1}^{n}$ |

From the formulas (2.1) we see that this distribution is the same as

| tape: | 0 | 1 | 2 | $\cdots$ | $t$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| strings: | $S_{t}^{n-1}$ | 0 | $S_{1}^{n-1}$ | $\cdots$ | $S_{t-1}^{n-1}$ |

so that if we renumber the tapes $t, 0,1,2, \cdots, t-1$, then we obtain the perfect stage $n-1$ distribution.

By repeating this process, we obtain the perfect distributions for stages $n-2$, $n-3$, and so on, until we arrive at the perfect distribution for stage one. A single merge will then produce the final sorted string. This method of merging a perfect number of strings is called the polyphase merge.

In practice, the distribution routine rarely produces a perfect number of strings. In order to use the polyphase merge in this case it is necessary to include a number of "dummy" (empty) strings in order to fill out the total number of strings to a perfect number. There are therefore two choices which have to be made before using the polyphase merge to sort $x$ strings. First we must choose a starting stage number $n$; any $n$ for which $x \leqq S^{n}$ is eligible. Second, we must decide how the $S^{n}-x$ dummy strings are to be distributed among the $x$ strings. Although many methods have been proposed for distributing the dummy strings, most authors recommend starting with the smallest possible stage number $n$; we will refer to these approaches collectively as the standard polyphase sort.

Since the speed of a merge is usually limited by the transfer rate of the tape units and the speed of the merge algorithm, we see that the time required to perform the polyphase merge is approximately proportional to the total volume of information that moves through the merge. In order to make this idea precise, we assume that the dispersion routine produces strings of approximately the same size; this size will be our unit of information, the unit string. The size of a string formed by merging several strings is the sum of the sizes of the input strings and the size of a dummy string is zero. We say that a string is moved when that string or any string formed from it by a sequence of one or more merges becomes one of the inputs for a merge. The volume of information moved by the polyphase merge is then equal to the sum of the products of the size of each string of the starting distribution and the number of times that string is moved. In this paper we will show how this volume may be minimized.
3. The movement numbers. In general, the polyphase merge does not move all of the $S^{n}$ strings of the stage $n$ perfect distribution the same number of times. It is for this reason that the polyphase sort is much more difficult to analyze than other merge sorting algorithms. However, much useful information is supplied by the set of movement numbers $M_{i}^{n}(j)$ which are defined for $n \geqq 1,1 \leqq i \leqq t$, and all
integers $j$ by the relations

$$
\begin{array}{ll}
M_{i}^{1}(1)=1 & \text { for } 1 \leqq i \leqq t \\
M_{i}^{1}(j)=0 & \text { for } j \neq 1 \text { and } 1 \leqq i \leqq t \\
M_{i}^{n}(j)=M_{t}^{n-1}(j-1) & \text { for } n>1, \text { and }  \tag{3.1}\\
M_{i}^{n}(j)=M_{i-1}^{n-1}(j)+M_{t}^{n-1}(j-1) & \text { for } n>1 \text { and } 2 \leqq i \leqq t
\end{array}
$$

We claim that $M_{i}^{n}(j)$ is precisely the number of strings on tape unit $i$ of the stage $n$ perfect distribution which will be moved exactly $j$ times by the polyphase merge. For this to make any sense it is necessary that $M_{i}^{n}(j)$ be nonzero only if $1 \leqq j \leqq n$ and that $S_{i}^{n}=M_{i}^{n}(1)+\cdots+M_{i}^{n}(n)$.

We will prove these assertions together by induction on $n$. When $n=1$, everything is obvious since each of the tapes $1, \cdots, t$ of the perfect distribution contains exactly one string which will be moved by the polyphase merge exactly once. Now suppose that $n>1$ and that everything has, been proved for stage $n-1$. For $M_{i}^{n}(j)$ to be nonzero we must have, by (3.1), $M_{t}^{n-1}(j-1) \neq 0$ or $i \geqq 2$ and $M_{i-1}^{n-1}(j) \neq 0$. These inequalities imply that $1 \leqq j-1 \leqq n-1$ or $1 \leqq j \leqq n-1$ which both imply that $1 \leqq j \leqq n$. We may show that $S_{i}^{n}=M_{i}^{n}(1)+\cdots+M_{i}^{n}(n)$ by summing the last two formulas of (3.1) over $j$ and by applying the corresponding equality for stage $n-1$ and the last two formulas of (2.1). We recall that the stage $n$ polyphase merge is performed by merging $S_{1}^{n}$ strings from each of the tapes and then by applying the stage $n-1$ polyphase merge. A string on unit one which will be moved $j$ times will become part of a string on the output tape which will be moved $j-1$ times. Since every string on the output tape contains exactly one string from unit one and since the output tape becomes unit $t$ for the stage $n-1$ merge, we see that unit one must contain exactly $M_{t}^{n-1}(j-1)$ strings that will be moved exactly $j$ times. If $2 \leqq i \leqq t$, then a $j$ movement string on unit $i$ will either be moved to the output tape or will remain on the tape. From similar considerations, we see that unit $i$ must contain exactly $M_{t}^{n-1}(j-1)+M_{i-1}^{n-1}(j)$ strings which will be moved exactly $j$ times. This completes the proof.

Example 3.1. Table 3.1 lists some of the movement numbers in the case $t=4$.

In this paper we will make use of a few sets of numbers which are defined using the movement numbers $M_{i}^{n}(j)$. We list the definitions:

$$
\begin{align*}
M^{n}(j) & =M_{1}^{n}(j)+\cdots+M_{t}^{n}(j), \\
S_{i}^{n}(j) & =M_{i}^{n}(1)+\cdots+M_{i}^{n}(j), \\
S^{n}(j) & =M^{n}(1)+\cdots+M^{n}(j)=S_{1}^{n}(j)+\cdots+S_{i}^{n}(j),  \tag{3.2}\\
G_{i}^{n}(j) & =S_{i}^{n}(1)+\cdots+S_{i}^{n}(j), \\
G^{n}(j) & =S^{n}(1)+\cdots+S^{n}(j)=G_{1}^{n}(j)+\cdots+G_{t}^{n}(j) .
\end{align*}
$$

In addition, we have already defined

$$
\begin{aligned}
& S_{i}^{n}=S_{i}^{n}(n), \\
& S^{n}=S^{n}(n)=S_{1}^{n}+\cdots+S_{t}^{n}
\end{aligned}
$$

TABLE 3.1
Movement numbers for $t=4$

|  | $j$ | $M_{1}^{n}(j)$ | $M_{2}^{n}(j)$ | $M_{3}^{n}(j)$ | $M_{4}^{n}(j)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n=1$ | 1 | 1 | 1 | 1 | 1 |
| $n=2$ | 1 | 0 | 1 | 1 | 1 |
| $n=3$ | 2 | 1 | 1 | 1 | 1 |
|  | 1 | 0 | 0 | 1 | 1 |
| $n=4$ | 2 | 1 | 2 | 2 | 2 |
|  | 3 | 1 | 1 | 1 | 1 |
|  | 1 | 0 | 0 | 0 | 1 |
|  | 2 | 1 | 2 | 3 | 3 |
|  | 3 | 2 | 3 | 3 | 3 |
|  | 4 | 1 | 1 | 1 | 1 |
|  | 1 | 0 | 0 | 0 | 0 |
|  | 2 | 1 | 2 | 3 | 4 |
|  | 3 | 3 | 5 | 6 | 6 |
|  | 4 | 3 | 4 | 4 | 4 |
|  | 5 | 1 | 1 | 1 | 1 |

In a number of the form $A_{i}^{n}(j)$ the superscript $n$ is the associated stage number, the subscript $i$ is the number of a tape unit, and $j$ is some number of movements. $A^{n}(j)$ is formed from $A_{i}^{n}(j)$ by summing over $i=1, \cdots, t$ and $A_{i}^{n}$ is formed from $A_{i}^{n}(j)$ by setting $j=n$. In a similar fashion we may form $A^{n}$ from $A_{i}^{n}$ or $A^{n}(j)$.

Except for the numbers $G_{i}^{n}(j)$ and $G^{n}(j)$, which are used in connection with the volume function, the various sets of numbers which we have defined express some simple properties of the perfect stage $n$ distribution:
$M_{i}^{n}(j) \quad$ The number of strings on unit $i$ which will be moved exactly $j$ times.
$M^{n}(j) \quad$ The number of strings which will be moved exactly $j$ times.
$S_{i}^{n}(j) \quad$ The number of strings on unit $i$ which will be moved at most $j$ times.
$S^{n}(j) \quad$ The number of strings which will be moved at most $j$ times.
$S_{i}^{n} \quad$ The number of strings on unit $i$.
$S^{n} \quad$ The total numbers of strings.
A set of numbers $A^{n}(j)$ is said to be a $t$-array if the following relation is satisfied for all integers $n$ and $j$ :

$$
\begin{equation*}
A^{n}(j)=A^{n-1}(j-1)+\cdots+A^{n-t}(j-1) . \tag{3.3}
\end{equation*}
$$

We will call a sum of this form a $t$-sum. When a $t$-array is represented as a table of numbers, then we will let $j$ index the rows and $n$ index the columns. It is clear that the $t$-array $A^{n}(j)$ is completely determined by its values on the vertical strip $1-t \leqq n \leqq 0$ (or any other strip of width $t$ ). We will call this strip the initialization region.

Most of the sets of numbers which we have defined can be expressed as $t$-arrays. The $t$-array approach exposes many of the interesting properties of these numbers which are obscured by the original definitions. Since all of these numbers
are defined in terms of the movement numbers, we will begin by showing that the movement numbers may be defined as $t$-arrays.

For each $i=1, \cdots, t$ we define the $t$-array $A_{i}^{n}(j)$ by specifying that $A_{i}^{i-t}(0)=$ 1 is the only nonzera element of the initialization region for $A_{i}^{n}(j)$. We will show that for all $n \geqq 1,1 \leqq i \leqq t$ and all $j$ that $A_{i}^{n}(j)=M_{i}^{n}(j)$. It is clear that the only nonzero values in the columns $n=-t$ are $A_{t}^{-t}(-1)=1$ and $A_{i}^{-t}(0)=-1$ for $1 \leqq i \leqq t$. If we let $\delta_{b}^{a}$ denote the Kronecker delta, then for $-t \leqq n \leqq 0$ we have $A_{t}^{n}(j)=\delta_{0}^{n} \delta_{0}^{j}+\delta_{-t}^{n} \delta_{-1}^{j}$ and $A_{i}^{n}(j)=\delta_{i-t}^{n} \delta_{0}^{j}-\delta_{-t}^{n} \delta_{0}^{j}$ for $1 \leqq i<t$. Therefore, for $1-t \leqq n \leqq 0$, we have

$$
A_{t}^{n-1}(j-1)=\delta_{0}^{n-1} \delta_{1}^{j}+\delta_{1-t}^{n} \delta_{0}^{j}=\delta_{1-t}^{n} \delta_{0}^{j}=A_{1}^{n}(j)
$$

and for $2 \leqq i \leqq t$,

$$
\begin{aligned}
A_{i-1}^{n-1}(j)+A_{t}^{n-1}(j-1) & =\delta_{i-t-1}^{n-1} \delta_{0}^{j}-\delta_{-t}^{n-1} \delta_{0}^{j}+\delta_{0}^{n-1} \delta_{0}^{j-1}+\delta_{-t}^{n-1} \delta_{-1}^{j-1} \\
& =\delta_{i-t}^{n} \delta_{0}^{j}=A_{i}^{n}(j) .
\end{aligned}
$$

These relations correspond to the last two formulas of (3.1) and since they hold for $n$ and $j$ in the initialization region, they can be extended to all values of $n$ and $j$ by a simple induction argument using the recurrence relation (3.3). Since the only nonzero values in the columns $n=1$ are $A_{i}^{1}(1)=1$, we see that the numbers $A_{i}^{n}(j)$ also satisfy the first two relations of (3.1). We therefore conclude that $M_{i}^{n}(j)=$ $A_{i}^{n}(j)$ for all $n \geqq 1$.

Below we list the various $t$-arrays in which we will be interested and specify the nonzero values in their respective initialization regions:

$$
\begin{array}{lll}
M_{i}^{n}(j) & M_{i}^{i-t}(0)=1 & \\
M^{n}(j) & M^{n}(0)=1 & \text { for } 1-t \leqq n \leqq 0, \\
S_{i}^{n}(j) & S_{i}^{i-t}(j)=1 & \text { for } j \geqq 0, \\
S^{n}(j) & S^{n}(j)=1 & \text { for } 1-t \leqq n \leqq 0 \text { and } j \geqq 0, \\
G_{i}^{n}(j) & G_{i}^{i-t}(j)=j+1 & \text { for } j \geqq 0, \\
G^{n}(j) & G^{n}(j)=j+1 & \text { for } 1-t \leqq n \leqq 0 \text { and } j \geqq 0 .
\end{array}
$$

It is not difficult to show that these $t$-arrays satisfy the definitions given in (3.2).
Example 3.2. Table 3.2 shows a portion of the $t$-array $S_{i}^{n}(j)$ when $i=2$ and $t=4$. In this case, the only nonzero elements of the initialization region are $S_{2}^{2}(j)=1$ for $j \geqq 0$.

Table 3.2
$S_{2}^{n}(j)$ for $t=4$

| $j$ | $n=-3$ | -2 | -1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 2 | 0 | 1 | 0 | 0 | 1 | 2 | 2 | 2 | 2 | 1 | 0 |
| 3 | 0 | 1 | 0 | 0 | 1 | 2 | 3 | 5 | 7 | 8 | 7 |
| 4 | 0 | 1 | 0 | 0 | 1 | 2 | 3 | 6 | 11 | 17 | 23 |
| 5 | 0 | 1 | 0 | 0 | 1 | 2 | 3 | 6 | 12 | 22 | 37 |
| 6 | 0 | 1 | 0 | 0 | 1 | 2 | 3 | 6 | 12 | 23 | 43 |
| 7 | 0 | 1 | 0 | 0 | 1 | 2 | 3 | 6 | 12 | 23 | 44 |

4. Optimal merging. In this section we will examine some of the properties of the polyphase merge when it is implemented using read-forward tape units. (Read-forward tape units can be thought of as queues in which strings are written at the end of the tape and are read from the beginning.) Of particular importance is the close relationship with generalized Fibonacci numbers. These results will be used to construct an optimal polyphase merge algorithm which has a number of desirable characteristics.

From (2.1) it is easily shown that

$$
\begin{array}{ll}
S_{t}^{n}=S_{t}^{n-1}+\cdots+S_{t}^{1}+1 & \text { for } 2 \leqq n \leqq t, \text { and } \\
S_{t}^{n}=S_{t}^{n-1}+\cdots+S_{t}^{n-t} & \text { for } n>t .
\end{array}
$$

If we define $F_{n}=0$ for $n<0, F_{0}=1$, and $F_{n}=S_{t}^{n}$ for $n \geqq 1$, then, from the above relations, we have

$$
\begin{equation*}
F_{n}=F_{n-1}+\cdots+F_{n-t} \tag{4.1}
\end{equation*}
$$

for $n \geqq 1$. Because of the similarity of (4.1) to the defining recurrence relation for the Fibonacci numbers, we will call these numbers $F_{n}$ the $t$-Fibonacci numbers.

The $t$-Fibonacci numbers play a central role in the problem of analyzing the motion of the strings for the read-forward polyphase merge. Indeed, suppose that the strings have been dispersed according to the perfect stage $n$ distribution and that the string positions on each tape are numbered from zero starting at the front of the tape. If we perform the polyphase merge starting with stage $n$, then the number of times $m$ that a string in position $p$ on one of the tapes will be moved is . computed by the following algorithm:

Algorithm 4.1. Simulate string motion.
Step 1. Let $m=1, k=n-1$, and $q=p$.
Step 2. If $k=0$, then terminate.
Step 3. If $q<F_{k}$, then go to Step 5.
Step 4. Let $q=q-F_{k}$ and go to Step 6.
Step 5. Let $m=m+1$.
Step 6. Let $k=k-1$ and go to Step 2.
This algorithm simply follows the motion of the string as the polyphase merge is performed. In particular, $k+1$ is the stage number of the polyphase merge being performed. If $q<F_{k}=S_{t}^{k}=S_{1}^{k+1}$, then the string will be moved (and $m$ incremented), but its position on the output tape will be the same as its position on the input tape. If $q \geqq F_{k}$, then the string will not be moved but :ts position will be changed to $q-F_{k}$ since $F_{k}$ strings will have been removed from the tape. Since we are simulating the polyphase merge, we always have $q<F_{k+1}=S_{t}^{k+1}$ (this may also be shown by induction) so that $q=0$ when the algorithm terminates.

Let us define the sequence $s_{1}, s_{2}, \cdots, s_{n-1}$ as follows: we let $s_{j}=1$ if, when performing Algorithm 4.1, we perform Step 4 with $k=j$; otherwise, we let $s_{j}=0$. Obviously, the number of times that the string in position $p$ is moved is $n-s_{1}-$ $s_{2}-\cdots-s_{n-1}$. From the mechanics of the algorithm and the fact that it terminates with $q=0$, we find that

$$
p=\sum_{j=1}^{n-1} s_{j} F_{j} .
$$

Since a string cannot remain on a tape for $t$ consecutive merges, we see that the sequence $s_{1}, \cdots, s_{n-1}$ cannot contain more than $t-1$ consecutive ones.

We have shown that $p$ may be represented as a sum of distinct $t$-Fibonacci numbers in such a way that at most $t-1$ consecutive $t$-Fibonacci numbers appear in the sum. We will now study some properties of this type of representation.

We define a $t$-sequence to be a sequence $s_{1}, s_{2}, \cdots$ of zeros and ones with the properties that only finitely many ones appear and that no $t$ consecutive ones appear. It will sometimes be convenient to assume that $s_{m}=0$ for $m \leqq 0$. The length $L(s)$ of a $t$-sequence $s$ is defined to be the largest $m$ for which $s_{m}=1$ or zero if $s_{m}=0$ for all $m$. If $s$ and $s^{\prime}$ are $t$-sequences, then we say that $s<s^{\prime}$ if for some $m$ we have $s_{m}<s_{m}^{\prime}$ (i.e., $s_{m}=0$ and $s_{m}^{\prime}=1$ ) and $s_{n}=s_{n}^{\prime}$ for all $n>m$. It is clear that this defines a linear ordering of the set of all $t$-sequences.

A $t$-sequence $s$ represents a number $F(s)$ in the sense that

$$
F(s)=\sum_{n \geqq 1} s_{n} F_{n} .
$$

We have the following theorem concerning such representations:
Theorem 4.1. For each $p \geqq 0$, there exists a unique $t$-sequence $R(p)$ for which $p=F(R(p))$. Furthermore, if $p<p^{\prime}$, then $R(p)<R\left(p^{\prime}\right)$.

First we require some lemmas:
Lemma 4.1. If $s$ is a $t$-sequence for which $L(s)<n$, then $F(s)<F_{n}$.
Proof. If $L(s)=0$, then $F(s)=0<F_{n}$ for all $n>0$. Now suppose that $s$ is a $t$-sequence of length $m>0$ and that the result has been proved for all $t$-sequences of length less than $m$. Clearly there must be a $k \geqq 0$ with $m-t+1 \leqq k<m$ for which $s_{k}=0$. We form the $t$-sequence $s^{\prime}$ by letting $s_{j}^{\prime}=s_{j}$ for $j<k$ and $s_{j}^{\prime}=0$ for $j \geqq k$. If $k=0$, then $F\left(s^{\prime}\right)=0<F_{k}$. If $k>0$, then $L\left(s^{\prime}\right)<k<m$ so that by our induction hypothesis we have $F\left(s^{\prime}\right)<F_{k}$. Consequently, if $m<n$, then we have

$$
\begin{aligned}
F(s) & =F\left(s^{\prime}\right)+\sum_{j>k} s_{j} F_{j}<F_{k}+F_{k+1}+\cdots+F_{m} \\
& \leqq F_{m-t+1}+\cdots+F_{m}=F_{m+1} \leqq F_{n} .
\end{aligned}
$$

Lemma 4.2. If $s$ and $s^{\prime}$ are $t$-sequences for which $s<s^{\prime}$, then $F(s)<F\left(s^{\prime}\right)$.
Proof. Let $m$ be the largest integer for which $s_{m}<s_{m}^{\prime}$. We then have $s_{m}=0$ and $s_{n}=s_{n}^{\prime}$ for $n>m$. From Lemma 4.1 it follows that

$$
\begin{aligned}
F(s) & =\sum_{k \geqq 1} s_{k} F_{k}=\sum_{k=1}^{m-1} s_{k} F_{k}+\sum_{k>m} s_{k} F_{k} \\
& <F_{m}+\sum_{k>m} s_{k} F_{k} \leqq \sum_{k \geqq 1} s_{k}^{\prime} F_{k}=F\left(s^{\prime}\right) .
\end{aligned}
$$

Lemma 4.3. There are precisely $F_{n} t$-sequences for which $L(s)<n$.
Proof. We will use induction on $n$. Clearly the result is true when $n=1$. If $n>1$, then we may partition the set of all $t$-sequences $s$ for which $L(s)<n$ into $t$ classes as follows: for each $k$ with $1 \leqq k \leqq t$, we define the $k$ th class to be the set of all such $t$-sequences $s$ which have the property that $s_{j}=1$ for $n-k<j<n$ (this condition is vacuous when $k=1$ ) and $s_{n-k}=0$. Assuming that the lemma has been
proved for all $n^{\prime}<n$, we will show that for each $k$ that the $k$ th class contains $F_{n-k}$ elements. If $n-k<0$, then we must have $s_{0}=1$ for any $s$ in the $k$ th class and therefore the $k$ th class contains $F_{n-k}=0$ elements. If $n-k \geqq 0$, then for any $t$-sequence $s$ in the $k$ th class, we may construct a $t$-sequence $s^{\prime}$ by letting $s_{j}^{\prime}=s_{j}$ for $j<n-k$ and $s_{j}^{\prime}=0$ for $j \geqq n-k$. It is easily seen that this construction defines a bijection between the $k$ th class and the set of all $t$-sequences $s^{\prime}$ for which $L\left(s^{\prime}\right)<n-k$. Since the latter set contains $F_{n-k}$ elements, so does the $k$ th class. Summing over $k$, we find that there are exactly $F_{n-1}+\cdots+F_{n-t}=F_{n} t$-sequences $s$ for which $L(s)<n$.

Proof of Theorem 4.1. It is clear that the numbers $F_{n}$ are unbounded. Therefore, if $p>0$ is given, then we can find an $n$ for which $p<F_{n}$. By Lemma 4.3, there are $F_{n} t$-sequences of length less than $n$ which by Lemma 4.1 are mapped by $F$ into the nonnegative integers less than $F_{n}$. By Lemma 4.2, this mapping is injective and therefore, by pigeonholing, is surjective. Consequently, we can find a $t$-sequence $R(p)$ for which $p=F(R(p))$. Uniqueness and the strict monotony of the mapping $R$ both follow from Lemma 4.2.

Remarks. Theorem 4.1 is an extension of a well-known theorem of Zeckendorf which concerns the representation of integers by sums of Fibonacci numbers. The extension given here is due to Knuth ([5, Exercise 5.4.2-10]) although our proof is somewhat different. Lynch [6] has generalized this result and has shown how generalized Fibonacci numbers may be used to control dispersion and merging in the standard polyphase sort. There is another extension of Zeckendorf's theorem which contains the others as special cases. Let $r(n)$ be a positive integer-valued function of $n \geqq 1$ which has the property that $r(n) \geqq 2$ for infinitely many values of $n$. We define the $r$-Fibonacci numbers $f_{n}$ by $f_{n}=0$ for $n<0, f_{0}=1$, and $f_{n}=f_{n-1}+\cdots+f_{n-r(n)}$ for $n \geqq 1$. Every positive integer is uniquely represented by a sum of $r$-Fibonacci numbers $f_{n}$ with distinct subscripts $n \geqq 1$ which has the property that if $f_{m-1}, \cdots, f_{m-r(m)}$ all appear in the sum, then so does $f_{m}$. A proof may be constructed along the lines of our proof of Theorem 4.1 although some care is required when $r(n)=1$. When $r(n)=n$ for all $n \geqq 1$ then the above result implies the existence and uniqueness of representations in the binary number system.

Let $D(p)$ be the number of ones in the $t$-sequence $R(p)$. In the discussion following Algorithm 4.1 we showed that if a string appears in position $p$ on some tape of the perfect stage $n$ distribution, then the polyphase merge will move the string exactly $n-D(p)$ times. Therefore, it is of some interest to determine those values of $p$ for which $D(p)$ takes a given value.

Let $j$ be a nonnegative integer. We define $E(j)$ to be the smallest nonnegative integer $p$ for which $D(p)=j$. The following theorem and the corollary provide methods of computing $E(j)$ :

Theorem 4.2. $E(0)=0$. If $j>0$, then $E(j)=E(j-1)+F_{j+k}$ where $k=$ $\lfloor(j-1) /(t-1)\rfloor$.

Proof. We will prove the theorem together with the fact that $L(R(E(j)))=$ $j+k$ for $j>0$ by induction on $j$. Clearly $E(0)=0$. Now suppose that $j>0$ and define $s=R(E(j)), m=L(s)$, and $p=E(j)-F_{m}$. Clearly $D(p)=j-1$ so that $p \geqq E(j-1)$. If we let $k=\lfloor(j-1) /(t-1)\rfloor$, then we must have $m \geqq j+k$ for otherwise $s$ would contain $t$ consecutive ones or would have less than $j$ ones. It
follows that $E(j) \geqq E(j-1)+F_{j+k}$ and to prove equality, it is sufficient to show that $D\left(E(j-1)+F_{j+k}\right)=j$. We assume that everything has been proved for $j^{\prime}<j$. If $k=0$, then we clearly have

$$
E(j-1)=F_{1}+\cdots+F_{j-1}
$$

(the sum being zero when $j=1$ ) and since $j<t$ we have $D\left(E(j-1)+F_{j+k}\right)=j$. We also observe that $L(s)=j=j+k$. If $k>0$, then let $j^{\prime}=k(t-1)+1$. Clearly $j^{\prime} \leqq j$ and we have $k=\lfloor(n-1) /(t-1)\rfloor$ for $j^{\prime} \leqq n \leqq j$. From our induction hypothesis we obtain

$$
E(j-1)+F_{j+k}=E\left(j^{\prime}-1\right)+F_{j^{\prime}+k}+\cdots+F_{j+k} .
$$

However, if we let $k^{\prime}=\left\lfloor\left(j^{\prime}-2\right) /(t-1)\right\rfloor$, then $L\left(R\left(E\left(j^{\prime}-1\right)\right)\right)=j^{\prime}+k^{\prime}-1=$ $j^{\prime}+k-2$. Since $j-j^{\prime}<t-1$, it follows that the $t$-sequence $s^{\prime}=R\left(E\left(j^{\prime}-1\right)\right)$ remains a $t$-sequence if we let $s_{n}^{\prime}=1$ for $j^{\prime}+k \leqq n \leqq j+k$. It follows at once that $D\left(E(j-1)+F_{j+k}\right)=j$ and that $L(s)=j+k$. This completes the proof.

Corollary 4.1. For $j>0$ and $k$ defined as before we have

$$
E(j)=\sum_{m=k t}^{j+k} F_{m}-1
$$

the sum having at most terms.
Proof. The proof is by induction on $j$. When $j=1$ we have $k=0$ so the above expression is $F_{0}+F_{1}-1=1=E(1)$. Now suppose that the corollary has been proved for all $j^{\prime}<j$, in particular, for $j^{\prime}=k(t-1)$. Since $\lfloor(n-1) /(t-1)\rfloor=k$ for $j^{\prime}<n \leqq j$ we have from the theorem,

$$
E(j)=E\left(j^{\prime}\right)+F_{j^{\prime}+k+1}+\cdots+F_{j+k} .
$$

Applying the corollary with $j^{\prime}$ and $k^{\prime}=\left\lfloor\left(j^{\prime}-1\right) /(t-1)\right\rfloor=k-1$, we obtain

$$
\begin{aligned}
E\left(j^{\prime}\right) & =\sum_{m=k^{\prime} t}^{j^{\prime}+k^{\prime}} F_{m}-1=\sum_{m=k t-t}^{k t-1} F_{m}-1 \\
& =F_{k t}-1 .
\end{aligned}
$$

Since $j^{\prime}+k+1=k t+1$, it follows that

$$
E(j)=F_{k t}+\cdots+F_{j+k}-1
$$

Finally, we observe that $j+k-k t=1+(j-1)-k(t-1)<1+(t-1)=t$ so the sum contains at most $t$ terms.

If $j>1$, then there are infinitely many positive integers $p$ for which $D(p)=j$. We have just shown how to find the smallest such $p$, so now we will show how to find the others. We will do this by constructing an algorithm which computes, given $p>0$, the smallest $p^{\prime}>p$ for which $D\left(p^{\prime}\right)=D(p)$.

Let $s=R(p)$ and $s^{\prime}=R\left(p^{\prime}\right)$. We already know that $s<s^{\prime}$ if and only if we can find an $m$ for which $s_{m}=0, s_{m}^{\prime}=1$, and $s_{k}^{\prime}=s_{k}$ for $k>m$. Consequently, to find the smallest $p^{\prime}>p$ for which $D\left(p^{\prime}\right)=D(p)$, we must first find a suitable value of $m$. Clearly the smaller the value of $m$ that is chosen, the smaller the value of $p^{\prime}$. There are three conditions that $m$ must satisfy: First there is the condition $s_{m}=0$ which was given above. Second, we must have $s_{k}=1$ for some $k<m$ for otherwise we
would have $D\left(p^{\prime}\right)>D(p)$. Third, we cannot have $s_{m+1}=\cdots=s_{m+t-1}=1$ for otherwise any sequence $s^{\prime}$ with $s_{m}^{\prime}=1$ and $s_{k}^{\prime}=s_{k}$ for $k>m$ will not be a $t$-sequence.

Therefore, let us choose $m$ to be the smallest integer for which $s_{m}=0$, $s_{m-1}=1$, and $s_{m+1}+\cdots+s_{m+t-1}<t-1$. This choice can always be made since $m=L(s)+1$ satisfies the requirements. If we define $p^{\prime}$ by

$$
p^{\prime}=E\left(s_{1}+\cdots+s_{m-2}\right)+F_{m}+\sum_{k>m} s_{k} F_{k},
$$

then it is easily verified that $p^{\prime}>p$, that $D\left(p^{\prime}\right)=D(p)$ and that it is the smallest integer to have these properties.

In order to use the formula above, it is necessary to know the representation $\boldsymbol{R}(p)$ of $p$. The following algorithm computes $p^{\prime}$ by combining the conversion of $p$ to $R(p)$ (using a technique similar to Algorithm 4.1) and the search for $m$. The algorithm is easily implemented on digital computers since it is fully arithmetic and does not involve $t$-sequences.

Algorithm 4.2. Find the smallest $p^{\prime}>p$ for which $D\left(p^{\prime}\right)=D(p)$.
Step 1. Let $q=p$ and $k=0$ and choose some $m$ for which $p<F_{m}$.
Step 2: If $F_{m} \leqq q$, then go to Step 4.
Step 3. Let $m=m-1$. If $m=0$, then go to Step 10 ; otherwise go to Step 2.
Step 4. Let $q^{\prime}=q, m^{\prime}=m$, and $k^{\prime}=k$.
Step 5. If $m<t$, then go to Step 7 .
Step 6. If $q<F_{m+1}-F_{m-t+1}$, then go to Step 7; otherwise, let $q=$ $q-\left(F_{m+1}-F_{m-t+1}\right), m=m-t$, and $k=k+t-1$ and go to Step 8.

Step 7. Let $q=q-F_{m}, m=m-1$, and $k=k+1$.
Step 8. If $m=0$, then go to Step 10.
Step 9. If $F_{m} \leqq q$, then go to Step 5; otherwise, go to Step 3.
Step 10. Terminate with $p^{\prime}=p-q^{\prime}+F_{m^{\prime}+1}+E\left(k-k^{\prime}-1\right)$.
To understand this algorithm, let $s=R(p)$. If $F_{m} \leqq q$ in Step 2, then $s_{m}=1$ and the values of $q, m$, and $k$ are saved. The check that $q \geqq F_{m+1}-F_{m-t+1}=$ $F_{m}+\cdots+F_{m-t+2}$ determines whether or not $s_{m}=\cdots=s_{m-t+2}=1$ and $s_{m-t+1}=0$. Steps 6 and 7 decrement $m$ in such a way as to bypass ineligible values of $m$, that is, those for which $s_{m+1}=1$ or $s_{m+1}=0$ and $s_{m+2}=\cdots=s_{m+t}=1$. The variable $k$ contains the number of nonzero values of $s_{m}$ which have been encountered. At completion, the last values of $q, m$, and $k$ saved by Step 4 enable us to compute $p^{\prime}$.

Example 4.1. First we list some values of $F_{n}$ and $E(n)$ for the case $t=4$ :

| $n$ | $F_{n}$ | $E(n)$ | $n$ | $F_{n}$ | $E(n)$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 1 | 1 | 9 | 188 | 1339 |
| 2 | 2 | 3 | 10 | 361 | 3921 |
| 3 | 4 | 7 | 11 | 693 | 8897 |
| 4 | 8 | 22 | 12 | 1340 | 18488 |
| 5 | 15 | 51 | 13 | 2582 | 54126 |
| 6 | 29 | 97 | 14 | 4976 | 122820 |
| 7 | 46 | 285 | 15 | 9591 | 255232 |
| 8 | 98 | 646 | 16 | 18489 | 747209 |

If we let $p=3913$ and let $s=R(p)$, then it is easily shown that

$$
s=\{0,1,1,1,0,1,1,0,1,1,1,0,1,0,0, \cdots\}
$$

so the representation of $p^{\prime}$ has the form

$$
s^{\prime}=\{1,1,0,0,1,1,1,0,1,1,1,0,1,0,0, \cdots\}
$$

and it follows that $p^{\prime}=3917$.
We are now in a position to examine the problem of optimizing the polyphase merge for an arbitrary initial distribution. Suppose that the dispersion routine writes $x_{1}, \cdots, x_{t}$ strings to units $1, \cdots, t$, respectively, and that the choice is made to perform the polyphase merge starting with stage $n$. The only requirement on $n$ is that $x_{i} \leqq S_{i}^{n}$ for each $i$. If this requirement is met, then it is only necessary to include $S_{i}^{n}-x_{i}$ dummy strings on each tape $i$ in order to obtain the perfect stage $n$ distribution. We have already observed that the number of times that a string is moved depends upon its tape position. Therefore, the manner of placement of the dummy strings has a direct influence on the volume of information moved.

It is quite obvious how to arrange the dispersed strings and the dummy strings so as to minimize the volume of information moved. On each unit $i$, we place $M_{i}^{n}(1)$ of the dispersed strings in the $M_{i}^{n}(1)$ string positions which will be moved once, $\boldsymbol{M}_{i}^{n}(2)$ strings into the positions which will be moved twice, and so on, until we exhaust the $x_{i}$ dispersed strings; we then place dummy strings in the remaining $S_{i}^{n}-x_{i}$ string positions. In this way we insure that the dummy strings are in the positions which will be moved the most.

One practical difficulty with the above approach is the problem of placing the dummy strings if the dispersed strings are already on the tapes. With read-forward tape units it is not permissible to write randomly on a tape. For this reason, we will transform the above approach into a practical algorithm in which dummy strings do not explicitly appear.

If $S_{i}^{n}(j-1)<x_{i}<S_{i}^{n}(j)$, then, with the above scheme, there will be some $j$ movement string positions which contain dispersed strings and others which contain dummy strings. We have not said how they are to be arranged. We propose placing all of the $j$ movement dispersed strings in front of all of the $j$ movement dummy strings on each tape unit. This method has the important property that the pattern is preserved as the polyphase merge is performed. It is not difficult to see that any time during the operation of the merge, any $k$ movement strings of nonzero length will be in front of any $k$ movement dummy strings on the same tape.

Another important consequence of this choice is that we are able to calculate the positions of the $j$ movement dispersed strings. Since these positions $p$ have the property that $j=n-D(p)$, see that the first of these positions is $E(n-j)$ and that the remaining positions are calculated by repeated application of Algorithm 4.2. Since the pattern is preserved, the same observation holds throughout the polyphase merge.

The algorithm which we will present is controlled by the two arrays $C[i, j]$ and $P[j](0 \leqq i \leqq t, 1 \leqq j \leqq n) . C[i, j]$ will contain the number of strings on tape $i$ which will be moved $j$ times and $P[j]$ contains the next $j$ movement position on the input
tapes. It is also convenient to have arrays for the numbers $F_{m}$ and $E(m)$, but we will not mention these explicitly.

The inputs to the algorithm are the numbers $x_{1}, \cdots, x_{t}$ of dispersed strings on tape units $1, \cdots, t$ and the starting stage number $n$ of the polyphase merge to be performed. (The next three sections of this paper are devoted to the proper choice of these numbers.) In order to facilitate implementation, we will explicitly mention the tape rewind operations required.

Algorithm 4.3. Optimal read-forward polyphase merge.
Step 1. [Initialization.] Let $C[i, j]=M_{i}^{n}(j)$ for $1 \leqq j \leqq n$ and $1 \leqq i \leqq t$. Let $C[0, j]=0$ for $1 \leqq j \leqq n$. Let $m=n$ and $u=0$. Rewind all of the tapes.

Step 2. [Initialize $C$.] For each $i=1, \cdots, t$ find the smallest $j$ for which $x_{i} \leqq C[i, 1]+\cdots+C[i, j] ;$ let $C[i, j]=x_{i}-C[i, 1] \cdots-C[i, j-1]$ and let $C[i, k]=$ 0 for $j<k \leqq n$.

Step 3. [Test for termination.] If $m>0$, then go to Step 4. Otherwise, the sort is finished. Rewind all of the tapes. The sorted records are on tape $u^{\prime}$.

Step 4. [Initialize for stage $m$.] For $j=1, \cdots, m$ let $P[j]=E(m-j)$ if $C[i, j]>0$ fr some $i$; otherwise, let $P[j]=F_{m-1}$.

Step 5. [Test for the end of a merge.] Find the value of $j$ which minimizes $P[j]$ $(1 \leqq j \leqq m)$. If $P[j] \geqq F_{m-1}$, then go to Step 9 .

Step 6. [Merge some strings.] Merge one string from each unit $i \neq u$ for which $C[i, j]>0$ and write the resulting string to unit $u$.

Step 7. [Update C.] If $m>1$, then increment $C[u, j-1]$ by one. For each $i \neq u$ for which $C[i, j]>0$, decrement $C[i, j]$ by one. If each of these decrements results in a value of zero, then let $P[j]=F_{m-1}$ and go to Step 5.

Step 8. [Update $Q$.] Using Algorithm 4.2, find the smallest $p>P[j$ ] for which $D(p)=D(P[j])$. Let $P[j]=p$ and go to Step 5 .

Step 9. [End of a merge.] Let $m=m-1, u^{\prime}=u$, and $u=u+1 \bmod T$. Rewind tapes $u$ and $u^{\prime}$ and go to Step 3.

In view of the discussion, this algorithm is reasonably straightforward. However, we will comment on a few points. The computations required in Step 1 can be performed without any additional storage by careful use of the recurrence relations (3.1). Our use of $F_{m-1}$ in Steps 4,5, and 7 is accounted for by the fact that $F_{m-1}=S_{t}^{m-1}=S_{1}^{m}$ which is the number of strings produced by the stage $m$ merge; consequently $F_{m-1}$ is the first position which will not be used for this merge.

Although the computations required by the algorithm are formidable, they do not really require much time. The bulk of the computation is performed in Steps 5,7 , and 8 which are performed once for each string that is output. Since a unit string will represent a large fraction of the storage utilized by the sort, it is clear the time required will be insignificant when compared with the time required for merging.

The storage requirements are not much larger than for other polyphase merge algorithms. The only extra storage which is not required by other algorithms is the storage for the arrays $C$ and $P$ and, possibly, the arrays containing the numbers $E(m)$ and $F_{m}$ for a suitable range of $m$. We remark that the additional storage required for these arrays when merging 100000 strings, using ten tapes and the dispersion algorithm we will describe, should be less than four hundred locations.

Remarks. Shell [8] has described an optimum polyphase sort which is somewhat different from ours. He describes a method of generating the $D(0)$, $D(1), D(2), \cdots$ directly and uses an array based on this sequence to control the placement of the strings and the assumed placement of the dummy strings. Unfortunately, this array becomes prohibitively large for large applications. An account of Shell's work also appears in [5, § 5.4.2].
5. The volume function. Let us suppose that we have $x \leqq S^{n}$ unit strings which we wish to merge with the stage $n$ polyphase merge. Obviously, in order to minimize the volume, we should place the unit strings into the positions which will be moved the least and the dummy strings into the positions which will be moved the most. Thus, if $S^{n}(j) \leqq x \leqq S^{n}(j+1)$, then unit strings should be placed in all of the $S^{n}(j)$ positions which will be moved $j$ or fewer times and in $x-S^{n}(j)$ of the $j+1$ movement positions. When this is done, the volume of information which will be moved by the merge is found to be

$$
\sum_{k=1}^{j} k M^{n}(k)+(j+1)\left(x-S^{n}(j)\right)
$$

We will call the value of this expression the volume function and denote it by $V^{n}(x)$. The expression may be simplified by observing that

$$
\begin{aligned}
(j+1) S^{n}(j)-\sum_{k=1}^{j} k M^{n}(k) & =\sum_{k=1}^{j}(j-k+1) M^{n}(k) \\
& =\sum_{k=1}^{j} \sum_{i=k}^{j} M^{n}(k)=\sum_{i=1}^{j} \sum_{k=1}^{i} M^{n}(k) \\
& =\sum_{i=1}^{j} S^{n}(i)=G^{n}(j) .
\end{aligned}
$$

We may now write

$$
\begin{equation*}
V^{n}(x)=(j+1) x-G^{n}(j), \tag{5.1}
\end{equation*}
$$

where $S^{n}(j) \leqq x \leqq S^{n}(j+1)$.
In $\S 4$, we looked at the similar problem of optimizing the stage $n$ polyphase merge when it is known that tapes $1, \cdots, t$ contain $x_{1}, \cdots, x_{t}$ dispersed strings, respectively. By similar reasoning, the volume of information moved in this case is

$$
V_{1}^{n}\left(x_{1}\right)+\cdots+V_{t}^{n}\left(x_{t}\right),
$$

where each $V_{i}^{n}\left(x_{i}\right)$ represents the contribution of tape $i$ to the volume. This contribution is given by

$$
\begin{equation*}
V_{i}^{n}\left(x_{i}\right)=\left(j_{i}+1\right) x_{i}-G_{i}^{n}\left(j_{i}\right), \tag{5.2}
\end{equation*}
$$

where $j_{i}$ is chosen to satisfy $S_{i}^{n}\left(j_{i}\right) \leqq x_{i} \leqq S_{i}^{n}\left(j_{i}+1\right)$.
Obviously we must have

$$
V^{n}\left(x_{1}+\cdots+x_{t}\right) \leqq V_{1}^{n}\left(x_{1}\right)+\cdots+V_{t}^{n}\left(x_{t}\right) .
$$

We are interested in those distributions $x_{1}, \cdots, x_{t}$ for which we have equality. Such a distribution is said to be optimal for stage $n$.

Theorem 5.1. A distribution $x_{1}, \cdots, x_{t}$ is optimal for stage $n$ if and only if we can find a $j$ such that $S_{i}^{n}(j) \leqq x_{i} \leqq S_{i}^{n}(j+1)$ for each $i$.

Proof. If the condition is satisfied, then optimality for stage $n$ follows at once from formulas (5.1) and (5.2) and the fact that $G^{n}(j)=G_{1}^{n}(j)+\cdots+G_{t}^{n}(j)$.

Conversely, suppose that $x_{1}, \cdots, x_{t}$ does not satisfy the condition. We can then find a $j$ and two indices $a$ and $b$ such that $x_{a}<S_{a}^{n}(j)$ and $x_{b}>S_{b}^{n}(j)$. If we define the distribution $x_{1}^{\prime}, \cdots, x_{t}^{\prime}$ by $x_{a}^{\prime}=x_{a}+1, x_{b}^{\prime}=x_{b}-1$, and $x_{i}^{\prime}=x_{i}$ for $i \neq a, b$, then it is clear that

$$
\begin{aligned}
& V_{a}^{n}\left(x_{a}^{\prime}\right)-V_{a}^{n}\left(x_{a}\right) \leqq j \quad \text { and } \\
& V_{b}^{n}\left(x_{b}\right)-V_{b}^{n}\left(x_{b}^{\prime}\right) \leqq j+1
\end{aligned}
$$

It follows that

$$
V_{1}^{n}\left(x_{1}^{\prime}\right)+\cdots+V_{t}^{n}\left(x_{t}^{\prime}\right)<V_{1}^{n}\left(x_{1}\right)+\cdots+V_{t}^{n}\left(x_{t}\right)
$$

and therefore $x_{1}, \cdots, x_{t}$ cannot be optimal for stage $n$.
Example 5.1. We let $t=4$ as in our other examples and $x=500$. From the table in Example 2.1, we see that the smallest value of $n$ for which $x \leqq S^{n}$ is 9 . Let us evaluate $V^{n}(x)$ for this value of $n$. Since $S^{n}(5)=338<x<534=S^{n}(6)$, we may apply formula (5.1) with $j=5$ to obtain

$$
V^{n}(x)=(j+1) x-G^{n}(j)=6 \cdot 500-478=2522 .
$$

This volume is the best possible volume obtainable with the stage 9 merge no matter how the strings are dispersed. If we let $n=10$, then a similar calculation shows that $V^{n}(x)=2448$ which illustrates how the choice of a larger stage number than the minimum may improve the performance of the polyphase sort. We will discuss this subject in $\S 6$.

We will conclude this section with two theorems concerning the volume function which will be required later.

Theorem 5.2. If $x \leqq S^{n}$, then $V^{n+1}(x)-V^{n}(x) \leqq x$.
Proof. We may assume that $x>0$. Let $j$ and $k$ be the unique integers for which

$$
S^{n}(j)<x \leqq S^{n}(j+1) \quad \text { and } \quad S^{n+1}(k)<x \leqq S^{n+1}(k+1)
$$

From the recurrence relation for $t$-arrays, we see that $S^{n}(j+1) \leqq S^{n+1}(j+2)$, so that

$$
S^{n+1}(k)<x \leqq S^{n}(j+1) \leqq S^{n+1}(j+2)
$$

which implies that $k \leqq j+1$. From the recurrence relation, we also have $G^{n}(k-1) \leqq G^{n+1}(k)$. We may now write

$$
\begin{aligned}
V^{n+1}(x)-V^{n}(x) & =(k+1) x-G^{n+1}(k)-(j+1) x+G^{n}(j) \\
& =(k-j) x+G^{n}(j)-G^{n+1}(k) \\
& \leqq(k-j) x+G^{n}(j)-G^{n}(k-1) \\
& \leqq(k-j) x+(j-k+1) S^{n}(j) \\
& \leqq(k-j) x+(j-k+1) x=x .
\end{aligned}
$$

Theorem 5.3. Suppose that $0 \leqq x_{1} \leqq \cdots \leqq x_{t}$ and that $x_{i} \leqq S_{i}^{n}$ for each $i$. If $x_{1}^{\prime}, \cdots, x_{t}^{\prime}$ is a permutation of $x_{1}, \cdots, x_{t}$ which has the property that $x_{i}^{\prime} \leqq S_{i}^{n}$ for each $i$, then we have

$$
V_{1}^{n}\left(x_{1}\right)+\cdots+V_{t}^{n}\left(x_{t}\right) \leqq V_{1}^{n}\left(x_{1}^{\prime}\right)+\cdots+V_{t}^{n}\left(x_{t}^{\prime}\right) .
$$

Proof. First we will prove the result for a simple interchange. Suppose that $1 \leqq a<b \leqq t$ and that $x_{a} \leqq S_{b}^{n}, x_{b} \leqq S_{a}^{n}$, and $0 \leqq x_{a}<x_{b}$. If $x_{a} \leqq y<x_{b}$, then let $j$ and $j^{\prime}$ be the unique integers for which

$$
S_{a}^{n}(j) \leqq y<S_{a}^{n}(j+1) \quad \text { and } \quad S_{b}^{n}\left(j^{\prime}\right) \leqq y<S_{b}^{n}\left(j^{\prime}+1\right)
$$

Since $S_{a}^{n}(k) \leqq S_{b}^{n}(k)$ for all $k$, it is clear that $j \geqq j^{\prime}$ and therefore

$$
V_{b}^{n}(y+1)-V_{b}^{n}(y)=j^{\prime}+1 \leqq j+1=V_{a}^{n}(y+1)-V_{a}^{n}(y) .
$$

By summing over $y$, we obtain

$$
V_{b}^{n}\left(x_{b}\right)-V_{b}^{n}\left(x_{a}\right) \leqq V_{a}^{n}\left(x_{b}\right)-V_{a}^{n}\left(x_{a}\right)
$$

which may be rewritten as

$$
V_{a}^{n}\left(x_{a}\right)+V_{b}^{n}\left(x_{b}\right) \leqq V_{a}^{n}\left(x_{b}\right)+V_{b}^{n}\left(x_{a}\right) .
$$

The general result is proved by permuting the numbers $x_{1}^{\prime}, \cdots, x_{t}^{\prime}$ into $x_{1}, \cdots, x_{t}$ by a series of interchanges which successively place the proper values into positions $1, \cdots, t$ and by applying the above result at each step. It is clear that we only change the numbers $y_{a}$ and $y_{b}$ in positions $a<b$ when $y_{b}<y_{a}$. Also, since $y_{a} \leqq S_{a}^{n} \leqq S_{b}^{n}$, we never place a number which exceeds $S_{i}^{n}$ into any position $i$.
6. Optimal dispersion. In much of the literature on polyphase sorting, it is assumed that the best starting stage number when merging $x$ strings is the smallest $n$ for which $x \leqq S^{n}$. This method generally gives nice looking results when the usual polyphase merge algorithms are used. However, when an algorithm such as Algorithm 4.3 or the optimum polyphase sort of Shell [8] is employed, it is found that better results may be obtained by choosing large values of $n$. In this section we will investigate the problem of finding the value of $n$ which minimizes $V^{n}(x)$.

A good starting point is the following lemma on $t$-arrays.
Lemma 6.1. Let A denote one of the $t$-arrays $M, S$, or $G$. Let $j$ and $d$ be positive integers and let $n(j, d)$ denote the smallest integer $n \geqq 1$ for which $A^{n}(j)>A^{n+d}(j)$. Then the following are true:
(a) If $n^{\prime} \geqq n(j, d)$, then $A^{n^{\prime}}(j) \geqq A^{n^{\prime}+d}(j)$.
(b) If $j^{\prime}>j$, then $n\left(j^{\prime}, d\right) \geqq n(j, d)$.

Proof. It is easily verified that

$$
\begin{equation*}
A^{1-t}(0)=\cdots=A^{0}(0)>0=A^{1}(0)=A^{2}(0)=\cdots \tag{6.1}
\end{equation*}
$$

and that for $j \geqq 1$,

$$
\begin{equation*}
0 \leqq A^{1-t}(j)=\cdots=A^{0}(j) \leqq A^{1}(j) \tag{6.2}
\end{equation*}
$$

It is clear that $n(j, d)$ always exists since $A^{n}(j)$ is zero for $n$ sufficiently large. From (6.1) it follows that

$$
A^{1}(1)>A^{2}(1) \geqq A^{3}(1) \geqq A^{4}(1) \geqq \cdots
$$

so that $n(1,1)=1$ and (a) is true for $n(1,1)$.
We will now show that if (a) is true for $n(j, 1)$, then it is true for $n(j, d)$ for $j>1$ and for $n(j+1,1)$. Let $d>1$ be given and let $m \geqq 1-t$ be the smallest such integer for which $A^{m}(j)>A^{m+d}(j)$. It is clear that $m+d>n(j, 1)$. We will show that $A^{n}(j) \geqq A^{n+d}(j)$ for $n>m$. This is certainly true if $n \geqq n(j, 1)$. Also, if $m \leqq n<n(j, 1)$, then we have

$$
A^{n}(j) \geqq A^{m}(j)>A^{m+d}(j) \geqq A^{n+d}(j)
$$

Since $n(j, d) \geqq m$, we see that (a) is true for $n(j, d)$. From the recurrence relation for $t$-arrays, we have

$$
A^{n+1}(j+1)-A^{n}(j+1)=A^{n}(j)-A^{n-t}(j)
$$

Consequently, if we let $d=t$ in the above argument, we see that we may choose $n(j+1,1)=m+t$ and that (a) is true for this choice. The validity of (a) now follows by induction.

To prove (b), let $j \geqq 1$ and let $n=n(j+1, d)$. From the recurrence relation for $t$-arrays, we have

$$
0>A^{n+d}(j+1)-A^{n}(j+1)=\sum_{k=1}^{t}\left(A^{n+d-k}(j)-A^{n-k}(j)\right)
$$

so that $A^{n-k}(j)>A^{n+a-k}(j)$ for some $k$ with $1 \leqq k \leqq t$. If $n-k \geqq 1$, then $n-k \geqq$ $n(j, d)$ so that $n>n(j, d)$. If $n-k \leqq 0$, then we must have $n+d-k>n(j, 1)$ so that

$$
A^{1}(j) \geqq A^{n-k}(j)>A^{n+d-k}(j) \geqq A^{1+d}(j)
$$

and therefore $n(j, d)=1 \leqq n$. We have thus shown that $n(j+1, d) \geqq n(j, d)$ and (b) follows.

The lemma is particularly useful in the following form:
Corollary 6.1. Let $A$ denote one of the $t$-arrays $M, S$, or $G$. Then the following are true:
(a) If $A^{n}(j)<A^{n^{\prime}}(j)$ for some $1 \leqq n<n^{\prime}$ and $i \leqq 1$, then $A^{n}\left(j^{\prime}\right) \leqq A^{n^{\prime}}\left(j^{\prime}\right)$ for all $j^{\prime} \geqq j$.
(b) If $A^{n}(j)>A^{n^{\prime}}(j)$ for some $1 \leqq n<n^{\prime}$ and $j \geqq 1$, then $A^{n}\left(j^{\prime}\right) \geqq A^{n^{\prime}}\left(j^{\prime}\right)$ for all $j^{\prime}$ with $1 \leqq j^{\prime} \leqq j$.

Proof. To prove (a) let $d=n^{\prime}-n$. Certainly $n<n(j, d)$ so it follows that $n<n\left(j^{\prime}, d\right)$ for all $j^{\prime} \geqq j$, and the result follows from the definition of $n\left(j^{\prime}, d\right)$. This also proves (b) since (b) is the contrapositive of (a).

Theorem 6.1. If $n<n^{\prime}$ and $V^{n}(x)>V^{n^{\prime}}(x)$ for some $x \leqq S^{n}$, then there exists $a j<n$ for which $G^{n}(j)<G^{n}(j)$. Furthermore, if $x<y \leqq S^{n}$, then $V^{n}(y)>V^{n^{\prime}}(y)$.

Proof. Clearly $x>0$. Let $j$ and $k$ be the unique integers for which

$$
S^{n}(j)<x \leqq S^{n}(j+1) \quad \text { and } \quad S^{n^{\prime}}(k)<x \leqq S^{n^{\prime}}(k+1) .
$$

We observe that $j<n$. By assumption

$$
(j+1) x-G^{n}(j)=V^{n}(x)>V^{n^{\prime}}(x)=(k+1) x-G^{n^{\prime}}(k)
$$

which reduces to

$$
G^{n}(j)<G^{n^{\prime}}(k)+(j-k) x .
$$

In order to prove that $G^{n}(j)<G^{n^{\prime}}(j)$ we will show that $(j-k) x \leqq G^{n}(j)-G^{n^{\prime}}(k)$. If $j=k$, then there is nothing to prove. If $j>k$, then we have

$$
(j-k) x \leqq \sum_{i=k+1}^{j} S^{n^{\prime}}(i)=G^{n^{\prime}}(j)-G^{n^{\prime}}(k)
$$

Similarly, if $j<k$, then

$$
(j-k) x=-(k-j) x \leqq-\sum_{i=j+1}^{k} S^{n^{\prime}}(i)=G^{n^{\prime}}(j)-G^{n^{\prime}}(k) .
$$

Now suppose that there is a smallest $y$ with $x<y \leqq S^{n}$ for which $V^{n}(y) \leqq$ $V^{n^{\prime}}(y)$. Let $j^{\prime}$ and $k^{\prime}$ be the unique integers for which

$$
S^{n}\left(j^{\prime}\right)<y \leqq S^{n}\left(j^{\prime}+1\right) \quad \text { and } \quad S^{n^{\prime}}\left(k^{\prime}\right)<y \leqq S^{n^{\prime}}\left(k^{\prime}+1\right) .
$$

Since $V^{n}(y-1)>V^{n^{\prime}}(y-1)$, we find that

$$
j^{\prime}+1=V^{n}(y)-V^{n}(y-1)<V^{n^{\prime}}(y)-V^{n^{\prime}}(y-1)=k^{\prime}+1
$$

from which it follows that $j^{\prime}<k^{\prime}$. On the other hand, since $G^{n}(j)<G^{n}(j)$, we can find an $m \leqq j$ for which $S^{n}(m)<S^{n^{\prime}}(m)$. By (a) of Corollary 6.1 , we see that $S^{n}\left(m^{\prime}\right) \leqq S^{n^{\prime}}\left(m^{\prime}\right)$ for all $m^{\prime} \geqq m$. Since $j^{\prime}+1>j \geqq m$, it follows that

$$
y \leqq S^{n}\left(j^{\prime}+1\right) \leqq S^{n^{\prime}}\left(j^{\prime}+1\right) \leqq S^{n^{\prime}}\left(k^{\prime}\right)<y
$$

which is impossible. This completes the proof.
Corollary 6.2. Let $N(x)$ be the smallest integer $n$ which minimizes $V^{n}(x)$. Then $N(x)$ is an increasing function of $x$.

Proof. Suppose that $N(x)>N(x+1)$ for some $x$ and let $a=N(x)$ and $b=$ $N(x+1)$. Since $b<a$, we must have $V^{a}(x)<V^{b}(x)$. Also, since $x+1 \leqq S^{b} \leqq S^{a}$, it follows from Theorem 6.1 that $V^{a}(x+1)<V^{b}(x+1)$ which implies that $N(x+1) \neq b$.

Remarks. Most of these results were first proved by Knuth [5, Exercise 5.4.2-14], however, our proof of Theorem 6.1 is somewhat different. Shell [8] has observed Corollary 6.2 empirically.

In the remainder of this section, we will solve the problem of determining the range of values of $x$ for which $N(x)$ takes a given value. We will begin by examining some of the more subtle properties of the numbers $G^{n}(j)$.

Lemma 6.2. For each $t \geqq 2$, there exists a number $n_{t}$ with the property that $G^{n}(j)<G^{n+1}(j)$ for some $j$ with $1 \leqq j<n$, if and only if $n \geqq n_{t}$. In particular $n_{2}=8$, $n_{3}=5, n_{4}=4$, and $n_{t}=3$ for $t \geqq 5$.

Proof. If $G^{n}(j)<G^{n+1}(j)$ for some $j$ with $1 \leqq j<n$, then we can find a $j^{\prime} \leqq j$ for which $S^{n}\left(j^{\prime}\right)<S^{n+1}\left(j^{\prime}\right)$. By (a) of Corollary 6.1 we find that $S^{n}(k) \leqq S^{n+1}(k)$ for $k \geqq j \geqq j^{\prime}$ and consequently $G^{n}(n-1)<G^{n+1}(n-1)$. It follows at once that such a
$j$ exists if and only if $G^{n}(n-1)<G^{n+1}(n-1)$. Furthermore, if this inequality holds for $n$, it holds for $n+1$ since, by (a) of Lemma 6.1, we have $G^{n-k}(n-1) \leqq$ $G^{n-k+1}(n-1)$ for $k=1, \cdots, t$ and it follows from the recurrence relation for $t$-arrays that

$$
G^{n+2}(n)-G^{n+1}(n)=G^{n+1}(n-1)-G^{n-t+1}(n-1)>0 .
$$

The following table will serve to verify the values given for $n_{t}$ :

| $t$ | $G^{n_{t}-1}\left(n_{t}-2\right)$ | $G^{n_{t}}\left(n_{t}-2\right)$ | $G^{n_{t}}\left(n_{t}-1\right)$ | $G^{n_{t}+1}\left(n_{t}-1\right)$ |
| ---: | ---: | ---: | ---: | ---: |
| 2 | 58 | 56 | 109 | 114 |
| 3 | 20 | 20 | 48 | 56 |
| 4 | 11 | 11 | 32 | 40 |
| $\geqq 5$ | $t-1$ | $t-2$ | $4 t-5$ | $5 t-9$ |

Lemma 6.3. For each $n \geqq n_{t}$, let $j_{n}$ denote the smallest integer $j$ for which $G^{n}(j)<G^{n+1}(j)$. We then have

$$
j_{n} \leqq j_{n+1} \leqq j_{n}+1 \leqq j_{n+t} .
$$

Proof. First we will show that $j_{n} \leqq j_{n+1}$. Assume that for some $k<j_{n}$ we have $G^{n+1}(k)<G^{n+2}(k)$. We may write

$$
\begin{aligned}
G^{n+1}(k)-G^{n}(k)= & G^{n}(k-1)-G^{n-t}(k-1) \\
= & \left(G^{n+1}(k-1)-G^{n-t+1}(k-1)\right) \\
& +\left(G^{n}(k-1)-G^{n+1}(k-1)\right) \\
& +\left(G^{n-t+1}(k-j)-G^{n-t}(k-1)\right)
\end{aligned}
$$

The first parenthesized term is equal to $G^{n+2}(k)-G^{n+1}(k)$ and is therefore positive. The second term is nonnegative since $k<j_{n}$. Since $G^{n+1}(k)<G^{n+2}(k)$ it follows from the recurrence relation for $t$-arrays that $G^{n+1-m}(k-1)<$ $G^{n+2-m}(k-1)$ for some $m$ with $1 \leqq m \leqq t$. From (a) of Lemma 6.1 it follows that $G^{n-t}(k-1) \leqq G^{n-t+1}(k-1)$ so the last parenthesized term is nonnegative. We have therefore shown that $G^{n}(k)<G^{n+1}(k)$ which contradicts the minimality of $j_{n}$.

Since $G^{n}\left(j_{n}\right)<G^{n+1}\left(j_{n}\right)$, we may show as in the proof of Lemma 6.2 that $G^{n+1}\left(j_{n}+1\right)<G^{n+2}\left(j_{n}+1\right)$ and therefore $j_{n+1} \leqq j_{n}+1$. Finally, since $G^{n+t}\left(j_{n+t}\right)<$ $G^{n+t+1}\left(j_{n+t}\right)$, it follows that $G^{n+t-k}\left(j_{n+t}-1\right)<G^{n+t+1-k}\left(j_{n+t}-1\right)$ for some $k$ with $1 \leqq k \leqq t$. Consequently, $j_{n} \leqq j_{n+t-k} \leqq j_{n+t}-1$. This completes the proof.

Lemma 6.4. Define the numbers $N_{t}$ by $N_{2}=19, N_{3}=6$, and $N_{t}=n_{t}$ for $t \geqq 4$. If $n \geqq N_{t}$ and $j \geqq 0$, then

$$
2 G^{n}(j) \leqq G^{n}(j+1)+G^{n+1}(j-1)
$$

Proof. We will show that the above inequality holds for all but finitely many values of $n \geqq 1$ and $j \geqq 0$. The condition on $n$ is sufficient to exclude these exceptions. We define the $t$-array $D$ by

$$
D^{n}(j)=G^{n}(j+1)+G^{n+1}(j-1)-2 G^{n}(j)
$$

It is not difficult to verify that the nonzero elements of the initialization region for
$D$ are

$$
\begin{array}{ll}
D^{0}(j)=(t-1) j-t & \text { for } j \geqq 1 \quad \text { and } \\
D^{n}(-1)=1 & \text { for } 1-t \leqq n \leqq 0 .
\end{array}
$$

We observe that $D^{0}(1)=-1$ is the only negative element for the initialization region. Tables 6.1(a), 6.1(b), and 6.1(c) each display a portion of the $t$-array $D$ for

Table 6.1(a)
Proof of Lemma $6.4(t \geqq 4)$

| $n=$ | 0 | 1 | 2 | 3 |
| ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0 | $t$ |  |  |
| 1 | -1 | 0 | $t$ |  |
| 2 | $t-2$ | -1 | -1 | $t-1$ |

TABLE 6.1(b)
Proof of Lemma $6.4(t=3)$

| $n=$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0 | 3 | 2 |  |  |  |  |
| 1 | -1 | 0 | 3 | 5 |  |  |  |
| 2 | 1 | -1 | -1 | 2 | 8 |  |  |
| 3 | 3 | 1 | 0 | -1 | 0 | 9 |  |
| 4 |  |  |  | 4 | 0 | -1 | 8 |

$t \geqq 4, t=3$, and $t=2$, respectively. By inspecting these tables, it is clear that there are no negative values of $D^{n}(j)$ with $n \geqq 0$ other than those displayed. Since the negative entries only appear in the columns for which $n<N_{t}$, if follows that $D^{n}(j) \geqq 0$ when $n \geqq N_{t}$.

THEOREM 6.2. If $n \geqq N_{t}$ and if we define

$$
c_{n}=G^{n}\left(j_{n}\right)-G^{n+1}\left(j_{n}-1\right),
$$

then the following are true:
(a) $S^{n}\left(j_{n}\right) \leqq c_{n} \leqq S^{n}\left(j_{n}+1\right)$,
(b) $S^{n+1}\left(j_{n}-1\right) \leqq c_{n}<S^{n+1}\left(j_{n}\right)$,
(c) $V^{n}\left(c_{n}\right)=V^{n+1}\left(c_{n}\right)$,
(d) $V^{n}\left(c_{n}+1\right)>V^{n+1}\left(c_{n}+1\right)$ if $c_{n}<S^{n}$,
(e) $c_{n}<c_{n+1}$.

Proof. From the definition of $j_{n}$ we know that $G^{n}\left(j_{n}-1\right) \geqq G^{n+1}\left(j_{n}-1\right)$. We therefore have

$$
\begin{aligned}
S^{n}\left(j_{n}\right) & =G^{n}\left(j_{n}\right)-G^{n}\left(j_{n}-1\right) \leqq G^{n}\left(j_{n}\right)-G^{n+1}\left(j_{n}-1\right) \\
& =c_{n}<G^{n+1}\left(j_{n}\right)-G^{n+1}\left(j_{n}-1\right)=S^{n+1}\left(j_{n}\right) .
\end{aligned}
$$

From Lemma 6.4,

$$
c_{n}=G^{n}\left(j_{n}\right)-G^{n+1}\left(j_{n}-1\right) \leqq G^{n}\left(j_{n}+1\right)-G^{n}\left(j_{n}\right)=S^{n}\left(j_{n}+1\right) .
$$

Table 6.1(c)

| Proof of Lemma 6.4 ( $t=2$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n=$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
| $j=0$ | 0 | 2 | 1 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | -1 | 0 | 2 | 3 | 1 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 0 | -1 | -1 | 2 | 5 | 4 | 1 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 1 | 0 | -1 | -2 | 1 | 7 | 9 | 5 | 1 |  |  |  |  |  |  |  |  |  |  |  |
| 4 | 2 | 1 | 1 | -1 | -3 | -1 | 8 | 16 | 14 | 6 |  |  |  |  |  |  |  |  |  |  |
| 5 | 3 | 2 | 3 | 2 | 0 | -4 | -4 | 7 | 24 | 30 | 20 |  |  |  |  |  |  |  |  |  |
| 6 |  | 3 | 5 | 5 | 5 | 2 | -4 | -8 | 3 | 31 | 54 | 50 |  |  |  |  |  |  |  |  |
| 7 |  |  |  | 8 | 10 | 10 | 7 | -2 | -12 | -5 | 34 | 85 | 104 |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 18 | 20 | 17 | 5 | -14 | -17 | 29 | 119 | 189 |  |  |  |  |  |  |
| 9 |  |  |  |  |  |  |  | 38 | 37 | 22 | -9 | -31 | 12 | 148 | 308 |  |  |  |  |  |
| 10 |  |  |  |  |  |  |  |  |  | 75 | 59 | 13 | -40 | -19 | 160 | 456 |  |  |  |  |
| 11 |  |  |  |  |  |  |  |  |  |  |  | 134 | 72 | -27 | -59 | 141 | 616 |  |  |  |
| 12 |  |  |  |  |  |  |  |  |  |  |  |  |  | 206 | 45 | -86 | 82 | 757 |  |  |
| 13 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 251 | -41 | -4 | 839 |  |
| 14 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 210 | -45 | 835 |

Also from Lemma 6.4,

$$
S^{n+1}\left(j_{n}-1\right)=G^{n+1}\left(j_{n}-1\right)-G^{n+1}\left(j_{n}-2\right) \leqq G^{n}\left(j_{n}\right)-G^{n+1}\left(j_{n}-1\right)=c_{n} .
$$

This completes the proof of (a) and (b).
From (a) and (b) we have

$$
\begin{aligned}
V^{n}\left(c_{n}\right) & =\left(j_{n}+1\right) c_{n}-G^{n}\left(j_{n}\right) \\
& =j_{n} G^{n}\left(j_{n}\right)-\left(j_{n}+1\right) G^{n+1}\left(j_{n}-1\right) \\
& =j_{n} c_{n}-G^{n+1}\left(j_{n}-1\right)=V^{n+1}\left(c_{n}\right)
\end{aligned}
$$

which is (c). To prove (d) we first observe that from (a) and (b) we have $V^{n+1}\left(c_{n}+1\right)-V^{n+1}\left(c_{n}\right)=j_{n}$ and $V^{n}\left(c_{n}+1\right)-V^{n}\left(c_{n}\right) \geqq j_{n}+1$ if $c_{n}<S^{n}$. From (c) it follows that

$$
V^{n}\left(c_{n}+1\right)-V^{n+1}\left(c_{n}+1\right) \geqq 1+V^{n}\left(c_{n}\right)-V^{n+1}\left(c_{n}\right)=1
$$

By Lemma 6.3 we have $j_{n} \leqq j_{n+1}$ so by (a) and.(b),

$$
c_{n}<S^{n+1}\left(j_{n}\right) \leqq S^{n+1}\left(j_{n+1}\right) \leqq c_{n+1}
$$

which is (e). This completes the proof.
Corollary 6.3. $c_{n} \rightarrow \infty$ as $n \rightarrow \infty$.
Proof. This follows from (e) and the fact that $c_{n}$ is an integer.
For each $t \geqq 2$, we define the sequence $L_{1}, L_{2}, \cdots$ as follows: If $t \geqq 3$, then we let $L_{n}=S^{n}$ for $n<N_{t}$ and $L_{n}=c_{n}$ for $n \geqq N_{t}$. If $t=2$, then we let $L_{n}=S^{n}$ for $n \leqq 15, L_{16}=2573, L_{17}=3954, L_{18}=6527$, and $L_{n}=c_{n}$ for $n \geqq N_{2}=19$.

Theorem 6.3. The sequence $L_{1}, L_{2}, \cdots$ is strictly increasing and has the property that $V^{n+1}(x) \geqq V^{n}(x)$ if and only if $x \leqq L_{n}$.

Proof. First we will show that the sequence is strictly increasing. We already know that $S^{n}<S^{n+1}$ for all $n \geqq 1$ and that $c_{n}<c_{n+1}$ for all $n \geqq N_{t}$. These observations leave us with only a few special cases to consider.

When $t \geqq 3$, we must show that when $n=N_{t}-1$, we have $S^{n}=L_{n}<L_{n+1}=$ $c_{n+1}$. When $t \geqq 5$ we may show from the appropriate $t$-arrays that $S^{2}=2 t-1$ and $c_{3}=3 t-2$ so that $L_{n}<L_{n+1}$ since $N_{t}=3$. When $t=4$, we have $N_{t}=4$ and $L_{3}=S^{3}=13<22=c_{4}=L_{4}$. For $t=3$, we have $N_{t}=6$ and $L_{5}=S^{5}=31<32=$ $c_{6}=L_{6}$. For the remaining special case $t=2$, we have $L_{15}=S^{15}=1597<2573=$ $L_{16}, L_{16}<L_{17}<L_{18}$, and $L_{18}=6527<10488=c_{19}=L_{19}$.

To prove the second part of the theorem, it is sufficient, in view of Theorem 6.1, to show that $V^{n+1}\left(L_{n}\right) \geqq V^{n}\left(L_{n}\right)$ for all $n \geqq 1$ and that $V^{n+1}\left(L_{n}+1\right)<$ $V^{n}\left(L_{n}+1\right)$ whenever $L_{n}<S^{n}$. If $n<n_{t}$, then $G^{n}(j) \geqq G^{n+1}(j)$ for all $j$ with $0 \leqq j<n$, so by Theorem 6.1, we have $V^{n+1}\left(L_{n}\right) \geqq V^{n}\left(L_{n}\right)$. We also note that $L_{n}=S^{n}$ for $n<n_{t}$. When $n \geqq N_{t}$, then everything follows from Theorem 6.2. Since $n_{t}=N_{t}$ for $t \geqq 4$, this proves the result for $t \geqq 4$. To extend the result to the case $t=3$, we observe that in this case we have $L_{5}=S^{5}$ and $V^{5}\left(L_{5}\right)=107<108=$ $V^{6}\left(L_{5}\right)$.

When $t=2$, there are a number of special cases to consider. First we note that $L_{n}=S^{n}$ for $8 \leqq n \leqq 15$. By direct computation, we may verify that

$$
\begin{aligned}
& V^{8}\left(L_{8}\right)=331<343=V^{9}\left(L_{8}\right) \\
& V^{9}\left(L_{9}\right)=600<614=V^{10}\left(L_{9}\right)
\end{aligned}
$$

$$
\begin{aligned}
& V^{10}\left(L_{10}\right)=1075<1092=V^{11}\left(L_{10}\right), \\
& V^{11}\left(L_{11}\right)=1908<1935=V^{12}\left(L_{11}\right), \\
& V^{12}\left(L_{12}\right)=3360<3396=V^{13}\left(L_{12}\right), \\
& V^{13}\left(L_{13}\right)=5878<5901=V^{14}\left(L_{13}\right), \\
& V^{14}\left(L_{14}\right)=10225<10240=V^{15}\left(L_{14}\right), \\
& V^{15}\left(L_{15}\right)=17700<17726=V^{16}\left(L_{15}\right), \\
& V^{16}\left(L_{16}\right)=30342<30343=V^{17}\left(L_{16}\right), \\
& V^{17}\left(L_{17}\right)=48950=V^{18}\left(L_{17}\right), \\
& V^{18}\left(L_{18}\right)=85819<85820=V^{19}\left(L_{18}\right) .
\end{aligned}
$$

We also have

$$
\begin{aligned}
& V^{16}\left(L_{16}+1\right)=30357>30356=V^{17}\left(L_{16}+1\right), \\
& V^{17}\left(L_{17}+1\right)=48965>48963=V^{18}\left(L_{17}+1\right), \\
& V^{18}\left(L_{18}+1\right)=85835>85834=V^{19}\left(L_{18}+1\right),
\end{aligned}
$$

which completes the proof of the theorem.
Two consequences of this theorem are easily proved.
Corollary 6.4. $N(x)$ is the smallest integer $n$ for which $x \leqq L_{n}$.
COROLLARY 6.5. If $V^{n}(x) \leqq V^{n+1}(x)$, then $V^{n^{\prime}}(x) \leqq V^{n^{\prime}+1}(x)$ for all $n^{\prime} \geqq n$.
Remark. Corollary 6.5 answers in the affirmative a conjecture of Knuth [5, Exercise 5.4.2-15].

Table 6.2 provides the values of $L_{n}$ for $t=2, \cdots, 7$ and $n=1, \cdots, 19$. Since such a table is easily prepared, we are able to provide a very simple dispersion algorithm.

Table 6.2

| $L_{n}$ for $2 \leqq t \leqq 7$ and $1 \leqq n \leqq 19$ |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $n$ | $t=2$ | $t=3$ | $t=4$ | $t=5$ | $t=6$ | $t=7$ |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 2 | 3 | 5 | 7 | 9 | 11 | 13 |
| 3 | 5 | 9 | 13 | 13 | 16 | 19 |
| 4 | 8 | 17 | 22 | 28 | 19 | 23 |
| 5 | 13 | 31 | 34 | 42 | 52 | 26 |
| 6 | 21 | 54 | 75 | 60 | 72 | 87 |
| 7 | 34 | 95 | 108 | 153 | 97 | 114 |
| 8 | 55 | 172 | 243 | 215 | 282 | 147 |
| 9 | 89 | 279 | 358 | 268 | 385 | 167 |
| 10 | 144 | 534 | 455 | 778 | 480 | 639 |
| 11 | 233 | 819 | 1196 | 1033 | 554 | 791 |
| 12 | 377 | 1634 | 1562 | 1248 | 1995 | 921 |
| 13 | 610 | 2400 | 4033 | 3909 | 2485 | 1016 |
| 14 | 987 | 4958 | 5378 | 4969 | 2900 | 4396 |
| 15 | 1597 | 7028 | 6455 | 5840 | 10577 | 5250 |
| 16 | 2573 | 14952 | 18560 | 19408 | 13096 | 5978 |
| 17 | 3954 | 20582 | 22875 | 23917 | 15335 | 6498 |
| 18 | 6527 | 44898 | 64188 | 27556 | 17028 | 30163 |
| 19 | 10488 | 60297 | 88058 | 95802 | 69843 | 35027 |

Algorithm 6.1. Optimal polyphase sort for $x$ strings.
Step 1. Find the smallest $n$ for which $x \leqq L_{n}$.
Step 2. Choose a $j$ for which $S^{n}(j) \leqq x \leqq S^{n}(j+1)$.
Step 3. Find integers $x_{1}, \cdots, x_{t}$ for which $x=x_{1}+\cdots+x_{t}$ and $S_{i}^{n}(j) \leqq x_{i} \leqq$ $S_{i}^{n}(j+1)$ for $i=1, \cdots, t$.

Step 4. For each $i=1, \cdots, t$ write $x_{i}$ strings to tape $i$.
Step 5. Use Algorithm 4.3 to perform the polyphase merge on the distribution $x_{1}, \cdots, x_{t}$ starting at stage $n$.

Remarks. Since Steps 2 and 3 of the above algorithm and Steps 1 and 2 of Algorithm 4.3 both require tables of the numbers $M_{i}^{n}(j)$, some of the operations of these steps can be combined. The above algorithm should be compared with Shell's optimum dispersion algorithm [8] which is directed by a table of numbers closely related to the numbers $L_{n}$. The functions $V_{i}^{n}(x)$ share many of the properties of the function $V^{n}(x)$ and most of the results of this section can be carried over to these functions. Unfortunately, the analogues of the numbers $j_{n}$ are in general different for each $i$; otherwise the next section would not have to have been written.
7. Blind dispersion. In practice, it is very difficult to predict the number of strings that a dispersion routine will provide. However, Algorithm 6.1 requires that this number be known before the strings are written to the tapes. This brings us to the problem of blind dispersion, that is, dispersion without knowing the number of strings in advance.

We begin by observing that no solution to the blind dispersion problem will in general be optimal. Indeed, solutions which require rearranging the contents of the tapes will require additional string motion which will result in a solution which is at best optimal. Therefore, let us consider a solution in which the strings stay on the tapes once they are written. Let us suppose that $t=2$ and that we have dispersed $S^{10}=144$ strings optimally. Since $N(144)=10$ and $V^{10}(144)=1075<$ $1088=V^{11}(144)$, it is clear that the only optimal distribution is for stage 10 when there are $S_{1}^{10}=55$ strings on tape one and $S_{2}^{10}=89$ strings on tape two. Let us see what happens when we add another string. Since $N(145)=11$ and $V^{11}(145)=$ $1100<1143=V^{12}(145)$, the best distribution of 145 strings is one which is optimal for stage 11. However, since $S_{1}^{10}>52=S_{1}^{11}(8)+1$ and $S_{2}^{10}<96=$ $S_{2}^{11}(8)-1$, we see that there is no way of arriving at a distribution which is optimal for stage 11 by adding one string to our original distribution. This pathology was first discovered by D. E. Knuth.

It is not difficult to see that any blind dispersion technique which rearranges the contents of the tapes can be transformed into an equivalent (or perhaps better) method in which the rearranging is performed after all of the strings have been dispersed. The effectiveness of such a technique depends on how close the distribution, prior to rearranging, is to an optimal distribution. We remark that one kind of rearrangement which incurs no extra cost is that of renumbering the tape units. Theorem 5.3 shows that a monotone distribution provides the best renumbering possible. However, since the distributions which we will consider will be monotone or can be made monotone, we will have no use for this technique.

In the remainder of this section, we will construct a nearly optimal blind dispersion technique which requires no tape rearrangement. This dispersion technique can be used by itself or in conjunction with some rearrangement algorithm.

Suppose that $n \geqq N_{t}$. We define $m(n)$ to be the largest integer $m$ for which $j_{m}=j_{n}$. From Lemma 6.3 we see that $m(n)<n+t$ and that $j_{m}=j_{n}$ for $n \leqq m \leqq$ $m(n)$. For $i=1, \cdots, t$ we define

$$
B_{i}^{n}=\min \left\{S_{i}^{m}\left(j_{n}\right) \mid n \leqq m \leqq m(n)+1\right\}
$$

and

$$
B^{n}=B_{1}^{n}+\cdots+B_{t}^{n}
$$

Theorem 7.1. For $n \geqq N_{t}$ we have
(a) $B_{i}^{n} \leqq B_{i}^{n+1}$ for $1 \leqq i \leqq t$;
(b) $B_{1}^{n} \leqq B_{2}^{n} \leqq \cdots \leqq B_{t}^{n}$;
(c) $S_{i}^{n}\left(j_{n}-1\right) \leqq B_{i}^{n} \leqq S_{i}^{n}\left(j_{n}\right)$ for $1 \leqq i \leqq t$;
(d) $S_{i}^{n+1}\left(j_{n}-1\right) \leqq B_{i}^{n} \leqq S_{i}^{n+1}\left(j_{n}\right)$ for $1 \leqq i \leqq t$;
(e) $B^{n} \leqq c_{n}<B^{n+t}$.

Remark. Statements (c) and (d) imply that the distribution $B_{1}^{n}, \cdots, B_{t}^{n}$ is optimal for both stage $n$ and stage $n+1$.

Before we prove the theorem we require a lemma:
Lemma 7.1. If $n \geqq N_{t}$, then for $i=1, \cdots$, $t$ we have

$$
S_{i}^{n+1}\left(j_{n}-1\right) \leqq S_{i}^{n}\left(j_{n}\right)
$$

Proof. We will begin by showing that for $n \geqq 1$ we have

$$
\begin{equation*}
S_{i}^{n}(j)-S_{i}^{n+1}(j-1) \geqq G^{n}(j-1)-G^{n+1}(j-1) \tag{7.1}
\end{equation*}
$$

with only finitely many exceptions. We define the $t$-arrays $A_{i}$ for $i=1, \cdots, t$ and $D$ by

$$
\begin{aligned}
& A_{i}^{n}(j)=S_{i}^{n}(j)-S_{i}^{n+1}(j-1) \\
& D^{n}(j)=G^{n}(j-1)-G^{n+1}(j-1)
\end{aligned}
$$

It is not difficult to verify that the nonzero elements of the initialization regions for the $t$-arrays $A_{1}, \cdots, A_{t}$ are

$$
\begin{array}{ll}
A_{i}^{i-t}(j)=1 & \text { for } 1 \leqq i<t \text { and } j \geqq 0, \\
A_{i}^{i-t-1}(j)=-1 & \text { for } 1<i \leqq t \text { and } j \geqq 1, \\
A_{i}^{0}(j)=-1 & \text { for } 1 \leqq i<t \text { and } j \geqq 2, \text { and } \\
A_{t}^{0}(0)=A_{t}^{0}(1)=1 . &
\end{array}
$$

Also, the nonzero elements of the initialization region for the $t$-array $D$ are

$$
D^{0}(j)=t-(t-1) j \quad \text { for } j \geqq 1 .
$$

Tables 7.1(a) to 7.1 (g) each display portions of the $t$-arrays $A_{i}-D$ for various ranges of $t$ and $i$. By inspection, we see that the only negative entries outside of the

TABLE 7.1(a)
Proof of Lemma $7.1(t \geqq 4, i=t)$

| $n=$ | -1 | 0 | 1 | 2 | 3 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0 | 1 |  |  |  |
| 1 | -1 | 0 | 1 | 1 |  |
| 2 | -1 | $t-2$ | -1 | 0 | 1 |

Table 7.1(b)
Proof of Lemma $7.1(t \geqq 3, i=1)$

| $n=$ |  | $1-t$ | $\cdots$ | 0 |
| ---: | ---: | :--- | ---: | ---: |
| 1 |  |  |  |  |
| $j=0$ | 1 | $\cdots$ | 0 |  |
| 1 | 1 | $\cdots$ | -1 | 1 |

TABLE 7.1(c)
Proof of Lemma $7.1(t \geqq 4,1<i<t)$

| $n=$ | $i-t-1$ | $i-t$ | $\cdots$ | 0 | 1 | 2 | 3 |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0 | 1 | 0 | $\cdots$ | 0 |  |  |  |
| 1 | -1 | 1 | 0 | $\cdots$ | -1 | 1 | 1 |  |
| 2 | -1 | 1 | 0 | $\cdots$ | $t-3$ | -1 | $\geqq 0$ | $\geqq 1$ |

TABLE 7.1(d)
Proof of Lemma 7.1 $(t=3, i=2)$

| $n=$ | -2 | -1 | 0 | 1 | 2 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| $j=0$ | 0 | 1 | 0 |  |  |
| 1 | -1 | 1 | -1 | 1 |  |
| 2 | -1 | 1 | 0 | -1 | 1 |

TABLE 7.1(e)
Proof of Lemma $7.1(t=3, i=3)$

| $n=$ |  | -1 | 0 | 1 | 2 | 3 | 4 | 5 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 6 |  |  |  |  |  |  |  |  |
| $j=0$ | 0 | 1 |  |  |  |  |  |  |
| 1 | -1 | 0 | 1 | 1 | 1 |  |  |  |
| 2 | -1 | 1 | -1 | 0 | 2 | 3 |  |  |
| 3 | -1 | 3 | 0 | -1 | 0 | 1 | 5 |  |
| 4 | -1 | 5 | 2 | 2 | 2 | -1 | 0 | 6 |

Table 7.1(f)

| $n=$ | -1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $j=0$ | 1 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 1 | -1 | 1 | 0 | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 1 | -1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 1 | 0 | 0 | -1 | 0 | 1 | 1 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |
| 4 | 1 | 1 | 1 | 0 | -1 | -1 | 1 | 2 | 1 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |
| 5 | 1 | 2 | 2 | 2 | 1 | -1 | -2 | 0 | 3 | 3 | 1 | 0 |  |  |  |  |  |  |  |  |  |
| 6 |  |  | 3 | 4 | 4 | 3 | 0 | -3 | -2 | 3 | 6 | 4 | 1 |  |  |  |  |  |  |  |  |
| 7 |  |  |  |  | 7 | 8 | 7 | 3 | -3 | -5 | 1 | 9 | 10 | 5 |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  |  | 15 | 15 | 10 | 0 | -8 | -4 | ${ }^{10}$ | 19 | 15 |  |  |  |  |  |  |
| 9 |  |  |  |  |  |  |  |  | 30 | 25 | 10 | -8 | -12 | 6 | 29 | 34 |  |  |  |  |  |
| 10 |  |  |  |  |  |  |  |  |  |  | 55 | 35 | 2 | -20 | -6 | 35 | 63 |  |  |  |  |
| 11 |  |  |  |  |  |  |  |  |  |  |  |  | 90 | 37 | -18 | -26 | 29 | 98 |  |  |  |
| 12 |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 127 | 19 | -44 | 3 | 127 |  |  |
| 13 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 146 | -25 | -41 | 130 |  |
| 14 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 121 | -66 | 89 |

Table 7.1(g)
Proof of Lemma 7.1 $(t=2, i=2)$

| $n=$ | -1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $j=0$ | 0 | 1 | 0 | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | -1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | -1 | 0 | -1 | 1 | 2 | 1 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | -1 | 1 | -1 | -1 | 0 | 3 | 3 | 1 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 4 | -1 | 2 | 0 | 0 | -2 | -1 | 3 | 6 | 4 | 1 | 0 |  |  |  |  |  |  |  |  |  |  |  |
| 5 | -1 | 3 | 1 | 2 | 0 | -2 | -3 | 2 | 9 | 10 | 5 | 1 |  |  |  |  |  |  |  |  |  |  |
| 6 |  | 4 | 2 | 4 | 3 | 2 | -2 | -5 | -1 | 11 | 19 | 15 | 6 |  |  |  |  |  |  |  |  |  |
| 7 |  |  |  | 6 | 6 | 7 | 5 | 0 | -7 | -6 | 10 | 30 | 34 | 21 |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 12 | 13 | 12 | 5 | -7 | -13 | 4 | 40 | 64 | 55 |  |  |  |  |  |  |  |
| 9 |  |  |  |  |  |  |  | 25 | 25 | 17 | -2 | -20 | -9 | 44 | 104 | 119 |  |  |  |  |  |  |
| 10 |  |  |  |  |  |  |  |  |  | 50 | 42 | 15 | -22 | -29 | 35 | 148 | 223 |  |  |  |  |  |
| 11 |  |  |  |  |  |  |  |  |  |  |  | 92 | 57 | -7 | -51 | - 6 | 183 |  |  |  |  |  |
| 12 |  |  |  |  |  |  |  |  |  |  |  |  |  | 149 | 50 | -58 | -45 | 189 |  |  |  |  |
| 13 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 199 | -8 | -103 | 144 | 745 |  |  |
| 14 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 191 | -111 | 41 | 899 |  |
| 15 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 80 | -70 | 930 |

initialization region are those displayed. Except in the case $t=i=2$, we see that (7.1) holds for all $n \geqq N_{t}$ and $i=1, \cdots, t$. From the definition of $j_{n}$, we see that $G^{n}\left(j_{n}-1\right) \geqq G^{n+1}\left(j_{n}-1\right)$ and therefore by (7.1) we have $S_{i}^{n}\left(j_{n}\right) \geqq S_{i}^{n+1}\left(j_{n}-1\right)$. In the exceptional case we have $n=N_{t}=19$ and $j_{19}=15$ so we may verify directly that $S_{2}^{19}(15)=6050>5270=S_{2}^{20}(14)$. This completes the proof.

Proof of Theorem 7.1. If $j_{n}=j_{n+1}$, then $m(n)=m(n+1)$ so that (a) is obvious. If this is not the case, then by Lemma 6.3, we must have $j_{n+1}=j_{n}+1$ so that $S_{i}^{n+1}\left(j_{n}\right) \geqq S_{i}^{n+1}\left(j_{n+1}\right)$. Also, since $m(n+1) \leqq n+t$, we see that $S_{i}^{n+1}\left(j_{n}\right) \leqq S_{i}^{k}\left(j_{n+1}\right)$ for $n+2 \leqq k \leqq m(n+1)+1$; this follows from the fact that $S_{i}^{n+1}\left(j_{n}\right)$ is a term of the $t$-sum which computes $S_{i}^{k}\left(j_{n-1}\right)$. We have therefore shown that $B_{i}^{n} \leqq S_{i}^{n+1}\left(j_{n}\right) \leqq$ $B_{i}^{n+1}$, which is (a). Statement (b) follows at once from the fact that $S_{1}^{n}(j) \leqq \cdots \leqq$ $S_{t}^{n}(j)$ for all $n \geqq 1$ and $j \geqq 1$.

To prove (c) and (d) we first observe that the definition of $B_{i}^{n}$ implies that $B_{i}^{n} \leqq S_{i}^{n}\left(j_{n}\right)$ and $B_{i}^{n} \leqq S_{i}^{n+1}\left(j_{n}\right)$. It is also clear that $S_{i}^{n}\left(j_{n}-1\right) \leqq S_{i}^{n}\left(j_{n}\right)$ and $S_{i}^{n+1}\left(j_{n}-1\right) \leqq S_{i}^{n+1}\left(j_{n}\right)$. From Lemma 7.1 , we have $S_{i}^{n+1}\left(j_{n}-1\right) \leqq S_{i}^{n}\left(j_{n}\right)$. Finally by reasoning similar to that used in the above paragraph, we have $S_{i}^{n}\left(j_{n}-1\right) \leqq$ $S_{i}^{k}\left(j_{n}\right)$ for $n+1 \leqq k \leqq m(n+1)$ and $S_{i}^{n+1}\left(j_{n}-1\right) \leqq S_{i}^{k}\left(j_{n}\right)$ for $n+2 \leqq k \leqq m(n)+1$ if $m(n)>n$. From these inequalities, it follows at once that $S_{i}^{n}\left(j_{n}-1\right) \leqq B_{i}^{n}$ and that $S_{i}^{n+1}\left(j_{n}-1\right) \leqq B_{i}^{n}$ which completes the proof of (c) and (d).

By (c) we have $B^{n} \leqq S^{n}\left(j_{n}\right) \leqq c_{n}$. If we let $n^{\prime}=m(n)+1$, then it is clear that $j_{n^{\prime}}=j_{n}+1, j_{n^{\prime}-1}=j_{n}$, and $n^{\prime} \leqq n+t$. Therefore, by (a) and (c) we have

$$
c_{n} \leqq c_{n^{\prime}-1}<S^{n^{\prime}}\left(j_{n^{\prime}-1}\right)=S^{n^{\prime}}\left(j_{n^{\prime}}-1\right) \leqq B^{n^{\prime}} \leqq B^{n+t}
$$

which establishes (e) and completes the proof of the theorem.
From the theorem, two important properties of the distributions $B_{1}^{n}, \cdots, B_{t}^{n}$ are apparent. First, we may arrive at the distribution $B_{1}^{n+1}, \cdots, B_{t}^{n+1}$ by simply adding strings to the distribution $B_{1}^{n}, \cdots, B_{t}^{n}$. Second, if we are dispersing for stage $n$ and we reach the distribution $B_{1}^{n}, \cdots, B_{t}^{n}$, then we may begin dispersing for stage $n+1$ since the distribution is optimal for both stages. Clearly we can base a blind dispersion algorithm on these properties of the numbers $B_{i}^{n}$. However, since we will be making several refinements, it is of value to examine the general structure of such an algorithm.

We define a quota scheme for polyphase dispersion to be a family of nonnegative integers $Q^{n}, Q_{1}^{n}, \cdots, Q_{t}^{n}, n=1,2, \cdots$, which have the following properties for $n \geqq 1$ and $1 \leqq i \leqq t$ :

$$
\begin{aligned}
& Q_{i}^{n} \leqq S_{i}^{n}, \quad Q_{i}^{n} \leqq Q_{i}^{n+1}, \quad Q^{n} \leqq Q^{n+1} \\
& Q^{n} \leqq Q_{1}^{n}+\cdots+Q_{t}^{n} \quad \text { and } \quad Q^{n} \rightarrow \infty \quad \text { as } n \rightarrow \infty .
\end{aligned}
$$

Following is the dispersion algorithm which is directed by the quota scheme. The counters $x_{1}, \cdots, x_{t}$ contain the numbers of strings which have been written to tapes $1, \cdots, t$. Upon completion, the values of $x_{1}, \cdots, x_{t}$ and $n$ are the parameters for initializing Algorithm 4.3.

Algorithm 7.1. Quota-directed polyphase dispersion.
Step 1. Let $n=1$ and $x_{i}=y_{i}=0$ for $i=1, \cdots, t$.
Step 2. If there are no more strings to disperse, then terminate the algorithm.

Step 3. If $x_{1}+\cdots+x_{t}=Q^{n}$, then let $n=n+1$ and $y_{1}=\cdots=y_{t}=0$ and repeat this step.

Step 4. Choose some $i$ for which $x_{i}<y_{i}$. If this choice cannot be made, then go to Step 6.

Step 5. Write a string to tape unit $i$, let $x_{i}=x_{i}+1$, and go to Step 2.
Step 6. Find the smallest $j$ for which $x_{i}<S_{i}^{n}(j)$ for some $i$. Let $y_{i}=$ $\min \left(Q_{i}^{n}, S_{i}^{n}(j)\right)$ for $i=1, \cdots, t$ Go to Step 4.

Informally, this algorithm disperses for stage $n$ keeping $x_{i} \leqq Q_{i}^{n}$ for each $i$ until $x_{1}+\cdots+x_{t}=Q^{n}$ and then begins dispersing for stage $n+1$. When the algorithm is dispersing for stage $n$, the strings are written in such a way as to minimize the growth of $V_{1}^{n}\left(x_{1}\right)+\cdots+V_{t}^{n}\left(x_{t}\right)$.

Since the choice of $i$ made in Step 4 is arbitrary, the distribution $x_{1}, \cdots, x_{t}$ may be uncertain when the algorithm switches from stage $n$ to stage $n+1$. For this reason, the first value of $j$ chosen for stage $n+1$ by Step 6 may vary thereby causing the volume of the sort to vary. This uncertainty disappears if $Q^{n}=$ $Q_{1}^{n}+\cdots+Q_{t}^{n}$ or if it is known that when we switch from stage $n$ to stage $n+1$, then the distribution is optimal for stage $n+1$. Indeed, in the first case the distribution is completely known and in the second case we know that $j$ is the smallest integer for which $x_{1}+\cdots+x_{t}<S^{n+1}(j)$. The quota scheme which we will consider has one or the other of these properties for each $n$.

When the quota scheme has these properties, then Algorithm 7.1 may be transformed into a simpler table-directed algorithm. The tables have the entries $n^{k}, q^{k}, q_{1}^{k}, \cdots, q_{t}^{k}$ for $k \geqq 1$ and are constructed as follows: We initialize the counter $k$ to zero and perform Algorithm 7.1 with an unlimited supply of strings; after each time that Step 6 is performed, we increment $k$ by one and let $n^{k}=n$, $q^{k}=Q^{n}$, and $q_{i}^{k}=y_{i}$ for each $i$. The simplified algorithm follows:

Algorithm 7.2. Simplified quota-directed polyphase dispersion.
Step 1. Let $k=1$ and $x_{1}=\cdots=x_{t}=0$.
Step 2. If there are no more strings to disperse, then terminate the algorithm.
Step 3. If $x_{1}+\cdots+x_{t}=q^{k}$, then let $k=k+1$.
Step 4. Choose some $i$ for which $x_{i}<q_{i}^{k}$. If this choice cannot be made, then let $k=k+1$ and go to Step 3 .

Step 5. Write a string to unit $i$, let $x_{i}=x_{i}+1$, and go to Step 2.
At termination, the parameters for the polyphase merge algorithm are $n^{k}$ and $x_{1}, \cdots, x_{t}$. Since the required tables may be prepared in advance, this algorithm provides a very compact method of dispersing for the polyphase sort. For most applications, the maximum value of $k$ should never exceed forty.

We will now present the rules for constructing the quota scheme for the blind polyphase dispersion algorithm.

1. If $n \geqq N_{t}$ and if $B_{i}^{n}<S_{i}^{n}\left(j_{n}\right)$ for some $i$, then we let

$$
Q^{n}=B^{n} \quad \text { and } \quad Q_{i}^{n}=B_{i}^{n} \quad \text { for } i=1, \cdots, t
$$

2. If $n \geqq N_{t}$ and if $B_{i}^{n}=S_{i}^{n}\left(j_{n}\right)$ for each $i$, then we let

$$
Q_{i}^{n}=\min \left(S_{i}^{n}\left(j_{n}+1\right), S_{i}^{n+1}\left(j_{n}\right), B_{i}^{n+1}\right)
$$

for $i=1, \cdots, t$ and we let

$$
Q^{n}=\min \left(c_{n}, Q_{1}^{n}+\cdots+Q_{t}^{n}\right)
$$

3. If $t \geqq 3$ and $1 \leqq n<N_{t}$, then we let

$$
Q^{n}=S^{n} \quad \text { and } \quad Q_{i}^{n}=S_{i}^{n} \quad \text { for } i=1, \cdots, t
$$

4. If $t=2$ and $n<N_{t}=19$, then we let

$$
Q^{n}=S^{n} \quad \text { and } \quad Q_{i}^{n}=S_{i}^{n} \quad \text { for } n \leqq 15 \text { and } i=1, \cdots, t
$$

and, in addition, we let

$$
\begin{aligned}
& Q^{16}=L_{16}=2573, \quad Q^{17}=3845, \quad Q^{18}=L_{18}=6527, \\
& Q_{1}^{16}=S_{1}^{16}(15)=986, \quad Q_{2}^{16}=S_{2}^{16}(15)=1596, \\
& Q_{1}^{17}=S_{1}^{18}(13)=1383, \quad Q_{2}^{17}=S_{2}^{17}(14)=2462, \\
& Q_{1}^{18}=S_{1}^{18}(16)=2567, \quad Q_{2}^{18}=S_{2}^{18}(16)=4163 .
\end{aligned}
$$

To show that these rules define a quota scheme, we will begin by showing that for $n \geqq N_{t}$, we have

$$
B^{n} \leqq Q^{n} \leqq B^{n+1} \quad \text { and } \quad B_{i}^{n} \leqq Q_{i}^{n} \leqq B_{i}^{n+1} \quad \text { for } i=1, \cdots, t .
$$

These relations are obvious when rule 1 is applied. If rule 2 is applied instead, we have, from Theorems 6.2 and 7.1,

$$
\begin{aligned}
& B_{i}^{n}=S_{j}^{n}\left(j_{n}\right) \leqq Q_{j}^{n} \leqq B_{i}^{n+1} \quad \text { for } j=1, \cdots, t \quad \text { and } \\
& B^{n}=S^{n}\left(j_{n}\right) \leqq Q^{n} \leqq Q_{1}^{n}+\cdots+Q_{t}^{n} \leqq B^{n+1} .
\end{aligned}
$$

For $t \geqq 3$, we must show that when $n=N_{t}-1$, we have $S^{n} \leqq Q^{n+1}$ and $S_{i}^{n} \leqq Q_{i}^{n+1}$ for $i=1, \cdots, t$. Clearly, it is sufficient to show that $S_{i}^{n} \leqq B_{i}^{n}$ for each $i$. For $t=3$, we have $N_{t}=6$ and

$$
S_{1}^{5}=7<12=B_{1}^{6}, \quad S_{2}^{5}=11<19=B_{2}^{6}, \quad S_{3}^{5}=13<27=B_{3}^{6} .
$$

Similarly, for $t=4$ we have $N_{t}=4$ and

$$
\begin{array}{ll}
S_{1}^{3}=2<3=B_{1}^{4}, & S_{2}^{3}=3<5=Q_{2}^{4}, \\
S_{3}^{3}=4<6=B_{3}^{4}, & S_{4}^{3}=4<7=Q_{4}^{4} .
\end{array}
$$

For $t \geqq 5$, we have $N_{t}=3$ and using the $t$-array representation, it may be shown that $G^{n}(2)=2 t+(n-1)(t-1-n / 2)$ for $1 \leqq n \leqq t$ from which it follows that $G^{3}(2)<\cdots<G^{t-1}(2)=G^{t}(2)$ so that $m(3)=t-2$ since $j_{3}=2$. Using $t$-arrays, we may also show that $S_{i}^{2}(2) \leqq \cdots \leqq S_{i}^{t}(2)$ for each $i$ so that $S_{i}^{2}(2) \leqq S_{i}^{3}(2)=B_{i}^{3}$ for each $i$. The proof that rule 4 also contributes to a quota scheme is straightforward once we observe that when $t=2$ we have

$$
S_{1}^{15}=610, \quad S_{2}^{15}=987, \quad B_{1}^{19}=3588, \quad B_{2}^{19}=6050
$$

We have already seen how the numbers $B^{n}$ and $B_{1}^{n}, \cdots, B_{t}^{n}$ can be used to describe blind polyphase dispersion so rule 1 requires no explanation. Rule 2 represents a refinement in which $Q^{n}$ is pushed to the largest value not exceeding $c_{n}$ for which we can switch from stage $n$ to stage $n+1$ with a distribution which is optimal for both stages. Rule 2 will be used for each $n$ for which $j_{n+1}=j_{n}+1$. Rules 3 and 4 simply fill out the quota scheme for small values of $n$. The special
assignments in rule 4 were chosen subjectively to insure reasonably good performance.

If we are dispersing using the quota scheme just described, it is clear that when the number of strings $x$ is large, then we will switch stages with a distribution which is optimal for both stages. Consequently, the volume of the sort will be $V^{N^{\prime}(x)}(x)$ for some integer $N^{\prime}(x)$ when $x$ is sufficiently large. Since $Q^{n} \leqq c_{n}$ for $n \geqq N_{t}$, it is clear that $N^{\prime}(x) \geqq N(x)$. On the other hand, since $c_{n}<B^{n+t} \leqq Q^{n+t}$, we see that $N^{\prime}(x)<N(x)+t$.

The blind polyphase sort which we have described is almost as good as the optimal sort of Algorithm 6.1; when the number of strings is in the range of the size of most applications (say, less than a thousand), the two sorts are almost always equivalent. When the number of strings is large, it can be shown that the two algorithms are equivalent infinitely often. Indeed, this happens for $S^{n}\left(j_{n}\right)$ strings every time that $j_{n+1}=j_{n}+1$. In the next section we will show that the two algorithms are also asymptotically equivalent.

Example 7.1. Table 7.2 displays a portion of the simplified quota scheme for the case $t=4$.

TABLE 7.2
Simplified quota scheme for $t=4$

| $k$ |  | $n^{k}$ | $q^{k}$ | $q_{1}^{k}$ | $q_{2}^{k}$ | $q_{3}^{k}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |$q_{4}^{k}$.

8. Asymptotic performance. In this section, we will study the performance of the algorithms which we have described when the number of strings is large. There are two volumes which we are interested in estimating. First there is the volume of the optimal polyphase sort of $\S 6$,

$$
V(x)=V^{N(x)}(x)
$$

and, second, there is the volume of the blind polyphase sort, when $x$ is large, this is

$$
V^{\prime}(x)=V^{N^{\prime}(x)}(x)
$$

We will show that when $x$ is large, both of these volumes are asymptotically equal to

$$
x \log _{t} x+\frac{1}{2} x \log _{t} \log _{t} x+O(x)
$$

The reader who is not familiar with asymptotic methods may find [1] or the first chapter of [4] to be helpful.

Our starting point is an interesting connection between the movement numbers and the theory of probability. Let $y_{1}, y_{2}, \cdots$ be independent random variables which each take on the values $1,2, \cdots, t$ with equal probability $t^{-1}$. Simple calculations will show that each $y_{i}$ has an expectation $\mu=(t+1) / 2$ and a variance $\sigma^{2}=\left(t^{2}-1\right) / 12$. For positive integers $m$ and $k$ we define

$$
\begin{equation*}
p(m, k)=\operatorname{prob}\left(y_{1}+\cdots+y_{k}=m\right) . \tag{8.1}
\end{equation*}
$$

Lemma 8.1. For $n \geqq 1$ and $j \geqq 1$, we have $M_{t}^{n}(j)=t^{j} p(n, j)$.
Proof. Let $q(z)=z+z^{2}+\cdots+z^{t}$ for the real variable $z$. We will begin by showing that

$$
\begin{equation*}
\sum_{n \geqq 1} M_{t}^{n}(j) z^{n}=q(z)^{j} . \tag{8.2}
\end{equation*}
$$

Since the only nonzero values of $M_{t}^{n}(1)$ are $M_{t}^{n}(1)=1$ when $1 \leqq n \leqq t$, we see that (8.2) is true when $j=1$. Furthermore, given (8.2) and the fact that $M_{t}^{n-k}(j)=0$ when $n \leqq k$, we may write

$$
\begin{aligned}
\sum_{n \geqq 1} M_{t}^{n}(j+1) z^{n} & =\sum_{n \geqq 1} \sum_{k=1}^{t} M_{t}^{n-k}(j) z^{n} \\
& =\sum_{k=1}^{t} z^{k} \sum_{n \geqq 1} M_{t}^{n-k}(j) z^{n-k} \\
& =\sum_{k=1}^{t} z^{k} q(z)^{j}=q(z)^{j+1}
\end{aligned}
$$

so that (8.2) follows by induction. From the form of $q(z)$, we see that the coefficient of $z^{n}$ in $q(z)^{j}$ is precisely the number of ways that $n$ may be written as the ordered sum of $j$ integers, not necessarily distinct, chosen from the set $\{1,2, \cdots, t\}$. Since this number is precisely $t^{j} p(n, j)$, the proof is complete. $\square$

Techniques for estimating probabilities of the form (8.1) are well known. For our purposes, the best such approximation follows from a theorem of C. G. Esseen which is given on page 241 of [3]:

$$
p(m, k)=\frac{e^{-s^{2} / 2}}{\sigma \sqrt{2 \pi}}\left(\frac{1}{k^{1 / 2}}+\frac{Q_{1}(s)}{k}+\frac{Q_{2}(s)}{k^{3 / 2}}+\frac{Q_{3}(s)}{k^{2}}+\frac{Q_{4}(s)}{k^{5 / 2}}\right)+o\left(\frac{1}{k^{5 / 2}}\right),
$$

where we have written $s=(m-\mu k) / \sigma \sqrt{k}$ and where $Q_{1}(s), Q_{2}(s), Q_{3}(s), Q_{4}(s)$ are polynomials in which the coefficients depend only on the moments of $y_{i}$ which, in turn, depend only on $t$. It turns out that all of the centralized moments of $y_{i}$ of
odd order are zero. This leads to some simplifications; in particular $Q_{1}(s)=$ $Q_{3}(s)=0$ and $Q_{2}(s)$ takes on the simplified form $c\left(s^{4}-6 s^{2}+3\right)$ in which $c$ depends only on $t$. Using the estimates

$$
\begin{aligned}
& e^{-s^{2} / 2}=1-\frac{1}{2} s^{2}+O\left(s^{4}\right), \\
& Q_{2}(s)=3 c+O\left(s^{2}+s^{4}\right), \\
& e^{-s^{2} / 2} Q_{4}(s)=O(1),
\end{aligned}
$$

we obtain the approximation

$$
p(m, k)=\frac{1}{\sigma \sqrt{2 \pi}}\left(\frac{1}{k^{1 / 2}}\left(1-s^{2} / 2\right)+\frac{3 c}{k^{3 / 2}}\right)+O\left(\frac{1}{k^{5 / 2}}+\frac{s^{4}}{k^{1 / 2}}+\frac{s^{8}}{k^{3 / 2}}\right)
$$

which may be written in the form

$$
p(m, k)=\frac{1}{\sigma \sqrt{2 \pi}}\left(\frac{1}{k^{1 / 2}}+\frac{1}{k^{3 / 2}}\left(3 c-\frac{(m-\mu k)^{2}}{2 \sigma^{2}}\right)\right)+O\left(\frac{1+(m-\mu k)^{8}}{k^{5 / 2}}\right)
$$

To simplify subsequent calculations, we will use the symbol $\mathscr{P}_{n}(z)$ to represent generically an $n$th degree polynomial in $z$ in which the coefficient of $z^{n}$ is positive and in which all of the coefficients are functions only of $t$. Two distinct appearances of the symbol in the text need not represent the same polynomial. With this convention, we now have

$$
\begin{equation*}
p(m, k)=\frac{1}{\sigma \sqrt{2 \pi k}}-\frac{1}{k^{3 / 2}} \mathscr{P}_{2}(m-\mu k)+O\left(\frac{1+(m-\mu k)^{8}}{k^{5 / 2}}\right) . \tag{8.3}
\end{equation*}
$$

## Lemma 8.2. We have

$$
\begin{equation*}
\sqrt{j t^{-j}} M^{n}(j)=\frac{\mu}{\sigma \sqrt{2 \pi}}-\frac{1}{j} \mathscr{P}_{2}(n-\mu j)+O\left(\frac{1+(n-\mu j)^{8}}{j^{2}}\right) \tag{8.4}
\end{equation*}
$$

Proof. From the last two formulas of (3.1), we have

$$
M_{i}^{n}(j)=M_{t}^{n-1}(j-1)+\cdots+M_{t}^{n-i}(j-1)
$$

so that

$$
M^{n}(j)=t M_{t}^{n-1}(j-1)+(t-1) M_{t}^{n-2}(j-1)+\cdots+M_{t}^{n-t}(j-1)
$$

Therefore, by Lemma 8.1, (8.3), and the facts that

$$
\begin{aligned}
& \frac{1}{(j-1)^{1 / 2}}=\frac{1}{j^{1 / 2}}+\frac{1}{2 j^{3 / 2}}+O\left(\frac{1}{j^{5 / 2}}\right) \\
& \frac{1}{(j-1)^{3 / 2}}=\frac{1}{j^{3 / 2}}+O\left(\frac{1}{j^{5 / 2}}\right)
\end{aligned}
$$

we have

$$
\begin{aligned}
t^{-j} M^{n}(j)= & \sum_{i=1}^{t}(t-i+1) t^{-j} M_{t}^{n-i}(j-1) \\
= & t^{-1} \sum_{i=1}^{t}(t-i+1) p(n-i, j-1) \\
= & \frac{t^{-1}}{\sigma \sqrt{2 \pi j}} \sum_{i=1}^{t}(t-i+1)-\sum_{i=1}^{t} \frac{(t-i+1)}{j^{3 / 2}} \mathscr{P}_{2}(n-\mu j-i+\mu) \\
& \quad+O\left(\frac{1+(n-\mu j)^{8}}{j^{5 / 2}}\right)
\end{aligned}
$$

which is easily reduced to the form (8.4).
Lemma 8.3. We have

$$
\begin{equation*}
\sqrt{j t^{-j}} G^{n}(j)=\frac{\mu}{\sigma \sqrt{2 \pi}} \frac{t^{2}}{(t-1)^{2}}-\frac{\mathscr{P}_{2}(n-\mu j)}{j}+O\left(\frac{1+(n-\mu j)^{8}}{j^{2}}\right) . \tag{8.5}
\end{equation*}
$$

Proof. From our definitions we have

$$
\begin{aligned}
G^{n}(j) & =\sum_{k=1}^{j} S^{n}(j)=\sum_{k=1}^{j} \sum_{i=1}^{k} M^{n}(i) \\
& =\sum_{k=1}^{j}(j-k+1) M^{n}(k)=\sum_{k=0}^{j-1}(k+1) M^{n}(j-k) .
\end{aligned}
$$

Using this formula and Lemma 8.2, we obtain

$$
\begin{aligned}
t^{-j} G^{n}(j)= & \sum_{k=0}^{j-1} t^{-j}(k+1) M^{n}(j-k) \\
= & \sum_{k=0}^{j-1} t^{-k}(k+1)\left(\frac{\mu}{\sigma \sqrt{2 \pi}} \frac{1}{(j-k)^{1 / 2}}-\frac{\mathscr{P}_{2}(n-\mu j+\mu k)}{(j-k)^{3 / 2}}\right) \\
& +O\left(\sum_{k=0}^{j-1} t^{-k}(k+1) \frac{1+(n-\mu j+\mu k)^{8}}{(j-k)^{5 / 2}}\right) .
\end{aligned}
$$

In order to simplify the above approximation, we need to be able to estimate sums of the form

$$
S(a, b)=\sum_{k=0}^{j-1} \frac{k^{a}}{(j-k)^{b}} t^{-k}
$$

for $a=0,1, \cdots, 9$ and $b=1 / 2,3 / 2,5 / 2$. Let us write $m=\lfloor\sqrt{j}\rfloor-1$. If $j$ is sufficiently large, then we will have $k^{a}<(3 / 2)^{k}$ for all $k>m$ and $a=0,1, \cdots, 11$. From the binomial expansion, it is clear that for $k \leqq m$, we have

$$
\frac{1}{(j-k)^{b}}=\frac{1}{j^{b}}+\frac{b k}{j^{b+1}}+O\left(\frac{k^{2}}{j^{b+2}}\right) .
$$

It is also clear that

$$
\sum_{k=0}^{m} k^{a} t^{-k}=s(a)+O\left((3 / 2 t)^{m}\right)
$$

where

$$
s(a)=\sum_{k=0}^{\infty} k^{a} t^{-k} .
$$

We therefore have

$$
\begin{aligned}
s(a, b)= & \sum_{k=0}^{m}\left(\frac{k^{a}}{j^{b}}+\frac{b k^{a+1}}{j^{b+1}}\right) t^{-k}+\sum_{k=m+1}^{j-1} \frac{k^{a}}{(j-k)^{b}} t^{-k} \\
& +O\left(\sum_{k=0}^{m} \frac{k^{a+2}}{j^{b+2}} t^{-k}\right) \\
= & \frac{s(a)}{j^{b}}+\frac{b s(a+1)}{j^{b+1}}+O\left((3 / 2 t)^{m}+\frac{1}{j^{b+1}}\right)
\end{aligned}
$$

since the second sum is $O\left((3 / 2 t)^{m}\right)$ and the last sum is $O\left(1 / j^{b+2}\right)$. Since $(3 / 2 t)^{m}$ is $O\left(1 / j^{b+2}\right)$ for each $b$, we may replace the above error estimate by $O\left(1 / j^{b+2}\right)$. The conclusion of this lemma now follows from the facts that

$$
s(0)=t /(t-1) \quad \text { and } \quad s(1)=t /(t-1)^{2}
$$

Corollary 8.1. If $n-\mu j=O(1)$, then

$$
\sqrt{j} t^{-j} G^{n}(j)=\frac{\mu}{\sigma \sqrt{2 \pi}} \frac{t^{2}}{(t-1)^{2}}+O\left(\frac{1}{j}\right) .
$$

Proof. This is a simple consequence of the lemma.
Corollary 8.2. Let $j_{n}$ be defined as in § 6; we then have $n-\mu j_{n}=O(1)$.
Proof. We recall that $j_{n}$ is the smallest integer $j$ for which $G^{n}(j)<G^{n+1}(j)$. From the estimate (8.5), we obtain

$$
\sqrt{j} t^{-j}\left(G^{n+1}(j)-G^{n}(j)\right)=\frac{\mathscr{P}_{1}(n-\mu j)}{j}+O\left(\frac{1+(n-\mu j)^{8}}{j^{2}}\right) .
$$

With $\mathscr{P}_{1}$ understood to be the $\mathscr{P}_{1}$ appearing above, let $a$ be the real number which satisfies $\mathscr{P}_{1}(n-\mu a)=0$. If $j \geqq\lceil a\rceil+1$, then clearly $\mathscr{P}_{1}(u-\mu j)$ is less than some negative quantity which is independent of $n$ and if $j \leqq\lfloor a\rfloor-1$, then $\mathscr{P}_{1}(n-\mu j)$ is larger than some positive quantity which is independent of $n$. For $j$ in the range $\lfloor a\rfloor-1 \leqq j \leqq\lceil a\rceil+1$, we have $n-\mu j=O(1)$ and the error estimate above becomes $O\left(j^{-2}\right)$ so that the first term of the estimate dominates. It follows that $j_{n}$ lies within this range for large $n$ and the proof is complete.

Theorem 8.1. $V(x)=x \log _{t} x+\frac{1}{2} x \log _{t} \log _{t} x+O(x)$.
Proof. Let $c_{n}=G^{n}\left(j_{n}\right)-G^{n+1}\left(j_{n}-1\right)$ be defined as in $\S 6$. From Corollaries 8.1 and 8.2 it is easily shown that

$$
\begin{equation*}
\sqrt{j_{n}} t^{-j_{n}} c_{n}=\frac{\mu}{\sigma \sqrt{2 \pi}} \frac{t}{t-1}+O\left(j_{n}^{-1}\right) \tag{8.6}
\end{equation*}
$$

If $x$ is sufficiently large, then for $n=N(x)$ we have $c_{n-1}<x \leqq c_{n}$. Let $j$ be the unique integer for which $S^{n}(j)<x \leqq S^{n}(j+1)$. From Theorem 6.2, it is clear that $j_{n-1}-1 \leqq j \leqq j_{n}$. Using the formula

$$
V(x)=(j+1) x-G^{n}(j)
$$

we may write

$$
\begin{equation*}
V(x)-x \log _{t} x=x\left(j+1-\log _{t} x\right)-G^{n}(j) \tag{8.7}
\end{equation*}
$$

From (8.6) we have

$$
\log _{t} c_{n}=j_{n}-\frac{1}{2} \log _{t} j_{n}+O(1)
$$

and therefore, since $0 \leqq j_{n}-j_{n-1} \leqq 1$,

$$
\begin{aligned}
j+1-\log _{t} x & <j+1-\log _{t} c_{n-1} \\
& =j+1-j_{n}+\frac{1}{2} \log _{t} j_{n-1}+O(1) \\
& \leqq j_{n}+1-j_{n}+\frac{1}{2} \log _{t} j_{n}+O(1) \\
& =\frac{1}{2} \log _{t} j_{n}+O(1) .
\end{aligned}
$$

Similarly,

$$
j+1-\log _{t} x \geqq j+1-\log _{t} c_{n}=\frac{1}{2} \log _{t} j_{n}+O(1)
$$

and we have shown that

$$
\begin{equation*}
j+1-\log _{t} x=\frac{1}{2} \log _{t} j_{n}+O(1) \tag{8.8}
\end{equation*}
$$

Comparing Corollary 8.1 and (8.6) we see that

$$
G^{n}(j)=O\left(c_{n-1}\right)=O(x)
$$

From (8.8) and the fact that $j_{n}-2 \leqq j \leqq j_{n}$, we have

$$
j_{n}^{-1} \log _{t} x=1+O\left(j_{n}^{-1} \log _{t} j_{n}\right)
$$

so that

$$
\log _{t} j_{n}-\log _{t} \log _{t} x=O\left(j_{n}^{-1} \log _{t} j_{n}\right)=O(1)
$$

Putting everything together, (8.7) becomes

$$
\begin{aligned}
V(x)-x \log _{t} x & =\frac{1}{2} x \log _{t} j_{n}+O(x) \\
& =\frac{1}{2} x \log _{t} \log _{t} x+O(x)
\end{aligned}
$$

and the proof is complete.
Corollary 8.3. $V^{\prime}(x)=x \log _{t} x+\frac{1}{2} x \log _{t} \log _{t} x+O(x)$.
Proof. In § 7 we showed that $N(x) \leqq N^{\prime}(x)<N(x)+t$. From Theorem 5.3, it follows that

$$
0 \leqq V^{\prime}(x)-V(x)=V^{N^{\prime}(x)}(x)-V^{N(x)}(x) \leqq\left(N^{\prime}(x)-N(x)\right) x \leqq(t-1) x
$$

so that $V^{\prime}(x)-V(x)=O(x)$ and the result follows from the theorem.
It is well known (see § 5.4.4 of [5]) that the best possible volume for a merge sort which performs $p$-way merges is $x \log _{p} x+O(x)$. For this reason, a tape sort
with $T$ tape units has an optimum value of $x \log _{T-1} x+O(x)$ since such a sort can perform at most $T-1$-way merges. A tape sort with $T$ tape units which has a volume asymptotic to $x \log _{T-1} x$ is said to be asymptotically optimal. Theorem 8.1 and Corollary 8.3 imply that both the optimal polyphase sort and the blind polyphase sort are asymptotically optimal.

Remarks. The optimal polyphase sort appears to be the first known example of an asymptotically optimal read-forward tape sort. Other examples will appear in [9]. Several asymptotically optimal read-backward sorts are known (see, for example, § 5.4.4 of [5]) but these sorts have volumes of the form $x \log _{T-1} x+O(x)$ which is smaller than the volume we have derived for the optimal polyphase sort. One wonders if the volume $x \log _{t} x+\frac{1}{2} x \log _{t} \log _{t} x+O(x)$ can be improved upon for read-forward sorts or whether it represents some theoretical minimum. A simplified self-contained analysis of the optimal polyphase sort, which is probably suitable for students, appears in [10].
9. Concluding remarks. Two questions concerning the optimal polyphase sort remain open for investigation. First there is he problem of estimating the amount of time the algorithm spends waiting for tapes to rewind and second there is the problem of optimizing the read-backward polyphase sort.

The rewind time is significant since both the blind and the optimal polyphase sorts perform large numbers of tape rewind operations. Of course we may suppose that the total amount of rewinding corresponds to the volume of information moved. However, the polyphase merge rewinds two tapes simultaneously so it is conceivable that a highly unbalanced situation may arise in which one of the two tapes being rewound would be considerably longer than the other. This might cause the total rewind wait time to vary from the volume of the merge to twice that volume.

In the read-backward polyphase sort, the tape units act as stacks so the direction in which a string is written is reversed when the string is moved. Therefore, strings which will be moved an odd number of times must be written in the opposite direction from strings which will be written an even number of times. For this reason, strings are no longer interchangeable so the dispersion routine must concern itself with the details of placing the dummy strings.

In this paper, we have limited the discussion to the traditional polyphase merge in which the appointment of the output tapes is cyclic. The polyphase merge, however, is just a special case of the class of single-output read-forward merge algorithms. Some information about these techniques can be found in the exercises for $\S \S 5.4 .2$ and 5.4.4 of [5]. It is known for example that in certain special cases, the optimal polyphase sort can be beaten by other methods of merging. In [9] it is shown that a large class of single-output read-forward merge algorithms also give rise to asymptotically optimal sorting algorithms.
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# SINGLE MACHINE JOB SEQUENCING WITH PRECEDENCE CONSTRAINTS* 
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#### Abstract

We consider the problem of sequencing $N$ jobs on a single machine when each job has a known processing time and a known deferral rate and a general precedence relationship exists among the jobs. The problem is to find the minimum cost sequence which is consistent with the precedence relationship. This problem has been solved in certain special cases obtained by restricting the form of the precedence graph. The results of this paper constitute a proper generalization of all previously solved special cases. These results are used to derive an alternate efficient approach to the case in which the precedence graph is a rooted tree, as well as an algorithm for attacking the general problem having an arbitrary acyclic precedence graph. The general algorithm has an $O\left(n^{3}\right)$ time bound and though it only gives partial solutions in some instances, the class of problems that it completely solves is a proper superset of the corresponding classes for all previous polynomial time algorithms.


Key words. job scheduling, precedence relations, graphs, networks, trees, analysis of algorithms
Introduction. We consider the problem of scheduling a set of jobs $N=$ $\{1,2, \cdots, n\}$ to be processed on a single machine. We assume that each job $j$ has a known processing time $t_{j}$ and a known deferral rate $v_{j}$. For a given permutation $\alpha$ of $N$, the finish time of job $j$, denoted $F_{j}(\alpha)$, is the processing time $t_{j}$ plus the processing times of all jobs $k$ which precede $j$ in the ordering associated with the permutation $\alpha$. The total cost of job $j$ relative to the permutation $\alpha$ is $v_{j} \cdot F_{j}(\alpha)$. The objective is to find a permutation $\alpha$ of $N$, such that the total cost, given by $C(\alpha)=\sum_{j=1}^{n} v_{j} \cdot F_{j}(\alpha)$ is minimized.

If the $n$ jobs are independent, then the optimal ordering may be determined by computing the ratio $v_{j} / t_{j}$ for each job and then ordering the jobs from largest to smallest ratio. This result is due originally to Smith [8]. In this paper, we consider the above problem with the additional stipulation that a precedence relationship exists among the jobs. The precedence relationship may be represented by a directed acyclic graph $G$ in which a directed path from node $i$ to node $j$ indicates that job $i$ must precede job $j$ in any feasible ordering. The problem now is to find the feasible ordering with the lowest cost. The special case in which $G$ is a collection of rooted trees has been solved satisfactorily by Horn [5], by Adolphson and Hu [1], and in a slightly different context by Garey [3]. The results of [1] have been extended by Knuth [6] to the case where $G$ is a series-parallel graph. Various other special cases have been treated by Sidney [7].

In this paper we study the general problem with an arbitrary acyclic precedence graph. In § 1 we prove a theorem which is a generalization of the main results of [1], [3], [5] and [6]. In § 2 we reexamine the rooted tree case and show how the main theorem leads to an $O(n \log n)$ algorithm. The approach here is entirely different than that of [1] in which another $O(n \log n)$ approach is given.

[^2]The algorithm given here has the advantages that it may require less storage and it is more easily generalized to an algorithm for the arbitrary acyclic graph case. The general algorithm is not guaranteed to give a complete solution but the class of problems that it does solve is a proper superset of the corresponding classes for all previous polynomial time algorithms. This extension is given in § 3 along with a verification of an upper bound of $O\left(n^{3}\right)$ on the time complexity of the problem. Section 4 provides a comparison of the results of this paper with results of other works on the same problem.

1. Basic results. In this section we establish the basic results which allow us to transform the precedence graph, $G$, without changing the optimal sequence. In order to do this we first need to introduce some terminology to be used throughout this paper.

We say that $i$ precedes $j$, written $i \rightarrow j$, whenever there is a directed path from node $i$ to node $j$ in $G$. If $i \rightarrow j$ we also say that $j$ succeeds $i$. The set of all nodes which precede node $j$ is denoted by $P(j)$ and the set of all nodes which succeed node $j$ is denoted $S(j)$. These definitions can be extended to subsets of nodes as follows: $P(J)=\bigcup_{j \in J} P(j)$ and $S(J)=\cup_{j \in J} S(j)$. Two nodes, $i$ and $j$ are said to be unrelated, written $i \sim j$, if $i \neq j, i \notin P(j)$ and $j \notin P(i)$. This definition can also be extended to sets of nodes as follows: $I \sim J$ if $I \cap J=\varnothing, I \cap P(J)=\varnothing$ and $J \cap P(I)=\varnothing$. If $i \rightarrow j$ and there is no node $k$ such that $i \rightarrow k$ and $k \rightarrow j$, then $i$ immediately precedes $j$ and $j$ immediately succeeds $i$. The sets of immediate predecessors and immediate successors of node $j$ are given by $\bar{P}(j)$ and $\bar{S}(j)$, respectively. When it is convenient we will assume that the graph $G$ has been augmented by a dummy initial node, 0 , which precedes all other nodes and/or by a dummy terminal node, $n+1$, which succeeds all other nodes of $G$. We will assume that $v_{0}=-\infty, v_{n+1}=\infty, t_{0}=t_{n+1}=1$. The notation for $v_{j}, t_{j}$ and $r_{j}$ can also be extended to subsets of nodes in the following manner: $v_{J}=\sum_{j \in J} v_{j}, t_{J}=\sum_{j \in J} t_{j}$, and $r_{J}=v_{J} / t_{J}$.

The following lemma establishes necessary but not sufficient conditions for a sequence $\alpha$ to be optimal.

Lemma 1.1. Let $\alpha$ be an optimal sequence with subsequence I immediately followed by subsequence J. If $I \sim J$, then $r_{I} \geqq r_{J}$. If $I \sim J$ and $r_{I}=r_{J}$, then the sequence $\alpha^{\prime}$ obtained by interchanging I and $J$ is also optimal.

Proof. The importance of the assumption that $I \sim J$ is that the sequence $\alpha^{\prime}$ obtained by interchanging $I$ and $J$ is also feasible. Since $\alpha$ is an optimal sequence, $C(\alpha) \leqq C\left(\alpha^{\prime}\right)$. In other words, in changing from $\alpha$ to $\alpha^{\prime}$ the total increase in cost, $v_{I} \cdot t_{J}$, must be as large as the total decrease in cost, $v_{J} \cdot t_{I}$. Dividing both sides by $t_{I} \cdot t_{J}$ yields $r_{I} \geqq r_{J}$. If $r_{I}=r_{J}$, then the total increase equals the total decrease so that $C\left(\alpha^{\prime}\right)=C(\alpha)$ Q.E.D.

The following theorem provides justification for two important transformations of the precedence graph. This theorem constitutes a generalization of the main results of [1], [3], [5] and [6]. Intuitively the theorem tells us that if $r_{j}$ is relatively large, then we want to schedule job $j$ as soon as possible.

Definition. A node $j$ is maximal if

$$
\begin{equation*}
r_{j}=\max \left\{r_{k}: k \in S(\bar{P}(j)) \cup \bar{P}(j), k \notin S(j)\right\} . \tag{1.1}
\end{equation*}
$$

Theorem 1.2. If $j$ is maximal, then there exists an optimal sequence containing the subsequence $(i, j)$ for some $i \in \bar{P}(j)$.

Proof. Let $\alpha$ be an optimal sequence and let $k$ be the node immediately preceding $j$ in $\alpha$. If $k \in \vec{P}(j)$, nothing remains to be proven. If $k \in S(\bar{P}(j))$, then since $k \notin S(j)$ we know that $k \sim j$. Hence from Lemma 1.1

$$
\begin{equation*}
r_{k} \geqq r_{j} . \tag{1.2}
\end{equation*}
$$

Together (1.1) and (1.2) imply $r_{k}=r_{j}$ so that from Lemma 1.1 we can interchange $k$ and $j$ to obtain another optimal sequence in which node $j$ appears earlier in the sequence.

If $k \notin S(\stackrel{\rightharpoonup}{P}(j)) \cup \bar{P}(j)$, then let $K$ be the maximal subsequence immediately preceding $j$ in $\alpha$ such that

$$
\begin{equation*}
K \cap[S(\stackrel{\rightharpoonup}{P}(j)) \cup \stackrel{\rightharpoonup}{P}(j)]=\varnothing \tag{1.3}
\end{equation*}
$$

Then if node $i$ immediately precedes $K$ in $\alpha$, we know that $i \in S(\bar{P}(j)) \cup \bar{P}(j)$. Therefore $\{i\} \sim K$ and from Lemma 1.1

$$
\begin{equation*}
r_{i} \geqq r_{K} . \tag{1.4}
\end{equation*}
$$

Also, from (1.3) we see that $K \sim\{j\}$ so that

$$
\begin{equation*}
r_{K} \geqq r_{j} . \tag{1.5}
\end{equation*}
$$

Together (1.1), (1.4) and (1.5) imply $r_{K}=r_{j}$ so that by Lemma 1.1, we can interchange $K$ and $\{j\}$ to obtain an optimal sequence in which $j$ appears earlier in the sequence. After a finite number of interchanges, we must eventually find an optimal sequence satisfying the conditions of the theorem since $j$ is always moved closer to the beginning. Q.E.D.

If node $j$ is maximal and $\bar{P}(j)=\{i\}$, then the theorem tells us that there is an optimal sequence in which $j$ immediately follows $i$. If this is true then we may think of jobs $i$ and $j$ as a single job with processing time $t_{i}+t_{j}$ and deferral rate $v_{i}+v_{j}$. This transformation changes the total cost of the optimal sequence but since it adds the fixed cost $v_{i} \cdot t_{j}$ to all sequences, the optimal sequence does not change. This transformation is summarized below:

T1. If node $j$ is maximal and $\bar{P}(j)=\{i\}$, then we may condense node $j$ into node $i$.

There is another transformation justified by Theorem 1.2 which may not be as obvious. Suppose node $j$ is maximal but $|\bar{P}(j)|>1$. Then we do not know which node $i$ in $\bar{P}(j)$ immediately precedes $j$ in an optimal sequence. Suppose however that all immediate predecessors of $j$ have the same set of successors. Then Theorem 1.2 tells us that there must be an optimal ordering in which $j$ precedes all other successors of $\vec{P}(j)$. An example of this is shown in Fig. 1.1. The original graph is given in Fig. 1.1(a) and an equivalent transformed graph is shown in Fig. 1.1(b). The transformation may be summarized as follows:

T2. If node $j$ is maximal, $|\bar{P}(j)|>1$, and $S(i)=S(\bar{P}(j))$ for all $i \in \bar{P}(j)$, then let $j$ precede all other nodes of $S(\bar{P}(j))$ in the precedence graph.

(a)

(b)

Fig. 1.1
By taking advantage of the natural symmetry of the single machine sequencing problem, we can think of sequencing jobs from last to first instead of from first to last. In this case, jobs with small ratios will tend to be scheduled as late as possible. The analogue of Theorem 1.2 is stated below without proof since the proof is entirely analogous to the proof of Theorem 1.2.

Definition. A node $j$ is minimal if

$$
\begin{equation*}
r_{j}=\min \left\{r_{k}: k \in P(\stackrel{\rightharpoonup}{S}(j)) \cup \bar{S}(j), k \notin P(j)\right\} . \tag{1.1'}
\end{equation*}
$$

Theorem 1.2'. If node $j$ is minimal, then there exists an optimal sequence containing the subsequence ( $j, i$ ) for some $i \in \bar{S}(j)$.

The transformations analogous to T1 and T2 are summarized below:
$\mathrm{T} 1^{\prime}$. If node $j$ is minimal and $\bar{S}(j)=\{i\}$ then we may condense node $j$ into node $i$.
$\mathrm{T} 2^{\prime}$. If node $j$ is minimal, $|\bar{S}(j)|>1$, and $P(i)=P(\bar{S}(j))$ for all $i \in \bar{S}(j)$, then let $j$ succeed all other nodes of $P(\bar{S}(j))$ in the precedence graph.

We conclude this section with three examples using the four transformations developed in this section.

Example 1. Consider the graph shown in Fig. 1.2 with values $v_{j}$, $t_{j}$ given by each node. All arcs are directed from left to right. We will use the notation

$$
\hat{S}(j)=[S(\bar{P}(j)) \cup \bar{P}(j)]-S(j)
$$

throughout these examples.
Initially we may apply T 1 at nodes 2 and 5 and apply $\mathrm{T} 1^{\prime}$ at node 6 . As a result of these transformations, node 5 is condensed into the dummy initial node 0 ; node 6 is condensed into the dummy terminal node 8 ; and node 2 is condensed into node 1 so that the ratio for node 1 becomes $r_{1}=(2+25) /(1+1)=27 / 2$. At this point T1 may be applied at nodes 3,4 and 7 . Finally T1 may be applied at node 1 . From this sequence of T1 and T1' transformations we see that the optimal sequence is 5-4-7-1-2-3-6.


Fig. 1.2

Example 2. The previous example made no use of T 2 or $\mathrm{T} 2^{\prime}$. This example shows the need for these transformations. Consider the graph of Figure 1.3(a). It can be verified that neither T1 nor T1' can be applied to this graph. However $r_{5}=\max \left\{r_{k} ; k \in \hat{S}_{5}\right\}$ and $S(1)=S(2)=\{4,5,6\}$ so that T2 may be applied. The resulting graph is shown in Figure 1.3(b). An optimal sequence 3-2-1-5-4 is then found by applying T1' at node 1 , and T1 at nodes $5,4,2$ and 3 .


Fig. 1.3(a)


Fig. 1.3(b)

One purpose of T2 is to increase the number of nodes $i$ satisfying $|\widetilde{S}(i)|=1$. For example, $\mathrm{T}^{\prime}$ may not be applied at node 1 in Fig. 1.3(a) since $|\bar{S}(1)|>1$, but it can be applied at node 1 in Fig. 1.3(b).

Example 3. This example shows that in some cases none of the transformations T1, T2, T1' or T2' apply. The problem shown in Fig. 1.4 is due to Horn [5].


Fig. 1.4
Node 3 satisfies the conditions of Theorem 1.1 but since $|\bar{P}(3)|>1$, T1 cannot be applied. In addition, T2 cannot be applied since $S(1) \neq S(2)$. Similar remarks apply to node 2 and transformations $\mathrm{T} 1^{\prime}$ and $\mathrm{T}^{\prime}{ }^{\prime}$.
2. The rooted tree case. In this section we examine efficient methods of implementing the job sequencing algorithm when the graph $G$ is a rooted tree or a collection of rooted trees. We discuss in some detail an implementation which can be extended in a natural way to the case of an arbitrary acyclic graph.

For our purpose, we define a rooted tree to be a graph such that for each node $j \in N,|\bar{P}(j)|=1$. The single immediate predecessor of node $j$ is called the father of $j$. An immediate successor of $j$ is called a son of $j$. Any successor is called a descendant and any predecessor is called an ancestor. The only transformation
needed for this case is a specialized version of T 1 which is given below.
T3. Condense node $j$ into node $i$ whenever
(i) $i$ is the father of $j$,
(ii) $r_{j} \geqq r_{i}$,
(iii) $r_{j}=\max \left\{r_{k}: K\right.$ is a descendant of $\left.i\right\}$.

First, we note that the algorithm must be capable of sorting $n$ ratios so that a lower bound on the computation is $O(n \log n)$. There are two approaches to the problem, each of which achieves this lower bound.

The first approach is to scan the nodes of the tree from the leaves to the root. In other words, we never examine a node until we have examined all of its sons. An $O(n \log n)$ implementation using leftist trees to represent priority queues has been given by Adolphson and Hu [1]. The approach of working from the ends of the graph is also implicit in the work of Garey [3].

An alternate approach is to scan the nodes from largest ratio to smallest ratio. This approach may require less storage if appropriate data structures are employed and it can more easily be extended to testing for transformations T1, T2, $\mathrm{T} 1^{\prime}, \mathrm{T} 2^{\prime}$ on an arbitrary graph.

Using this approach it is helpful to think of the condensing of nodes in terms of set union operations. In this context the sets correspond to the chains of nodes from the original graph which have been condensed into a single node in the current graph. The algorithm is initiated with $n+1$ singleton sets corresponding to nodes $0,1, \cdots, n$. After $n$ set unions, the algorithm terminates with a single set consisting of all nodes $0,1, \cdots, n$.

In the description of the algorithm which follows, the chain of nodes beginning with node $i$ will be denoted by $B_{i}$. The last node in $B_{i}$ will be denoted by $E_{i} . F_{i}$ gives the father of node $i$, initially; at termination, $F_{i}$ gives the immediate predecessor of job $i$ in the optimal sequence discovered by the algorithm. $F_{0}$ is a pointer to the last job in the sequence.

The algorithm to be presented may be justified as follows. At each step we find the node in the current graph having the largest ratio. The conditions of T3 must hold for this node so we proceed to condense it into its father in the current graph. In order to find the father in the current graph we need to find the first node in the chain of nodes containing the father in the original graph. The large node is then condensed into the current father and the process is repeated. The input to the algorithm is $v_{i}, t_{i}$ and $F_{i}$.

## The rooted tree algorithm.

Step 0. $v_{0} \leftarrow-\infty, t_{0} \leftarrow 1,\left(r_{i} \leftarrow v_{i} / t_{i}, i=0, \cdots, n\right)$
$\left(E_{i} \leftarrow i\right.$ and $\left.B_{i}=\{i\}, i=0,1, \cdots, n\right)$
Step 1. Let $j$ be the remaining node with the largest ratio. If $j=0$, go to Step 4. Otherwise, delete $j$ from the list, $k \leftarrow F_{j}$, and FIND $i$ such that $k \in B_{i}$.

Step 2. $v_{i} \leftarrow v_{j}+v_{j}$

$$
\begin{aligned}
t_{i} & \leftarrow t_{i}+t_{j} \\
r_{i} & \leftarrow v_{i} / t_{i} \\
F_{j} & \leftarrow E_{i} \\
E_{i} & \leftarrow E_{j} .
\end{aligned}
$$

Step 3. $B_{i} \leftarrow B_{i} \cup B_{j}$;
Go to Step 1.
Step 4. $F_{0} \leftarrow E_{0}$.
Before analyzing the algorithm, we present a numerical example. Consider the tree with $v_{j}, t_{j}$ given by each node in Fig. 2.1. This example is due to Horn [5].


Fig. 2.1
We summarize the computations in the following manner.
Iteration 1

$$
\begin{aligned}
& j=8 \\
& k=5 \\
& i=5
\end{aligned} \Rightarrow\left\{\begin{array}{l}
r_{5} \leftarrow 9 / 3 \\
F_{8} \leftarrow 5 \\
E_{5} \leftarrow 8 \\
B_{5} \leftarrow\{5,8\}
\end{array}\right.
$$

Iteration 2

$$
\begin{aligned}
& j=4 \\
& k=1 \\
& i=1
\end{aligned} \Rightarrow\left\{\begin{array}{l}
r_{1} \leftarrow 7 / 2 \\
F_{4} \leftarrow 1 \\
E_{1} \leftarrow 4 \\
B_{1} \leftarrow\{1,4\}
\end{array}\right.
$$

Iteration 3

$$
\begin{aligned}
& j=6 \\
& k=4 \\
& i=1
\end{aligned} \Rightarrow\left\{\begin{array}{l}
r_{1} \leftarrow 18 / 5 \\
F_{6} \leftarrow 4 \\
E_{1} \leftarrow 6 \\
B_{1} \leftarrow\{1,4,6\}
\end{array}\right.
$$

Iteration 4

$$
\begin{aligned}
& j=1 \\
& k=0 \\
& i=0
\end{aligned} \Rightarrow\left\{\begin{array}{l}
r_{0} \leftarrow-\infty \\
F_{1} \leftarrow 0 \\
E_{0} \leftarrow 6 \\
B_{0} \leftarrow\{0,1,4,6\}
\end{array}\right.
$$

Iteration 5

$$
\begin{aligned}
& j=2 \\
& k=0 \\
& i=0
\end{aligned} \Rightarrow\left\{\begin{array}{l}
r_{0} \leftarrow-\infty \\
F_{2} \leftarrow 6 \\
E_{0} \leftarrow 2 \\
B_{0} \leftarrow\{0,1,4,6,2\}
\end{array}\right.
$$

Iteration 6

$$
\begin{aligned}
& j=5 \\
& k=1 \\
& i=0
\end{aligned} \Rightarrow\left\{\begin{array}{l}
r_{0} \leftarrow-\infty \\
F_{5} \leftarrow 2 \\
E_{0} \leftarrow 8 \\
B_{0} \leftarrow\{0,1,4,6,2,5,8\}
\end{array}\right.
$$

Iteration 7

$$
\begin{aligned}
& j=3 \\
& k=1 \\
& i=0
\end{aligned} \Rightarrow\left\{\begin{array}{l}
r_{0} \leftarrow-\infty \\
F_{3} \leftarrow 8 \\
E_{0} \leftarrow 3 \\
B_{0} \leftarrow\{0,1,4,6,2,5,8,3\}
\end{array}\right.
$$

Iteration 8

$$
\begin{aligned}
& j=7 \\
& k=4 \\
& i=0
\end{aligned} \Rightarrow\left\{\begin{array}{l}
r_{0} \leftarrow-\infty \\
F_{7} \leftarrow 3 \\
E_{0} \leftarrow 7 \\
B_{0} \leftarrow\{0,1,4,6,2,5,8,3,7\}
\end{array}\right.
$$

Step 4. $i=0$

$$
F_{0} \leftarrow 7
$$

The optimal sequence $0-1-4-6-2-5-8-3-7$ is then determined by walking through the list $F$ and reversing the order.

It is not difficult to show that the algorithm is $O(n \log n)$. The total time spent on Step 2 is clearly $O(n)$. Step 1 involves deleting an element from a priority queue as well as accounting for the change in value of $r_{i}$ at the preceding iteration. Both of these operations require at most $O(\log n)$ steps if a heap is used to represent the priority queue. Since Step 1 is executed $n$ times, the total amount of time spent on priority queue operations is $O(n \log n)$. Finally we examine the total time involved in set processing. Step 1 requires $n$ FIND operations and Step 4 requires an additional trivial FIND. Step 3 involves $n$ UNION operations. Thus the set processing involves $n$ UNION operations with $n+1$ intermixed FIND operations. This is precisely the problem studied by Hopcroft and Ullman [4], and more recently analyzed by Tarjan [9]. It is shown by Tarjan that the total time required is $O(n \log n)$ or better using appropriate versions of the set-union algorithm. Hence the total time required is $O(n \log n)$.
3. The general algorithm. In this section we extend the ideas of the preceding section to develop an efficient method of testing for and applying the reduction transformations. There are some important differences which should be noted between the algorithm for the general graph as opposed to the algorithm for the rooted tree. First of all, the algorithm of this section is not guaranteed to find the
optimal sequence. The algorithm terminates when either the optimal sequence is found or when none of the transformations can be applied. The example shown in Fig. 1.4 is an example of the latter. A second difference is that we need to scan the nodes of the graph in both directions. That is, we scan the nodes from largest to smallest looking for applications of T1 and T2 and then we scan the nodes from smallest to largest looking for applications of $\mathrm{T} 1^{\prime}$ and $\mathrm{T} 2^{\prime}$. A third difference is that not all transformations can be detected in a single scan of the nodes so that we need to continue scanning the nodes until all nodes have been condensed into the dummy nodes or until we are able to scan the nodes in both directions without applying any transformations.

Before describing the details of the algorithm and verifying an $O\left(n^{3}\right)$ bound on the time complexity, we shall give an outline of the algorithm.

The general algorithm.
Step 0. Compute ratios $r_{j}=v_{j} / t_{j}$ and initialize working matrices.
Step 1. Scan the nodes from largest to smallest ratio checking for T1 and T2. Apply the appropriate transformation whenever possible.

Step 2. Scan the nodes from smallest to largest ratio, checking for T1' and T2'. Apply the appropriate transformation whenever possible.

Step 3. If all nodes have been condensed, then output the optimal sequence and stop.

If no transformations are applied at Steps 1 and 2, output information about condensed nodes and stop.

Otherwise, return to Step 1.
The algorithm described here uses four $n \times n$ working matrices. Given an adjacency matrix for the precedence graph $G$ we can generate matrices $A=\left[a_{i j}\right]$ and $\bar{A}=\left[\bar{a}_{i j}\right]$ where

$$
a_{i j}=\left\{\begin{array}{ll}
1 & i \in P(j), \\
0 & \text { otherwise }
\end{array} \quad \text { and } \quad \bar{a}_{i j}= \begin{cases}1 & i \in \bar{P}(j), \\
0 & \text { otherwise } .\end{cases}\right.
$$

Both matrices can be constructed in no more than $O\left(n^{3}\right)$ time. (See [2].)
The algorithm will use a matrix $B=\left[b_{i j}\right]$ to keep track of subset relationships among sets of successors. The elements of the matrix are defined as

$$
b_{i j}= \begin{cases}|S(j)-S(i)| & \text { if } S(i) \subseteq S(j) \\ -1 & \text { otherwise }\end{cases}
$$

A matrix $B^{\prime}=\left[b_{i j}^{\prime}\right]$ is defined in an analogous manner to keep track of subset relationships between sets of predecessors. The matrices $B$ and $B^{\prime}$ will be used in checking for transformations T2 and T2' respectively. Each element $b_{i j}$ can be determined from a single pass through row $i$ and row $j$ of $A$ so that the total time required to construct $B$ and $B^{\prime}$ is $O\left(n^{3}\right)$.

Since both T1 and T2 operate on maximal nodes we need an efficient method of finding maximal nodes. One way to accomplish this is to scan the nodes from largest to smallest. Every time a node $k$ is scanned but not condensed we increment a counter, $C(i)$, for all $i \in P(k) \cup\{k\}$. If $j$ is the largest node not yet
scanned, then the current values of $C(i)$ represent the number of nodes in $S(i) \cup\{i\}$ having a ratio strictly greater than $\boldsymbol{r}_{j}$. If $C(i)>C(j)$ for some node $i \in \vec{P}(j)$, then there must be a node $k \in S(i) \cup\{i\}-S(j)-\{j\}$ with $r_{k}>r_{j}$; hence $j$ is not maximal. On the other hand if $C(i)=C(j)$ for all $i \in \stackrel{\rightharpoonup}{P}(j)$, then every large node succeeding $i$ also succeeds $j$ so that $j$ is a maximal node. Some problems may arise if several nodes have the same ratio, but these problems can be avoided if we wait until all nodes with a given ratio have been scanned before we increment the counters.

Using the above procedure, the time required to scan a node and determine if it is maximal and perform the associated increments is $O(n)$. If the current node $j$ is maximal, we can determine if $|\bar{P}(j)|=1$ in $O(n)$ time. If $|\widetilde{P}(j)|>1$, then we can check for transformation T2 by scanning column $j$ of $\bar{A}$ and row $k$ of $B$ for some $k \in \vec{P}(j)$. If T 2 is to be applied then $b_{i k}$ must be zero (indicating $S(i)=S(k)$ ) whenever $\bar{a}_{i j}=1$ (indicating $\left.i \in \bar{P}(j)\right)$. This check also requires $O(n)$ time. Thus the total time spent on checking for T1 and T2 is $O(n)$ for each node scanned. The same result clearly holds also for $\mathrm{T} 1^{\prime}$ and $\mathrm{T} 2^{\prime}$.

In carrying out the transformations, we assume that the matrices remain $n \times n$ matrices and a list of rows and columns to be ignored will be maintained. This means that each time a matrix entry is checked we must check to see if it should be ignored. This multiplies the work only by a constant factor.

A T1 transformation requires no change of the $A$ matrix but some care is required to update the $\vec{A}$ matrix. Consider the partial graph shown in Fig. 3.1.


Fig. 3.1

Note that both $k_{3}$ and $k_{4}$ are in $\bar{S}(j)$ in Fig. 3.1(a). However, $k_{3} \notin \bar{S}(i)$ and $k_{4} \in \bar{S}(i)$ in Fig. 3.1(b). The reason for this is that $k_{1}\left(\right.$ or $\left.k_{2}\right)$ is a successor of $i$ and a
predecessor of $k_{3}$. In general we need to find the set of nodes $K$ defined by

$$
K=S(\bar{S}(i)-\{j\})
$$

$K$ can be determined in $O\left(n^{2}\right)$ time by making a single pass through each row of $A$ corresponding to a node in $\bar{S}(i)-\{j\}$. We may now update row $i$ of $\bar{A}$ by the following

$$
\bar{a}_{i k} \leftarrow\left\{\begin{array}{lll}
1 & \text { if } \bar{a}_{i k}=1 & \text { or } \\
& \text { if } \bar{a}_{j k}=1 & \text { and } k \notin K, \\
& & \text { otherwise. }
\end{array}\right.
$$

The matrix $B$ may be updated after a T1 transformation as follows. If T1 is applied at node $j$, node $j$ is removed from all successor sets containing node $j$. For an arbitrary node $i$, the cardinality of $S(i)$ is now determined by

$$
|S(i)| \leftarrow|S(i)|-a_{i j} .
$$

Consider an element $b_{i k}$ of $B$. If $b_{i k} \geqq 0$, then the new $b_{i k}$ is given by

$$
\begin{aligned}
b_{i k}=|S(k)|-|S(i)| & \leftarrow|S(k)|-a_{k j}-\left(|S(i)|-a_{i j}\right) \\
& =|S(k)|-|S(i)|-a_{k j}+a_{i j} \\
& =b_{i k}-a_{k j}+a_{i j} .
\end{aligned}
$$

On the other hand, if $b_{i k}=-1$, then this will change only if $S(i)-S(k)=\{j\}$ in which case the new $b_{i k}$ will be zero. The above condition occurs only if $b_{k i}=1$, $a_{i j}=1$ and $a_{k j}=0$. In either case we see that the time required to update an element of $B$ is bounded by a constant so that the amount of time required to update the entire matrix is bounded by $O\left(n^{2}\right)$. An analogous procedure may be used for $B^{\prime}$ which also requires $O\left(n^{2}\right)$ time.

We see from the above discussion that the time required to update the working matrices whenever T 1 is applied is bounded by $O\left(n^{2}\right)$. A similar argument clearly holds for T1'. Since each T1 or T1' transformation reduces the number of nodes, the number of the T 1 and T 1 ' transformations is $O(n)$. Therefore the total amount of time spent updating the working matrices after T1 and T1' transformations is bounded by $O\left(n^{3}\right)$.

When a T2 transform is made, the following three sets are affected:

1. $I=\bar{P}(j)$,
2. $\{j\}$,
3. $K=\bar{S}(I)-\{j\}$.

Each of these three sets can be constructed in $O\left(n^{2}\right)$ time or less. The changes which take place are:

1. $\bar{S}(i)=\{j\}$ for all $i \in I$,
2. $\bar{P}(k)=\{j\}$ for all $k \in K$,
3. $P(k) \leftarrow P(k) \cup\{j\}$ for all $k \in K \cup S(K)$,
4. $S(j) \leftarrow S(j) \cup K \cup S(K)$.

The first two changes require changing a single row and column of $\bar{A}$. The third and fourth involve changing a single row and column of $A$. The third change also requires changing row $j$ of $B^{\prime}$ since $P(j) \subseteq P(k)$ for all $k \in K \cup S(K)$. The
fourth change also requires changing column $j$ of $B$ since $S(k) \subseteq S(j)$ for all $k \in K \cup S(K)$. Since each element of $B$ or $B^{\prime}$ can be constructed from $A$ in $O(n)$ time, and $O(n)$ elements are changed, we see that the total updating time in a T2 transformation is $O\left(n^{2}\right)$.

In order to complete the analysis we need to establish a bound on the number of T2 transformations which can occur. Let $D$ be the set of nodes having more than one immediate successor. First we note that a T1 or T1' transformation can never add a node to $D$. Next we note that we only apply T2 if $\bar{P}(j) \subseteq D$ and $|\bar{P}(j)| \geqq 2$. After the T2 transformation, the whole set $\bar{P}(j)$ containing at least two elements is removed from $D$. The only node which could be added to $D$ after the transformation is $j$. In any case the cardinality of $D$ will strictly decrease so that the number of T2 transformations is bounded by $O(n)$. A similar argument holds for T2' transformations. We can therefore conclude that since no more than $O\left(n^{2}\right)$ time is spent on any T 2 or $\mathrm{T} 2^{\prime}$ transformation, the total time spent on T 2 and $\mathrm{T} 2^{\prime}$ transformations is $O\left(n^{3}\right)$.

The number of iterations of the main loop of the program is bounded by the number of transformations which has been shown to be $O(n)$. The number of nodes scanned in any iteration is bounded by $2 n=O(n)$. It was shown earlier that the amount of time spent checking a single node for a T1 or T2 transformation is $O(n)$. The total amount of time spent adjusting priority queues was shown in the previous section to be $O(\log n)$ per node if appropriate data structures are used. Therefore the total amount of time spent scanning the nodes and maintaining priority queues is:

$$
O\left(n^{2}\right)[O(n)+O(\log n)]=O\left(n^{2}\right) \cdot O(n)=O\left(n^{3}\right)
$$

The analysis of the set processing changes very little from the analysis of the previous section. Therefore we can conclude that the total time for the algorithm is bounded by $O\left(n^{3}\right)$.

The algorithm given here is not necessarily the most efficient. We have verified an upper bound of $O\left(n^{3}\right)$ but it may be possible to reduce this somewhat through the use of appropriate data structures. The limiting factor may well be the time required to generate the transitive closure and/or the transitive reduction of $G$. The time complexity of these processes is shown to be equivalent to the time complexity of Boolean matrix multiplication and the same bound may very well apply to the algorithm here. The best bound known for those problems is $O\left(n^{\log _{2} 7}\right)$. (See [2].) These questions are left here as open questions to the reader.
4. Comparison with other results. In this section we shall investigate and partially characterize the class of sequencing problems which can be solved by the algorithm of the preceding section. The results will be compared with other work on this sequencing problem.

An instance of the sequencing problem discussed in this paper is given by a triple ( $G, v, t$ ) where $G$ is an acyclic graph, $v$ and $t$ are real functions over the nodes of $G$. We will let $P_{1}$ be the class of problems solved by the algorithm of [1] or [5]; we will let $P_{2}$ be the class of problems solved by the algorithm of [6]; we will let $P_{3}$ be the class of problems solved by the algorithm of [3]; and we will let $P_{4}$ be the class of problems solved by the algorithm of the preceding section.

The subset relationships among these four sets is illustrated graphically in Fig. 4.1 where a directed path indicates a subset relationship. We see from this figure that $P_{1} \subseteq P_{2} \subseteq P_{4}$ and $P_{1} \subseteq P_{3} \subseteq P_{4}$ but $P_{2} \nsubseteq P_{3}$ and $P_{3} \nsubseteq P_{2}$. The relationships are elucidated in the discussion which follows.


Fig. 4.1
The algorithms of [1] and [5] are designed to operate on rooted trees and it can be shown that $(G, v, t) \in P_{1}$ if and only if $G$ is a collection of rooted trees. The algorithm of [6] is designed to work on series-parallel graphs and it can be shown that $(G, v, t) \in P_{2}$ if and only if $G$ is a series-parallel graph. Since any collection of rooted trees can be converted to an equivalent series-parallel graph by adding dummy initial and terminal nodes, $P_{1} \subseteq P_{2}$. The algorithm of [3] is the only previous work which deals directly with an arbitrary acyclic graph. It is shown in [3] that $(G, v, t) \in P_{3}$ whenever $G$ is a collection of rooted trees so that $P_{1} \subseteq P_{3}$.

We see from the above that $P_{2}$ and $P_{3}$ both include $P_{1}$. The triple shown in Fig. 4.2 is an example of a series-parallel graph which cannot be solved by the algorithm of [3]; hence $P_{2} \nsubseteq P_{3}$.


Fig. 4.2
If we change $v_{4}$ to 13 in Fig. 1.4, then we have an instance of the sequencing problem which can be solved by the algorithm of [3] even though the graph is not series parallel; hence $P_{3} \nsubseteq P_{2}$.

As was mentioned earlier, Theorem 1.2 and its analogue, Theorem 1.2', constitute a generalization of the main results of [1], [3], [5] and [6]. Hence $P_{4}$ includes all of the other sets. Furthermore, the example of Fig. 1.2 cannot be solved by any of the previous methods so that $P_{4}$ properly includes all other classes.

Another way to compare the results is to examine the class of graphs such that the sequencing problem is solved for any functions $v$ and $t$. This class is known to be collections of rooted trees for $P_{1}$ and series parallel graphs for $P_{2}$. This class is
not known for $P_{3}$ although it is shown that the class includes collections of rooted trees but does not include all series-parallel graphs. It has been shown that this class of graphs for $P_{4}$ includes all series-parallel graphs. Furthermore, the graph of Fig. 1.3, which is not series-parallel, may be solved for any $v$ and $t$ functions so that the class of graphs, which are always solved by the algorithm of this paper, properly includes the class of all series-parallel graphs. The problem of characterizing completely these graphs is left here as an open problem.

In summary we have proven a result (Theorem 1.2) which constitutes a proper generalization of all previous results on the single machine sequencing problem with precedence constraints. We have used these results to give an efficient algorithm for the rooted tree case and an $O\left(n^{3}\right)$ algorithm for the general case which determines the optimal sequence for a broad class of problems but not for the whole class of sequencing problems considered here. It is the opinion of this author that the general problem is polynomial complete, but this question will also be left as an open question for the reader.
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# SMALLEST AUGMENTATIONS TO BICONNECT A GRAPH* 

ARNIE ROSENTHAL and ANITA GOLDNER $\dagger$


#### Abstract

We provide an $O(|V|+|E|)$ algorithm which, given a graph $G$, finds a smallest set of edges which, when added to $G$, produces a graph with no cutpoints.


Key words. graph augmentation, biconnected graph, block-cutpoint graph, graphical connectivity, linear time algorithms

1. Introduction. A graph which cannot be separated into two or more disjoint subgraphs by the removal of any single point and the edges incident to it is said to be biconnected. Any graph can be biconnected by the addition of appropriate lines. A set $\mathscr{A}$ of edges such that $G \cup \mathscr{A}$ is biconnected is called a biconnection of $G$. We present here a fast algorithm to find a smallest biconnection of an arbitrary graph. This problem is one of a class of graphical augmentation problems investigated by Eswaran and Tarjan [2].

The speed of an algorithm is described by its time complexity. Let $x$ be some variable whose value is related to the "size" of the problem, e.g., the number of vertices of the graph, in an algorithm that concerns graphs, and let $f(x)$ be a function of $x$. The time complexity of an algorithm is $O(f(x))$ (read, "order $f(x)$ ") if there exists a constant $k$ such that the algorithm can be performed in $k f(x)$ steps or less. Note that if a finite sequence of $O(f(x))$ algorithms were run, the total time would still be $O(f(x))$.

Given a graph with vertex set $V$ and edge set $E$, we show our algorithm to be $O(|V|+|E|)$.

Definitions. A graph $G=(V, E)$ is a finite set of vertices (points), $V$, and a finite set of edges (lines) $E$. The edges are unordered pairs ( $u, v$ ) of distinct vertices. Two vertices $u, v$ which comprise an edge are said to be adjacent; this is denoted $u_{\widetilde{G}} v$, or simply $u \sim v$. The degree of a vertex is the number of vertices adjacent to it. This is written $d_{G}(v)$, or just $d(v)$. A path in $G$ from $v_{1}$ to $v_{n}$ is a sequence of edges $\left(v_{1}, v_{2}\right), \cdots,\left(v_{n-1}, v_{n}\right)$, such that the vertices $v_{1}, \cdots, v_{n}$ are distinct. A cycle is a path $\left(v_{1}, v_{2}\right), \cdots,\left(v_{n-1}, v_{n}\right)$ together with the edge $\left(v_{n}, v_{1}\right) . G$ is connected if and only if every pair of vertices of $G$ is joined by a path in $G$. $G$ is a tree if $G$ is connected and acyclic. The maximal connected subgraphs of $G$ are its components. A forest is a graph the components of which are all trees. A degree-1 vertex of a forest is called a leaf; all vertices of degree 2 or more are interior; vertices of degrees 0 and 1 are exterior. A vertex $v$ of a connected graph $G$ whose removal disconnects $G$ is a cutpoint. If $G$ has no cutpoints, then $G$ is said to be biconnected. A maximal biconnected subgraph of $G$ is a block.

Central to the algorithm is the concept of the block-cutpoint graph of a graph $G$, denoted $\mathrm{bc}(G)$. Each block and each cutpoint of $G$ is represented by a vertex of $\operatorname{bc}(G)$. We call the vertices of $\operatorname{bc}(G)$ which represent blocks its

[^3]b -vertices, and those representing cutpoints its c-vertices. (If $v$ is a point of $\mathrm{bc}(G), \bar{v}$ will sometimes be used to denote the corresponding block or cutpoint of $G$.) Two vertices $u, v$ of $\mathrm{bc}(G)$ are adjacent if and only if $\bar{u}$ is a cutpoint contained in the block $\bar{v}$ or vice versa. It can easily be shown [3, p. 37] that $\mathrm{bc}(G)$ is always a forest; it will be known as the bc-tree of $G$ when $G$ is connected.

We shall biconnect a graph $G$ indirectly, by biconnecting $\mathrm{bc}(G)$, and adding "corresponding" edges to $G$. Let $x=(j, k)$ where $j$ and $k$ are exterior b-vertices of $T$. Then $\bar{x}$ will denote an arbitrary edge added to $G$ which corresponds to $x$ in the sense that $\bar{x}=(u, v)$, where $u$ and $v$ are noncutpoints belonging to $\bar{j}, \bar{k}$ respectively. (A block corresponding to an exterior vertex must contain a noncutpoint. Thus we have defined a bar notation for vertices, and one with a somewhat different interpretation for edges).

An endblock of a graph is a block which contains exactly one cutpoint. We note that a block of a graph $G$ is an endblock if and only if the corresponding b -vertex of $\mathrm{bc}(G)$ is a leaf of $\mathrm{bc}(G)$.

Notation.
$V \quad$ The set of vertices of a graph $G$.
$E \quad$ The set of edges of a graph $G$.
$\mathrm{bi}(G) \quad$ The smallest number of lines needed to biconnect $G$.
$G+x \quad$ The graph ( $V, E \cup\{x\}$ ), where $G=(V, E)$.
$G-v \quad$ The maximal subgraph of $G$ not containing the vertex $v$.
$G U A \quad$ The graph $(V, E \cup A)$, where $G=(V, E)$ and $A$ is set of edges.
$B_{G} \quad$ A biconnected graph containing $G$ as a subgraph.
$L_{T} \quad$ The number of leaves of $T$, a tree.
$q(G) \quad$ The number of blocks of $G$, excluding $G$ itself.
$C_{T} \quad$ The set of c-vertices of the bc-tree, $T$.
$u \widetilde{\boldsymbol{G}} v \quad$ Vertices $u$ and $v$ joined by an edge of $G$.
$d_{G}(v) \quad$ The degree of vertex $v$ in $G$.
$\mathrm{bc}(G) \quad$ The block-cutpoint graph of $G$.
In [2], Eswaran and Tarjan prove a lower bound on the number of edges in a minimal biconnection of a graph $G$ and that the bound can always be attained [2, Thms. 6, 7]. Their results may be stated in the following way.

Let $G$ be a graph with $n$ components, and let $T=\operatorname{bc}(G)$. Let $x$ denote the smallest integer not less than $x$. Then $\operatorname{bi}(G)=\max _{v \in C_{T}}\left[d_{T}(v)-1+(n-1)\right.$, $\left.q(G)+\left\lceil L_{T} / 2\right\rceil\right]$.

In the following, we provide our own proof that this bound on the size of a biconnection can be attained, and we construct a linear-time algorithm based on the method of our proof. We first state two lemmas. Their proofs are straightforward, and hence omitted.

## 2. Theorems and proofs.

Lemma 1. Let $G$ be a graph with $n$ components, and let $S$ be a set of edges such that $G \cup S$ is connected. Then $S$ has a subset $S^{\prime}$ of $n-1$ edges such that $G \cup S^{\prime}$ is connected. Furthermore no set of fewer than $n-1$ edges will connect $G$.

Let $q(G)$ be the number of components of $G$ (not including $G$ itself) which are already blocks.

Lemma 2. Let $T=\mathrm{bc}(G), G$ not connected. Let $G^{\prime}=G+x$, where $x$ is an edge joining two of $G^{\prime}$ 's components. Let $T^{\prime}=\mathrm{bc}\left(G^{\prime}\right)$. Then $q\left(G^{\prime}\right)+\left\lceil L_{T} / 2\right\rceil \geqq$ $q(G)+\left\lceil L_{T} / 2\right\rceil-1$. (The proof distinguishes three cases, depending on the number, 0,1 , or 2 , of biconnected components to which $x$ is incident. We note that equality obtains whenever neither end of $x$ is a cutpoint).

We proceed by (Theorem 1) verifying the result of Eswaran and Tarjan for connected graphs satisfying the condition

$$
\begin{equation*}
d_{T}(v)-1 \leqq\left\lceil\frac{L_{T}}{2}\right\rceil \quad \text { for all } v \in C_{T} \tag{*}
\end{equation*}
$$

Next (Theorem 2), we verify it for all connected graphs, and finally (Theorem 3), for all possible graphs.

We will need to consider two types of connected graphs. In the first, the degree of all c-vertices in $T$ is bounded by $\left\lceil L_{T} / 2\right\rceil+1$. These graphs can be biconnected by adding edges which join appropriate pairs of endblocks, according to the Path Algorithm of Theorem 1. (See Fig. 1.) In the second type, some cutpoint has a large enough degree in $T$ to violate ( $*$ ). The graph is biconnected (as is explained more precisely in Theorem 2) by first linking the "surplus" blocks of $v^{*}$ (e.g., $e_{1}, e_{2}, e_{3}$ in Fig. 2) so that $v^{*}$ no longer violates $(*)$, and then proceeding as in the first case (adding $e_{4}$ and $e_{5}$ in the example).

In disconnected graphs, we first connect the graph by adding edges to exterior vertices of the bc-tree. Then the scheme above is executed.

We prove two lemmas about trees.
Lemma 3. In any tree $T$ with vertex set $V, L_{T}=2+\sum_{v \in V} \max \left[0, d_{T}(v)-2\right]$.
Proof. Let $T$ have $n$ vertices, $n \geqq 2$. Then $T$ has $n-1$ edges. Therefore, $\sum_{v \in V} d_{T}(v)=2(n-1)$. If $v$ is a leaf node, $\max \left[0, d_{T}(v)-2\right]=0=d_{T}(v)-2+1$. If $v$ is not a leaf, $\max \left[0, d_{T}(v)-2\right]=d_{T}(v)-2$. Hence, $\sum \max \left[0, d_{T}(v)-2\right]=$ $\sum d_{T}(v)-2 n+L_{T}=2(n-1)-2 n+L_{T}=L_{T}-2$, giving us the desired result.

Lemma 4. Suppose $L_{T}>2$. Then $T$ can contain at most two vertices $z_{1}, z_{2}$ satisfying

$$
\begin{equation*}
d_{T}(v)-1 \geqq\left\lceil\frac{L_{T}}{2}\right\rceil . \tag{**}
\end{equation*}
$$

If it contains two, then no other vertex has degree greater than 2 , and the relation is satisfied with equality.


Fig 1. Biconnection of a graph by the method of Theorem 1


Fig. 2. Biconnection of a graph by the method of Theorem 2. (After the addition of $e_{1}, e_{2}, e_{3}$, the altered bc-tree is the graph of Fig. 1, before biconnection.)

Proof. Suppose $z_{1}, z_{2}$ satisfy ( $* *$ ). Then, by Lemma 3,

$$
\begin{aligned}
\left(d\left(z_{1}\right)-1\right)+\left(d\left(z_{2}\right)-1\right) & \geqq 2\left[\frac{L_{T}}{2}\right] \geqq L_{T}=2+\sum_{v} \max [0, d(v)-2] \\
& =2+\left(d\left(z_{1}\right)-2\right)+\left(d\left(z_{2}\right)-2\right)+\sum_{v \neq z_{1}, z_{2}} \max [0, d(v)-2] .
\end{aligned}
$$

Using the first and last of the above expressions, we get, after simplifying,

$$
0 \geqq \sum_{v \neq z_{1}, z_{2}} \max [0, d(v)-2] .
$$

Therefore, $d(v) \leqq 2$ for all $v$ but $z_{1}, z_{2}$.
In view of Lemma 4 , in any tree it is possible to find a path $P$ which includes any vertices that satisfy condition ( $* *)$ and any given vertex $b^{*}$, and two leaves.

Theorem 1. Let G be a connected graph such that

$$
\begin{equation*}
d_{T}(v)-1 \leqq\left\lceil\frac{L_{T}}{2}\right\rceil \quad \text { for all } v \in C_{T} \tag{*}
\end{equation*}
$$

Then $G$ can be connected by the addition of $\left\lceil L_{T} / 2\right\rceil$ lines.
Proof. The proof is by induction on $\left\lceil L_{T} / 2\right\rceil$. If $\left\lceil L_{T} / 2\right\rceil$ equals zero, the graph is already a block, so the theorem holds. Suppose the theorem holds for all $G$ such that $\left\lceil L_{T} / 2\right\rceil \leqq k$, some $k \geqq 0$. Suppose that for some $G,\left\lceil L_{T} / 2\right\rceil=$ $k+1$. We show that by the addition of one line via the Path Algorithm below, we can obtain a graph $G^{\prime}$ such that $L_{T^{\prime}}=L_{T}-2$ and ( $*$ ) holds so that $G^{\prime}$ can be biconnected using the induction hypothesis. (The proof of Theorem 1 will be continued.)

Path Algorithm. Let $T$ be given. (See Fig. 3.)
Step 1. Find a path $P=\left(a_{1}, a_{2}\right), \cdots,\left(a_{m-1}, a_{m}\right),\left(a_{m}, b^{*}\right), \quad\left(b^{*}, a_{m+1}\right)$, $\cdots,\left(a_{p-1}, a_{p}\right)$ such that

A1. $a_{1}$ and $a_{p}$ are leaves of $T$.
A2. Any c-vertex satisfying (*) with equality is on $P$.
A3. $b^{*}$ is a given b-vertex of $T$.
(Lemma 4 assures us that such a path may be found in any tree.)

Step 2. Form $T^{\prime}$ from $T$ as follows: Merge all b-vertices and degree-2 c-vertices on $P$ into a single b-vertex, given the name $b^{*}$. Let $b^{*}$ be adjacent to exactly those c-vertices which are adjacent to at least one vertex on $P$ and to at least one vertex not on $P$. Note that for each c-vertex $v$ of $P$ which is not merged, $d_{T^{\prime}}(v)=d_{T}(v)-1$. For c-vertices not on $P, d_{T^{\prime}(v)}=d_{T}(v)$.

What modification of $G$ corresponds to performing the Path Algorithm on T?

Proposition 1.1. $T^{\prime}$ is the block-cutpoint tree of $G^{\prime}=G+\bar{x}$, where $x=$ ( $a_{1}, a_{p}$ ) and $\bar{x}$ is a corresponding edge of $G^{\prime}$.

Proof. First notice that the blocks of $G^{\prime}$ are indeed " $B^{*}$ " (the union of $\bar{x}$ and of all blocks of $G$ corresponding to b-vertices on $P$ ), and those blocks corresponding to b -vertices not on $P$. Its cutpoints are all those cutpoints of $G$ which are adjacent to at least one block not represented on $P$. So there is a one-to-one correspondence betweeen points of $T^{\prime}$ and the set of blocks and cutpoints of $G^{\prime}$. (The block $B^{*}$ corresponds to $b^{*}$ ).

By the construction, the vertex $b^{*}$ of $T^{\prime}$ is adjacent to exactly those c-vertices corresponding to cutpoints of $G^{\prime}$ contained in $B^{*}$. Each of those c-vertices is in turn adjacent in $T^{\prime}$ only to $b^{*}$ and to the b -vertices corresponding to its other blocks in $G^{\prime}$. Furthermore, if $v$ is a c-vertex of $T$ not on $P$, then $v \widetilde{T}^{w} w$ if and only if $v \widetilde{T} w$, which holds if and only if $\bar{v}$ is in $\bar{w}$ in $G$, and hence in $G^{\prime}$.

(a) $T$

Fig. 3. (a) A single application of the Path Algorithm ; (b) the derived bc-tree

Since each adjacent pair of points in $T^{\prime}$ corresponds to a block-cutpoint relationship in $G^{\prime}, T^{\prime}$ is indeed $\mathrm{bc}\left(G^{\prime}\right)$.

Proposition 1.2. $L_{T^{\prime}}=L_{T}-2$, i.e., $\left\lceil L_{T^{\prime}} / 2\right\rceil=\left\lceil L_{T} / 2\right\rceil-1$.
Proof. The proof is obvious.
Proposition 1.3. If ( $*$ ) holds in $T$ then it holds in $T^{\prime}$.
Proof. Suppose for some $z \in T^{\prime}, d_{T^{\prime}}(z)-1>\left\lceil L_{T^{\prime}} / 2\right\rceil$. Then by Proposition $1.2, d_{T^{\prime}}(z)-1>\left\lceil L_{T} / 2\right\rceil-1$. Changing the relation to "greater than or equal" we obtain (a) $d_{T^{\prime}}(z)-1 \geqq\left\lceil L_{T} / 2\right\rceil$. By assumption, (*) holds for $z$ in T, i.e., (b) $d_{T}(z)-1 \leqq\left\lceil L_{T} / 2\right\rceil=\left\lceil L_{T^{\prime}} / 2\right\rceil+1$. Putting (a) and (b) together, we get $d_{T}(z)-$ $1 \leqq d_{T^{\prime}}(z)-1$, so $d_{T}(z) \leqq d_{T^{\prime}}(z)$. Since $d_{T}(z) \geqq d_{T^{\prime}}(z)$ if $z$ is a c-vertex, we must have $d_{T}(z)=d_{T^{\prime}}(z)=\left\lceil L_{T^{\prime}} / 2\right\rceil+2=\left\lceil L_{T} / 2\right\rceil+1$. Thus $z$ satisfies $(*)$ with equality in $T$. But by A2 of the Path Algorithm, $z$ is on $P$, so $d_{T^{\prime}}(z)=d_{T}(z)-1$, a contradiction.

Proof of Theorem 1 (continued). Since, by hypothesis, $G^{\prime}$ can be biconnected by the addition of $\left\lceil L_{T^{\prime}} / 2\right\rceil$ lines, the original graph, $G$, can be biconnected by the addition of $\left\lceil L_{T} / 2\right\rceil$ lines, and the induction hypothesis holds for all $k$. Q.E.D.

We may now go on to consider arbitrary connected graphs.
Theorem 2. A connected graph $G$ with bc-tree $T$ can be biconnected using $\max _{v \in C_{T}}\left[d_{T}(v)-1,\left\lceil L_{T} / 2\right\rceil\right]$ edges.

Proof. The idea is to reduce $G$ to a graph which satisfies (*) and can be biconnected by the Path Algorithm. (The proof of Theorem 2 will be continued.)

Proposition 2.1. Let $\beta(G) \equiv \max _{v}\left[d_{T}(v)-1, \quad\left\lceil L_{T} / 2\right\rceil\right] . \quad$ Let $\delta \equiv$ $\max _{v}\left[0, d_{T}(v)-1-\left\lceil L_{T} / 2\right\rceil\right]=\beta(G)-\left\lceil L_{T} / 2\right\rceil$. By adding $2 \delta$ edges we can obtain a graph $G^{\prime}$ which satisfies the condition $(*) d_{T^{\prime}}(v)-1 \leqq\left\lceil L_{T^{\prime}} / 2\right\rceil$, for all c-vertices, $v$.

Proof of proposition. If $\delta=0$, the result is immediate. Suppose $\delta>0$. Let $v^{*}$ be a maximal degree c-vertex, and let $\gamma$ be the number of components of $T-v^{*}$ which contain only one degree- 1 vertex of $T$. (Call such components $v^{*}$-chains). We show that $\gamma \geqq 2 \delta+2$. There are $d\left(v^{*}\right)-\gamma$ components which each contain at least 2 leaves, so $L_{T} \geqq \gamma+2\left(d\left(v^{*}\right)-\gamma\right)$. Thus $\gamma \geqq 2 d\left(v^{*}\right)-L_{T} \geqq$ $2\left(d\left(v^{*}\right)-1-\left\lceil L_{T} / 2\right\rceil\right)+2=2 \delta+2$.

Proposition 2.2. By collapsing $2 \delta+1 v^{*}$-chains $c_{1}, \cdots, c_{2 \delta+1}$ of $T$ into $a$ single degree -1 vertex $b^{*}$, adjacent to $v^{*}$, we get the bc-tree $T^{\prime}$ of $G^{\prime}=$ $G \cup\left\{e_{1}, \cdots, e_{2 \delta}\right\}$, where each $e_{i}$ is an edge incident to endblocks of the components of $G-\bar{v}^{*}$ corresponding to $c_{i}$ and $c_{i+1}$.

Proof. $b^{*}$ will correspond to the block of $G^{\prime}$ composed of the $2 \delta+1$ components of $G-\bar{v}^{*}$ joined by the $e_{i}$ 's. One must verify that this is indeed a block, and that the changes made to $G$ and $T$ to get $G^{\prime}$ and $T^{\prime}$ match up appropriately. We omit the details. Note that the tree $T^{\prime}$ has $L_{T^{\prime}}=L_{T}-2 \delta$ and $d_{T^{\prime}}\left(v^{*}\right)=d_{T}\left(v^{*}\right)-2 \delta$.

Proposition 2.3. In the new tree, $T^{\prime}, v^{*}$ does not violate $\left(^{*}\right)$.
Proof. $d_{T}\left(v^{*}\right)-1=\left\lceil L_{T} / 2\right\rceil+\delta$ from the definition of $\delta$, and the assumption $\delta>0$. Therefore, $d_{T}\left(v^{*}\right)-1-2 \delta=\left\lceil L_{T} / 2\right\rceil-\delta=\left\lceil\left(L_{T}-2 \delta\right) / 2\right\rceil$. Therefore, $d_{T^{\prime}}\left(v^{*}\right)-1=\left\lceil L_{T^{\prime}} / 2\right\rceil$.

Proposition 2.4. $d_{T^{\prime}}\left(v^{\prime}\right) \geqq d_{T^{\prime}}(v)$ for all other $v$. Thus, no vertex $v$ violates (*) in $T^{\prime}$.

Proof. Suppose for some $v^{\prime}, d_{T^{\prime}}\left(v^{\prime}\right)-1>\left\lceil L_{T^{\prime}} / 2\right\rceil$, in violation of $(*)$. From Lemma 3,

$$
\begin{aligned}
L_{T} & \geqq 2+d_{T}\left(v^{\prime}\right)-2+d_{T}\left(v^{*}\right)-2 \\
& =\left(d_{T}\left(v^{\prime}\right)-1\right)+\left(d_{T}\left(v^{*}\right)-1\right) \\
& >\left\lceil\frac{L_{T^{\prime}}}{2}\right\rceil+\left(\delta+\left\lceil\frac{L_{T}}{2}\right\rceil\right) \\
& =\left(\left\lceil\frac{L_{T}}{2}\right\rceil-\delta\right)+\left(\delta+\left\lceil\frac{L_{T}}{2}\right\rceil\right)=2\left\lceil\frac{L_{T}}{2}\right\rceil .
\end{aligned}
$$

But $2\left\lceil L_{T} / 2\right\rceil \geqq L_{T}$, so we have a contradiction.
Proof of Theorem 2 (continued). We have now realized our original intention, of reducing $G$ (via its bc-tree) to a graph which can be biconnected using Theorem 1. Thus we can biconnect $G$ by adding $2 \delta+\left\lceil L_{T^{\prime}} / 2\right\rceil=$ $2 \delta+\left\lceil L_{T} / 2\right\rceil-\delta=\delta+\left\lceil L_{T} / 2\right\rceil=\beta(G)$ edges, as desired, proving the theorem.

To finish the job, we consider an arbitrary, possibly disconnected graph, G. (Versions of both Theorem 2 and the following theorem appear in [2]).

Theorem 3. Let $G$ be a graph with $n$ connected components, $n \geqq 1$. Then

$$
\mathrm{bi}(G)=\max _{v \in C_{T}}\left[d_{T}(v)-1, q(G)+\left\lceil\frac{L_{T}}{2}\right\rceil-(n-1)\right]+(n-1)
$$

Proof. We can connect $G$ by the addition of $n-1$ lines (cf. Lemma 1), which we may choose to be incident at noncutpoints of blocks corresponding to exterior vertices of $T$. Then if $G^{\prime}$ is the graph so obtained, and $T^{\prime}=\mathrm{bc}\left(G^{\prime}\right)$,
(i) $\max _{v \in C_{T}}\left[d_{T^{\prime}}(v)-1\right]=\max _{v \in C_{T}}\left[d_{T}(v)-1\right]$, and
(ii) $\left\lceil L_{T^{\prime}} / 2\right\rceil=q(G)+\left\lceil L_{T} / 2\right\rceil-(n-1)$, by Lemma 2 applied $n-1$ times.

Theorem 2 says $G^{\prime}$ can be connected by

$$
\max _{v \in C_{T^{\prime}}}\left[d_{T^{\prime}}(v)=1,\left\lceil\frac{L_{T^{\prime}}}{2}\right]\right]=\max _{v \in C_{T}}\left[d_{T}(v)-1, q(G)+\left\lceil\frac{L_{T}}{2}\right\rceil-(n-1)\right]
$$

edges. $G$ may thus be biconnected by $\max _{v \in C_{T}}\left[d_{T}(v)-1, q(G)+\left\lceil L_{T} / 2\right\rceil-\right.$ $(n-1)]+(n-1)$ edges. Since this is exactly the lower bound obtained irr [2], it is indeed $\mathrm{bi}(G)$.

## 3. The biconnection algorithm.

Let $A$ denote the augmenting set.

1. $A:=\varnothing$.
2. Find the connected components $\left\{G_{j}=\left(V_{j}, E_{j}\right)\right\}$.
3. Find the set $\left\{T_{j}\right\}$ of bc-trees of the $G_{j}$ 's.
4. For $j=2$ until \# (components)
begin
$T_{1}:=T_{1} \cup T_{j}+x$, where $T_{1} \cap T_{j}=\varnothing$ and $x$ is an edge joining exterior points of $T_{1}$ and $T_{j}$.
$G_{1}:=G_{1} \cup G_{j}+\bar{x}$, where $\bar{x}$ is an edge corresponding to $x$ $A:=A \cup\{\bar{x}\}$
end
( $G_{1}$ is now a connected graph such that $G_{1} \supset G . T_{1}$ is its bc-tree.)
5. Find all vertex degrees in $T_{1}$. Let $v^{*}$ be a highest degree c-vertex in $T_{1}$. Find $L_{T_{1}}$.
6. If $d_{T_{1}}\left(v^{*}\right)>\left\lceil L_{T_{1}} / 2\right\rceil+1$ then
begin
$\delta:=d_{T_{1}}\left(v^{*}\right)-\left(\left\lceil L_{T_{1}} / 2\right\rceil+1\right)$.
Find a set of $2 \delta+1 v^{*}$-chains of $T_{1}$.
(Proposition 2.1 asserts that such $v^{*}$-chains exist.)
Let $x_{1}, \cdots, x_{2 \delta}$ be any $2 \delta$ edges which will interconnect all these leaves.
$G:=G_{1} \cup\left\{\bar{x}_{1}, \cdots, \bar{x}_{2 \delta}\right\}$.
$A:=A \cup\left\{\bar{x}_{1}, \cdots, \bar{x}_{2 \delta}\right\}$.
Replace the block thus created in $T_{1}$ by a single edge from $v^{*}$ to a leaf.
end.
Let $T$ denote the tree resulting from steps 1 through 6 .
7.1. Choose $b^{*}$ to be a b-vertex.
7.2. While $T$ is not a single b -vertex begin
7.21 Find $v^{*}$, a highest degree c-vertex in $T$.
7.22 If $d_{T}\left(v^{*}\right)=\left\lceil L_{T} / 2\right\rceil+1$, find the other c-vertex of maximal degree, if any, and call it $w^{*}$.
7.23 Find a path $P=\left(a_{0}, a_{1}\right),\left(a_{1}, a_{2}\right), \cdots,\left(a_{p-1}, a_{p}\right)$ in $T$, going through $v^{*}, b^{*}$, and $w^{*}$ (if it exists), where $a_{0}, a_{p}$ are leaves. (Such a path exists, by Lemma 4).
$7.24 G:=G+\left(\bar{a}_{0}, \bar{a}_{p}\right)$.
7.25 Update $T$ so it is again the bc-tree of $G$. (See Path Algorithm, Step 2.)
7.26 $A:=A \cup\left\{\bar{a}_{0}, \bar{a}_{p}\right\}$.
end
7. Data structure considerations. We now describe an implementation that will run in time $O(|V|+E \mid)$. We direct our attention to step 7 since linear-time algorithms for the other steps are already established.
$T$ is represented as a tree rooted at $b^{*}$. The left-son, right-brother form shown in [4, p. 333] is one appropriate data structure. (See Fig. 4). Along those lines, we assume for each node the following pointers:
(a) father
(b) first_son
(c) brother
(d) last_son.

Note that we can use father pointers to traverse the tree between any vertex and the root. Each vertex effectively has a list of sons, obtained by using the first-son and brother pointers. We will find it convenient to have for each vertex a pointer (last_son) to its last son, for the purpose of concatenating the lists of sons of two merged vertices.

We need to distinguish between b- and c-vertices. We create a logical value, $\operatorname{block}(v)$, which is true if and only if $v$ is a $b$-vertex.


Fig. 4

We will also find it handy to have an array \# active_sons $(v)$, that holds the number, as of the most recent update, of sons of $v$. An array of stacks stack $(i)$, $i=1, \cdots,|V|$, contains stacks of vertices believed to be of degree $i$.

Finally, we include a logical array, denoted flag $(v)$, which is true if and only if $v$ is $b^{*}$ or has been merged with it. The existence of this variable lets us dispense with changing father pointers of sons of merged vertices. A vertex has $b^{*}$ as its current father if and only if flag(father $(v)$ ) is true.

To form $P$, then, we need only:

1. Follow father pointers from $v^{*}$ until we reach a vertex flagged as part of $b^{*}$, flagging appropriate vertices along the way and making the others sons of $b^{*}$.
2. Follow son pointers from $v^{*}$ until a leaf is reached.
3. Follow son pointers from $b^{*}$ (avoiding the son we visited traveling up from $v^{*}$ in step 1 till a second leaf is reached. (If two vertices of degree $L / 2$ exist, $v^{*}$ will be set equal to the one which occurs lower in the tree.)

When a vertex $w$ is flagged, we do not scan through the list of sons of father $(w)$ to delete $w$, since that could require repeated long searches and increase the complexity of the algorithm. Instead, we delete it if and when it is visited during the search for an unflagged son later on.

For the purpose of precisely analyzing the complexity of the algorithm, we now present a set of procedures to accomplish step 7 of the Biconnection Algorithm.
(Assume the existence of a procedure, $\operatorname{lower}(a, b)$, the values of whose arguments are vertices of a tree, $T$. Lower $(a, b)$ simply starts at vertex $b$ and scans upwards in the tree using father pointers. If $a$ is found before the root is reached, the values of variables $a$ and $b$ are exchanged. Assume also the existence of a procedure highest_degree_c-vertices $\left(v^{*}, w^{*}\right)$, which finds the highest degree
c-vertices as in Lemma 4, setting $w^{*}$ to null if there are not two c-vertices satisfying the condition: $d_{T}(v)-1=\left\lceil L_{T} / 2\right\rceil$.)
procedure step_7:
integer procedure another_son $(v)$;
comment returns $u$, the first unflagged brother of $v$, and resets pointers to
skip over flagged sons of $v$;

```
w := first_son(v);
u:= brother(w);
while }u\not=\mathrm{ null and flag}(u)=\mathrm{ true begin
        u:= brother (u);
        brother(w):=u;
end;
u
```

procedure visit(v);
adjust \#active_sons of $v$ and if necessary, of $b^{*}$, to reflect the
shrinking of the path-in particular, for $v$ a degree- 2 c -vertex on $P$, let
\# active_sons(v) $=0$;
if $\operatorname{block}(v)$ or \#active_sons $(v)=0$ then begin
$\operatorname{flag}(v):=\operatorname{true} ;$
add sons of $v$ to list of $b^{* \prime}$ s sons;
comment note that when a first_son is visited, the another_son proce-
dure is called to delete flagged nodes at the beginning of the brother
chain. This is used later to prove the linearity of the algorithm;
if $v=$ first_son $($ father $(v))$ ) then begin
first_son $\left(\operatorname{father}^{(v)}\right):=$ another_son(father $\left.(v)\right)$;
adjust last_son pointer if necessary;
end;
else begin
comment come here if and only if $v$ is a c-vertex that will not be
absorbed into $b^{*}$;
if $b^{*} \neq$ father $(v)$ then make $v$ a son of $b^{*}$;
end;
procedure upward(v);
while flag $(v)=$ false begin
visit(v);
$v$ forbid := $v$;
$v:=$ father $(v) ;$
end;
procedure downward $(r$, leaf);
leaf $:=r$;
$v:=$ first_son $(r)$;
if $v^{*}=v$ forbid then $v:=$ another_s $^{\sin }(r)$;
while $v \neq$ null begin
visit $(v)$;
leaf $:=v$;
$v:=$ first_son $_{-}(v) ;$
end;
comment the following while loop performs the algorithm of step 7, by calling the above procedures;
while \# active_sons $\left(b^{*}\right) \neq 0$ begin
highest_degree_c-vertices $\left(v^{*}, w^{*}\right)$;
if $w^{*} \neq$ null then lower $\left(v^{*}, w^{*}\right)$;
begin
upward $\left(v^{*}\right)$;
downward $\left(v^{*}\right.$, leaf1);
downward $\left(b^{*}\right.$, leaf2);
end;
end;
Analysis. We give the time order of complexity of each step in the Biconnection Algorithm.
(i) The connected components can be found in linear time [3].
(ii) The bc-tree, $T$, can be found in $O(|V|+|E|)$ time, using the algorithm of Tarjan [1].
(iii) The vertex degrees of $T$ are found by counting the edges of each vertex, which can be done in $O(|E|)$ time.
(iv) Total time spent finding highest degree c-vertices is $O(|V|)$. Initially we perform a radix sort (Knuth [4]) to obtain lists LIST(i) of vertices which have exactly $i$ active sons. At each iteration it takes constant time to remove a vertex $v$ from the highest numbered nonempty list, say LIST( $j$ ). If \# active_sons $(v)=j$ then we may immediately output $v$. The test fails only if a son of $v$ has been deleted since $v$ was placed in $\operatorname{LIST}(j)$. (This can be done only $|V|$ times.) In this case $v$ is placed in LIST (\#active_sons $(v)$ ).
(vi) If there is a vertex $v^{*}$ whose degree exceeds $\left\lceil L_{T} / 2\right\rceil+1$, it can be removed by adding $2 \delta=2\left(d\left(v^{*}\right)-\left(\left\lceil L_{T} / 2\right\rceil+1\right)\right)$ edges, which is at most $O(|V|)$.
(vii) We note that each repetition of step 7.2 decreases the number of edges of $T$ by at least 1 . So the total number of repetitions is at most $|E|$. If the program had no loops, this would establish $O(|E|)$ as its order. Four loops must however be considered. Three of these are indicated by marginal numbers in the program.
(1) In another_son. The body of the while loop will be executed at most $|V|$ times during the call to step_7. Another_son is called by visit, to delete the first_son of a node, and by downward ( $b^{*}$, leaf2). Each execution of the while loop will cause a particular node to be bypassed during all subsequent executions, so each node will be associated with at most one execution.
(2) In downward. Each execution of this while statement corresponds to the traversal of the edge joining some vertex $v$ and first_son $(v)$. Each downward execution causes the deletion of all edges from c-vertices to b-vertices along its path; hence for every two edges traversed, at least one disappears. Thus downward will visit at most $2|E|$ nodes, during the execution of step_7.
(3) In upward. The same observations apply as for downward. The while loop is executed a total of at most $2|E|$ times, considering all executions of upward.

The fourth loop occurs in the procedure lower $(a, b)$, which is not given explicitly here. However, since we are merely scanning upward in the tree from
vertex $b$, the time order of complexity is the same as that of procedure upward.
Thus step_7 is a sequence of steps, all of which are $O(|V|)$ or $O(|E|)$, and the algorithm is $O(|V|+|E|)$, as claimed.

A natural generalization of the biconnection problem is to attach a weight to each possible edge $(v, w) \in E$ which could be part of an augmentation, and to seek a minimum weight biconnection. For the trivial case of all vertices adjacent to a single $v^{*}$, finding a minimum weight biconnection is equivalent to finding a minimum spanning tree for $V-v^{*}$.

The general weight problem appears intractable. Karp and Cook have shown the existence of a large class of unsolved problems (called NP-complete) such that a polynomial-time algorithm for one could be converted into polynomial-time algorithms for all. (See Aho [1] for a discussion of this class and its other implications.) Eswaran and Tarjan [2] have shown that finding a minimum weight biconnection of an arbitrary graph is NP-complete. Spira [5] has shown that even if the domain is restricted to connected graphs of degree 3, the problem remains NP-complete.
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# POLYNOMIAL COMPLETE CONSECUTIVE INFORMATION RETRIEVAL PROBLEMS* 
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#### Abstract

A set of queries $Q$ is said to have the consecutive retrieval property with respect to a set of records $R$ if there exists an organization of the record set (without duplication of any record) such that for every $q_{i} \in Q$, all relevant records can be stored in consecutive storage locations [5]. In practice, this property does not appear very often. Hence, either duplication of records is allowed so that pertinent records corresponding to any query are always stored consecutively or storing the pertinent records corresponding to a query in several blocks of consecutive storage locations is necessary so that each record is stored only once. The former gives rise to the problem of minimizing the duplication of records and the latter gives rise to the problem of minimizing the number of blocks of consecutive storage of relevant records. The computational complexity of each of these two problems is studied in this paper and both of these problems are shown to be polynomial complete in the sense of Cook [2] and Karp [8].


Key words. consecutive retrieval, cost graph, incidence matrix, Hamiltonian path, polynomial complete

1. Introduction and summary. A set of queries $Q$ is said to have the consecutive retrieval property with respect to a set of records $R$ if there exists an organization of the record set (without duplication of any record) such that for every $q_{i} \in Q$, all relevant records can be stored in consecutive storage locations. In linear storage systems (e.g. tape, surface of drum), if the query set $Q$ has the consecutive retrieval property with respect to the record set $R$, then storing the pertinent records in consecutive storage locations will provide a file organization requiring small storage space and efficient retrieval time. Let the query set $Q$ be $\left\{q_{1}, q_{2}, \cdots, q_{m}\right\}$ and the record set $R$ be $\left\{r_{1}, r_{2}, \cdots, r_{n}\right\}$. The relationship between $Q$ and $R$ is conveniently represented by an $n \times m 0-1$ matrix $B$. The $(i, j)$ th entry of $B$ is 1 iff record $r_{i}$ is pertinent to query $q_{j}$. This matrix is called the record-query incidence matrix.

$$
B=\begin{array}{r}
r_{1} \\
r_{2} \\
r_{3} \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
r_{n}
\end{array}\left(\begin{array}{lllll}
q_{1} & q_{2} & q_{3} & \cdots & q_{m} \\
1 & 1 & 0 & & 1 \\
0 & 1 & 0 & \cdots & 1 \\
1 & 0 & 1 & & 1 \\
& \cdot & & & \cdot \\
& \cdot & & & \cdot \\
1 & 0 & 1 & & \\
& \cdot & & & \cdot
\end{array}\right) .
$$

[^4]It should be clear that $Q$ has the consecutive retrieval property with respect to $R$ iff there exists a permutation of the rows of $B$ such that the 1 's in each column appear in consecutive positions. The problem of finding such a permutation, if it exists, was first solved by Fulkerson and Gross in their study of incidence matrix and interval graphs [4]. A different solution was given by Eswaran in his study of consecutive information retrieval [3]. If $B$ is $n \times m$ and $m$ is bounded by a polynomial of $n$, algorithms that have time bound $O(p(n))$ for some polynomial $p$ can be found in [3] and [4].

However, not all pairs of $Q$ and $R$ have the consecutive retrieval property [3], [5], [6], [7]. As a matter of fact, in most practical cases, the pair $(Q, R)$ does not have the consecutive retrieval property. Hence, in practice, either duplication of records is allowed so that pertinent records corresponding to any query are always stored consecutively or storing the pertinent records corresponding to a query in several blocks of consecutive storage locations is necessary so that each record is stored only once. The former gives rise to a problem of minimizing storage space (minimizing duplication of records) subjected to a fixed retrieval time and the latter gives rise to a problem of minimizing retrieval time (minimizing blocks of consecutive storage) subjected to a fixed storage space. These two problems can be stated formally as follows:
(A) The problem of minimizing the duplications of records:

Given an $n \times m$ incidence matrix $B$, let $Q_{j}=\left\{r_{i} \mid b_{i j}=1\right\}$ for $1 \leqq j \leqq m$. Find the minimum length sequence $x$ in the alphabet $R=\left\{r_{1}, r_{2}, \cdots, r_{n}\right\}$ such that for every $j=1,2, \cdots, m$, there is a consecutive subsequence of $x$ consisting of exactly all the elements in $Q_{j}$.
(B) The problem of minimizing the number of blocks of consecutive storage of relevant records:

Given an $n \times m$ incidence matrix $B$, find a permutation of $B$ such that the total number of blocks of consecutive 1's in the columns of $B$ is minimized.

It is shown in this paper that both of these problems are polynomial complete. Loosely speaking, it implies that if one can find an efficient algorithm to solve one of these two problems then many known difficult problems (e.g., Hamiltonian circuit problem, job scheduling problem, traveling salesman problem, to name a few) would all have efficient algorithms to solve them-an unlikely event. In view of these negative results and the increasing need for efficient file organization techniques, good heuristic approaches for the problems seem to be necessary and acceptable.
2. Cost graph of incidence matrix. A cost graph referred to here is simply a complete digraph (all selfloops are ignored in this paper) with nonnegative integer cost associated with each edge in the graph. Given an $n \times m$ incidence matrix $B$, the cost graph $G$ of $B$ is the complete digraph with the set of vertices $V=$ $\{1,2, \cdots, n\}$ and the set of edges $E=\{[i, j] \mid i \neq j, i, j \in V\}$ together with a cost function $F: E \rightarrow I$ ( $I$ is the set of nonnegative integers) such that for all $[i, j] \in E$, $f([i, j])=\sum_{s=1}^{m} b_{i s} * b_{j s}$ where $b_{i j}$ is the $(i, j)$ th entry in $B$ and $*$ is a binary operation defined by $0 * 0=0,0 * 1=0,1 * 0=1$ and $1 * 1=0$. Generally, a cost graph $G$ is denoted by $G=(V, E, f)$.

Example 1. Given

$$
B=\left(\begin{array}{lllll}
1 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 & 1
\end{array}\right)
$$

The cost graph $G$ is shown in Fig. 1.


Fig. 1. Cost graph for B in Example 1

For any incidence matrix, there is a unique cost graph associated with it. However, not every cost graph has a corresponding incidence matrix. A simple exercise will show that the cost graph in Fig. 2 has no corresponding incidence matrix. Given a cost graph $G$, if there exists an incidence matrix $B$ whose


FIG 2. A cost graph corresponding to no incidence matrix
associated cost graph is $G$, then $G$ is said to be 0-1 matrix realizable. A cost graph $G=(V, E, f)$ is said to be symmetric if $f([i, j])=f([j, i])$ for $i \neq j$ and $i, j \in V$. The following two theorems give sufficient conditions for cost graphs to be 0-1 matrix realizable.

Theorem 1. Let $G_{n}=(V, E, f)$ be a symmetric cost graph with $n$ vertices, $n \geqq 3$. If edges $[1,2]$ and $[2,1]$ have cost $n-1$ while every other edge has cost $n-2$, then there exists an $n \times m_{n}$ incidence matrix $B_{n}$ such that
(i) $B_{n}$ realizes $G_{n}$;
(ii) $m_{n}=n(n-1) / 2+1$;
(iii) each row of $B_{n}$ contains $n-1 \quad 1$ 's.

Proof. The proof is given by induction on $n$. For $n=3$, let

$$
B_{3}=\left(\begin{array}{llll}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1
\end{array}\right)
$$

Now assume the theorem holds for $n=k$. Then, for $n=k+1$, consider

$$
B_{k+1}=\left(\begin{array}{l}
-B_{k} \\
\hdashline 0
\end{array}-\frac{1}{0}+\frac{I_{k}}{1} \ldots-\frac{1}{1}\right)
$$

where $I_{k}$ is a $k \times k$ identity matrix.
Part (i).

$$
\begin{aligned}
f([1,2]) & =\sum_{s=1}^{m_{k+1}} b_{1 s} * b_{2 s} \quad \text { (by definition) } \\
& =\sum_{s=1}^{m_{k}} b_{1 s} * b_{2 s}+\sum_{s=m_{k}+1}^{m_{k+1}} b_{1 s} * b_{2 s} \\
& =(k-1)+1 \quad \text { (by the induction hypothesis (i) is true for } n=k) \\
& =k .
\end{aligned}
$$

Similarly, $f([2,1])=k$.
For $1 \leqq i \leqq k, 1 \leqq j \leqq k, i \neq j$, and $[i, j] \neq[1,2]$ or $[2,1]$,

$$
\begin{aligned}
f([i, j]) & =\sum_{s=1}^{m_{k+1}} b_{i s} * b_{j s} \quad \text { (by definition) } \\
& =\sum_{s=1}^{m_{k}} b_{i s} * b_{j s}+\sum_{s=m_{k}+1}^{m_{k+1}} b_{i s} * b_{j s} \\
& =(k-2)+1 \quad \text { (by the induction hypothesis (i) is true for } n=k) \\
& =k-1 .
\end{aligned}
$$

Furthermore, for all $i=1,2, \cdots, k$,

$$
\begin{aligned}
f([k+1, i]) & =\sum_{s=1}^{m_{k+1}} b_{(k+1) s} * b_{i s} \quad \text { (by definition) } \\
& =\sum_{s=1}^{m_{k}} b_{(k+1) s} * b_{i s}+\sum_{s=m_{k}+1}^{m_{k+1}} b_{(k+1) s} * b_{i s} \\
& =0+(k-1) \quad \text { (by the construction of row } k+1) \\
& =k-1,
\end{aligned}
$$

$$
\begin{aligned}
f([i, k+1]) & =\sum_{s=1}^{m_{k+1}} b_{i s} * b_{(k+1) s} \quad \text { (by definition) } \\
& =\sum_{s=1}^{m_{k}} b_{i s} * b_{(k+1) s}+\sum_{s=m_{k}+1}^{m_{k+1}} b_{i s}+b_{(k+1) s} \\
& =(k-1)+0 \quad \text { (by the induction hypothesis (iii) is true for } n=k \\
& =k-1 .
\end{aligned}
$$

Hence, for $n=k+1, B_{n}$ realizes $G_{n}$.
Part (ii),

$$
\begin{aligned}
m_{k+1} & =m_{k}+k \\
& \left.=\frac{k(k-1)}{2}+1+k \quad \text { (by the induction hypothesis (ii) is true for } n=k\right) \\
& =\frac{(k+1) k}{2}+1 .
\end{aligned}
$$

Hence, for $n=k+1, m_{n}=n(n-1) / 2+1$.
Part (iii). In $B_{k+1}$, for $1 \leqq i \leqq k$, row $i$ contains $k-11$ 's in the first $m_{k}$ entries due to $B_{k}$ and contains one 1 in the last $k$ entries due to $I_{k}$. So for $1 \leqq i \leqq k$, row $i$ of $B_{k+1}$ contains $k$ 1's. Row $k+1$ contains $k$ 's by construction. Hence, for $n=k+1$, each row of $B_{n}$ contains $n-1$ 's.

The proof by induction is thus completed.
Remark. If the cost graph is such that the only two edges that have individual cost $n-1$ are $[i, j]$ and $[j, i]$ instead of [1,2] and [2, 1], simply interchanging row 1 and row 2 respectively with row $i$ and row $j$ will give a realization of the corresponding new cost graph.

Theorem 2. Let $G=(V, E, f)$ be a symmetric cost graph with $n$ vertices, $n \geqq 3$. Let $u$ be a positive integer, $1 \leqq u \leqq n(n-1) / 2$. If $S=\left\{\left[i_{1}, j_{1}\right],\left[j_{1}, i_{1}\right],\left[i_{2}, j_{2}\right]\right.$, $\left.\left[j_{2}, i_{2}\right], \cdots,\left[i_{u}, j_{u}\right],\left[j_{u}, i_{u}\right]\right\}$ is a set of $2 u$ edges which have cost $u(n-2)+1$ each while every other edge in $G$ has cost $u(n-2)$, then there exists an $n \times m$ incidence matrix $B$ such that
(i) $B$ realizes $G$;
(ii) $m=u\left(\frac{n(n-1)}{2}+1\right)$;
(iii) each row in $B$ contains $u(n-1)$ 1's.

Proof. Let $G_{k}, 1 \leqq k \leqq u$, be a symmetric cost graph with $n$ vertices such that only edges $\left[i_{k}, j_{k}\right]$ and $\left[j_{k}, i_{k}\right.$ ] have cost $n-1$ each while every other edge has cost $n-2$. By Theorem $1, G_{k}$ is $0-1$ matrix realizable. Let $B_{k}$ be the incidence matrix constructed for $G_{k}$ as in Theorem 1. Now consider

$$
B=\left(\begin{array}{llll}
B_{1} & B_{2} & \cdots & B_{u}
\end{array}\right) .
$$

The corresponding cost graph of $B$ is obviously the superposition of cost graphs $G_{1}, G_{2}, \cdots, G_{u}$ (since the cost functions are additive). The theorem follows immediately from the construction of $B$ and Theorem 1.
3. Hamiltonian paths in the cost graph of an incidence matrix. Let $B$ be an $n \times m$ incidence matrix and $G=(V, E, f)$ be the corresponding cost graph. A Hamiltonian path in $G$ is a simple path in $G$ that includes every vertex exactly once. A Hamiltonian path in $G$ can be specified by a sequence of $n$ vertices, $\left(i_{1}, i_{2}, \cdots, i_{n}\right)$, where the $i_{1}, i_{2}, \cdots, i_{n}$ are all distinct. The cost of a Hamiltonian path in $G$ is the sum over the costs of the edges on the path. The following lemmas give the relationship between the cost of a Hamiltonian path in $G$ and the total number of consecutive 1 's in the columns of $B$.

Lemma 1. Let $B$ be an $n \times m$ incidence matrix and $G=(V, E, f)$ be the corresponding cost graph. Then the cost of the Hamiltonian path $(1,2, \cdots, n)$ is $k$ if and only if the total number of blocks of consecutive 1's in the columns of $B$ is $k+c$, where $c$ is the number of 1's in the $n$-th row of $B$.

Proof. Let $N$ be the total number of blocks of consecutive 1's in the columns of $B$ and $N_{i}$ be the total number of blocks of consecutive 1's that end at row $i$ of $B$. Obviously,

$$
N=N_{1}+N_{2}+\cdots+N_{n} .
$$

By the definition of the associated cost graph, it should be clear that, for $1 \leqq 1<n, N_{i}=k_{i}$ in $B$ iff $f([i, i+1])=k_{i}$ in $G$. On the other hand, $N_{n}=c$. Hence,

$$
\begin{aligned}
& \text { the cost of the Hamiltonian path }(1,2, \cdots, n) \\
& =f([1,2])+f([2,3])+\cdots+f([n-1, n]) \\
& =N_{1}+N_{2}+\cdots+N_{n-1} \\
& =N-c .
\end{aligned}
$$

The proof is thus completed.
Lemma 2. Let $B$ be an $n \times m$ incidence matrix and $G=(V, E, f)$ be the corresponding cost graph. Then $G$ has a Hamiltonian path of cost $k$ if and only if there exists an $n \times n$ permutation matrix $P$ such that the total number of blocks of consecutive 1's in the columns of PB is $k+c$, where $c$ is the number of 1 's in the $n-t h$ row of $P B$.

Proof. Since each Hamiltonian path $\left(i_{1}, i_{2}, \cdots, i_{n}\right)$ in $G$ corresponds in a one-to-one manner to a permutation of rows in $B$, the proof of this lemma follows immediately from Lemma 1.
4. Polynomial completeness of general consecutive retrieval problems. Let $N P$ be the class of languages that can be accepted by a nondeterministic polynomial time bounded Turing machine. A language $L_{1}$ is polynomially reducible to a language $L_{2}$ (written as $L_{1} \propto L_{2}$ ) iff there exists a deterministic polynomial time bounded Turing machine which will convert each string $x$ in the alphabet of $L_{1}$ into a string $y$ in the alphabet of $L_{2}$ such that $x \in L_{1}$ iff $y \in L_{2}$. A language $L$ is polynomially complete iff $L$ is in $N P$ and every language in $N P$ is polynomially reducible to $L$. A problem that requires a yes or no answer can be considered as a language such that a string $x$ is in the language iff an instance of the problem that has a yes answer is encoded into the string $x$. A yes or no problem $P_{1}$ is said to be
polynomiaily reducible to a yes or no problem $P_{2}$ iff the corresponding languages $L_{1}, L_{2}$, respectively, are such that $L_{1} \propto L_{2}$. A yes or no problem is polynomially complete iff the corresponding language is polynomial complete. The reader is referred to [1], [2] and [8] for the discussions of polynomial complete problems, the polynomial reducibility and the encoding of problems onto Turing tapes.

In the following, several yes or no problems are introduced first and all of them will be shown to be polynomial complete.

Problem 1. Given: an undirected graph $G=(V, E)$. (Without loss of generality it is assumed that $|V|=|\{1,2, \cdots, n\}|=n \geqq 3$ and that $G$ is not a complete graph).

Question. Is there a Hamiltonian path in $G$ ?
Problem 2. Given: a cost graph $G=(V, E, f)$ and a positive integer $u$ such that
(i) $V=\{1,2, \cdots, n\}$ and $n \geqq 3$;
(ii) $1 \leqq u \leqq n(n-1) / 2$;
(iii) there exists a set $S$ of $2 u$ edges in $G, S=\left\{\left[i_{1}, j_{1}\right],\left[j_{1}, i_{1}\right],\left[i_{2}, j_{2}\right]\right.$, $\left.\left[j_{2}, i_{2}\right], \cdots,\left[i_{u}, j_{u}\right],\left[j_{u}, i_{u}\right]\right\}$ such that $[p, q] \in S \Rightarrow f([p, q])=u(n-2)+1$ and $[p, q] \in E,[p, q] \notin S \Rightarrow f([p, q])=u(n-2)$.
Question. Is there a Hamiltonian path in $G$ such that its cost is $u(n-1)$ ( $n-2$ )?

Problem 3. Given : an $n \times m$ incidence matrix $B$ and a nonnegative integer $k$.
Question. Does there exist an $n \times n$ permutation matrix $P$ such that \# $(P B)=k$, where \# (PB) denotes the total number of blocks of consecutive 1's in the columns of $P B$ ?

Problem 4. Given: a finite set $R=\left\{r_{1}, r_{2}, \cdots, r_{p}\right\}$, a family of subsets $F$, $F=\left\{Q_{j} \mid 1 \leqq j \leqq q, Q_{j} \subseteq R\right\}$ and a nonnegative integer $k$.

Question. Does there exist a string $x$ of length $k$ in the alphabet $R$ such that for every $j=1,2, \cdots, q$ there is a consecutive subsequence of $x$ consisting of exactly all the elements in $Q_{j}$ ?

Problems of whether a Hamiltonian path exists in an undirected or a directed graph have been shown to be polynomial complete in [8]. Although the original problems concerned Hamiltonian circuits rather than Hamiltonian paths, almost identical proofs as those shown in [8] can be constructed to show that the Hamiltonian path problem is polynomial complete. In the following, Problems 2, 3 and 4 are all shown to be polynomial complete.

Theorem 3. Problem 2 is polynomial complete.
Proof. The language $L$ corresponding to Problem 2 is certainly in NP. A polynomial time bounded nondeterministic Turing machine can be constructed such that it will guess a correct Hamiltonian path and then check if the cost of the path is equal to $u(n-1)(n-2)$. It remains to show that every language in $N P$ is polynomially reducible to $L$. Since Problem 1 is polynomial complete, it is sufficient to show that Problem $1 \propto$ Problem 2.

Let the undirected graph $G=(V, E)$ be an instance for Problem 1. A polynomial time bounded deterministic Turing machine can be constructed to do the following:
(i) set $u=\frac{n(n-1)}{2}-|E|$;
(ii) construct a cost graph $G_{1}=\left(V_{1}, E_{1}, f\right)$ such that $V_{1}=V$ and for $i \neq j$, if the undirected pair $\{i, j\} \notin E$, set $f([i, j])=f([j, i])=u(n-2)+1$, else set $f([i, j])=f([j, i])=u(n-2)$.
$G_{1}$ is an instance of Problem 2. Furthermore, by the construction of $G_{1}, G$ has a Hamiltonian path $\left(i_{1}, i_{2}, \cdots, i_{n}\right)$ if and only if the cost of the path in $G_{1}$ is $u(n-1)(n-2)$. The proof is thus completed.

Theorem 4. Problem 3 is polynomial complete.
Proof. The language $L$ corresponding to Problem 3 is certainly in NP. A polynomial time bounded nondeterministic Turing machine can be constructed to guess a correct permutation matrix $P$ and then check to see if \# $(P B)=k$. Given an instance of Problem 2, by Theorem 2, a polynomial time bounded deterministic Turing machine can be constructed to set the value of $k$ equal to $u(n-1)^{2}$ and assign an $n \times m$ incidence $B$ such that
(i) $B$ realizes $G$;
(ii) $m=u\left(\frac{n(n-1)}{2}+1\right)$;
(iii) each row in $B$ contains $u(n-1)$ 1's.

This is an instance of Problem 3. Furthermore, by the construction of $B$ and Lemma 2, there exists an $n \times n$ permutation matrix $P$ such that $\#(P B)=$ $u(n-1)(n-2)+u(n-1)=u(n-1)^{2}$ if and only if the cost graph $G$ has a Hamiltonian path with cost equal to $u(n-1)(n-2)$. Therefore, Problem $2 \propto$ Problem 3. The proof is thus completed.

Theorem 5. Problem 4 is polynomial complete.
Proof. It is easy to see that the language $L$ corresponding to Problem 4 is in $N P$. In the following, it will be shown that Problem $1 \propto$ Problem 4.

Let the undirected graph $G=\{V, E\}$ be an instance of Problem 1. A polynomial time bounded deterministic Turing machine can be constructed to do the following:
(i) set $R=E \cup V$;
(ii) set $F=\left\{Q_{1}, Q_{2}, \cdots, Q_{n}\right\}$ where $Q_{i}=\{\{i, j\} \mid\{i, j\} \in E\} \cup\{i\}$ for $i=$ $1,2, \cdots, n$;
(iii) set $k=1-n+\sum_{i=1}^{n}\left|Q_{i}\right|=2|E|+1$.

This is an instance of Problem 4. By the construction of $Q_{i}$ 's, the following are obvious:
(i) for all $i, j(i \neq j), Q_{i} \nsupseteq Q_{j}$;
(ii) for all $i, j(i \neq j), Q_{i} \cap Q_{j}=\{\{i, j\}\}$ if and only if $\{i, j\} \in E$.

Therefore, there exists a Hamiltonian path in $G$ if and only if there exists a string $x$ of length $k$ such that for $i=1,2, \cdots, n$ the elements of $Q_{i}$ appear consecutively in $x$. Hence, Problem $1 \propto$ Problem 4. The proof is thus completed.

Remark. In Theorem 4, if $\#(P B)=k=u(n-1)^{2}$, then for any $n \times n$ permutation matrix $P^{\prime}, \#(P B) \leqq \#\left(P^{\prime} B\right)$. Also, in Theorem 5, if the length of $x$ equals $k=1-n+\sum_{i=1}^{n}\left|Q_{i}\right|$, then $x$ is the minimum length string in the alphabet $R$ such that for $j=1,2, \cdots, n$ elements of $Q_{j}$ appear consecutively in the string.
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# ON THE COMPLEXITY OF LOCAL SEARCH FOR THE TRAVELING SALESMAN PROBLEM* 
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#### Abstract

It is shown that, unless $P=N P$, local search algorithms for the traveling salesman problem having polynomial time complexity per iteration will generate solutions arbitrarily far from the optimal.


Key words. traveling salesman problem, local search, complexity, NP-complete

1. Introduction. The traveling salesman problem (TSP) can be stated as follows: given $r$ cities and $(r-1) r / 2$ nonnegative integers denoting the distances between all pairs of cities, we are required to find a tour, that is, a closed path passing through each city exactly once, so that the total traversed distance is minimal. Despite the simplicity of its statement, the TSP is apparently a very hard problem and has attracted a large number of researchers. Although no efficient algorithm for its solution has been found (and no nontrivial lower bound of its complexity has been proved) a number of different lines of attack have been proposed. A class of heuristics known as local search algorithms [5], [6], [11], [12] have been particularly successful in generating good solutions for large problems by a reasonable computational effort. A local search algorithm (to be more formally defined later) starts with an essentially random tour and, by searching a set of tours which are considered "neighbors" of the former, either finds a neighbor with improved cost and uses it as a new starting point or, if this is not possible, terminates. The solution generated by this technique is called a local optimum. Tours of minimum length are referred to as global optima. Local optima may or may not necessarily be global optima, depending on the particular neighborhood structure used by the algorithm. Local search algorithms generating only global optima are called exact.

We will be particularly interested in the complexity of the problem of searching the neighborhood of a tour in order either to find an improvement or show this tour to be a local optimum. By "complexity of local search" the above mentioned complexity is understood-and not the complexity of the whole algorithm, which heavily depends on the number of iterations necessary. In particular we will examine the computational requirements of local search algorithms for the TSP, when certain restrictions are imposed on the quality of the obtained local optima.

The notion of a combinatorial optimization problem with a numerical input (COPNI) is introduced. This class, which appears to be a restriction of the subset problems discussed by [10], includes several well-known problems such as the TSP and instances of the problem of job scheduling with deadlines (JSD). A particular COPNI is exhibited in which the minimal exact neighborhood, although

[^5]exponential in size, can be searched in linear time. This counterexample shows that the cardinality of the minimal exact neighborhood is not a lower bound for the complexity of exact local search.

In fact, if the exact local search problem were of provably exponential complexity, this would be a rather remarkable result, since exact local search for the TSP is one of those tasks that are made very easy if nondeterministic computations are permitted. In the light of this observation we can think of the question, whether exact local search for the TSP can be done in a polynomial amount of time per iteration, as a part of the presently unsettled $P=N P$ question. In fact it is shown that, unless $P=N P$, each iteration of an exact local search algorithm for the TSP requires more than a polynomial number of steps.

A stronger result is also shown along the same lines. It is proved that, if a local search algorithm requires only a polynomial amount of time per iteration, the local optima thus obtained can be arbitrarily far from the optimum, unless, of course, $P=N P$. The above result suggests that a large class of efficient heuristics [5], [6], [11], [12] yield local optima of no guaranteed accuracy whatsoever.
2. Combinatorial optimization problems with numerical input. The set of nonnegative integers is denoted by $Z^{+}$. For $n \in Z^{+}$we shall denote by $\bar{n}$ the set $\{1,2, \cdots, n\}$.

Definition. A combinatorial optimization problem with numerical input (COPNI) is a pair ( $n, F$ ), where $n \in Z^{+}$is the dimension of the problem and $F$, a subset of $2^{\bar{n}}$, is the set of feasible solutions. We will require that there exists at least one feasible solution and that no feasible solution is properly contained in another.

An instance of the COPNI $(n, F)$ is a function (numerical input) $c: \bar{n} \rightarrow Z^{+}$. In order to solve an instance $c$ of the COPNI $(n, F)$ we are required to find a feasible solution $f \in F$ such that $c(f)=\sum_{j \in f} c(j)$ is minimal.

Note that the feasibility of a solution is not affected by the numerical input. On the other hand the noncontainment requirement for the feasible solutions can be easily seen to be equivalent to the condition, that for each $f \in F$ there exists an instance $c$ for which $f$ is uniquely optimal.

There is an interesting geometric interpretation of COPNI's: every feasible solution in $F$ corresponds (in the obvious manner) to a vertex of the $n$ dimensional hypercube. Hence the convex hull of these vertices is an equivalent representation of the COPNI. Since an instance of the COPNI is essentially a linear functional, it follows that solving an instance of a COPNI is equivalent to minimizing a linear functional over the vertices of a convex polytope. For a further discussion of this analogy, see [7].

Examples. The TSP with $r$ cities is a COPNI with $n=\binom{r}{2}$ and with $F$ being the set of all possible tours represented as sets of $r$ intercity links.

The problem of job scheduling with deadlines (JSD) [4] is a COPNI. Here we have a set $\bar{n}$ of jobs and for each job $j \in \bar{n}$ we have the deadline $D_{j}$ and the execution time $T_{j}$. A subset $f$ of $\bar{n}$ is feasible if all jobs in $\bar{n}-f$ can be executed on a single processor within their deadlines, and no subset of $\bar{n}$ properly containing $\bar{n}-f$ enjoys this property.

In the case of JSD the values of $c$ can be thought of as rewards obtained for executing a job within its deadline, and our goal is to minimize the rewards lost. It should be emphasized that, unlike the formulation in [4], the numbers $\left\{D_{i}\right\}$ and $\left\{T_{j}\right\}$ are not considered as a numerical input here.

The Steiner tree problem, the max flow problem, the minimal spanning tree problem and many others can be formulated as COPNI's.

Definition. A neighborhood structure for the COPNI $(n, F)$ is a function $N: F \rightarrow 2^{F}$.

Informally, $N$ assigns to each feasible solution $f$ its neighborhood $N(f)$. We will also informally describe a local search algorithm for the COPNI $(n, F)$ and the neighborhood structure $N$ as a deterministic algorithm with input ( $f_{0} ; c$ ), where $f_{0} \in F$ and $c$ is an instance of $(n, F)$. The algorithm is described below in terms of the function IMPROVE $(f, c)$ which, when invoked, returns some $s \in N(f)$ such that $c(s)<c(f)$, if such an $s$ exists, and returns 'no' otherwise.

$$
\begin{aligned}
& f:=f_{0} ; \\
& \text { while } \operatorname{IMPROVE}(f, c) \neg=\text { 'no' do }
\end{aligned}
$$

$$
f:=\operatorname{IMPROVE}(f, c)
$$

$$
\text { return } f
$$

The output of this algorithm is called a local optimum with respect to $N$ for the instance $c$ of $(n, F)$. The performance of a local search algorithm depends on the complexity of the function IMPROVE, the number of iterations (executions of the while loop) and the quality of the local optima. The neighborhood structure affects all the above factors. In particular $N$ is exact if all local optima with respect to $N$ are also global optima. For example, if $N(f)=F$ for all $f \in F, N$ will be trivially exact.

The following characterization has been adapted from [10]:
Theorem 1. In a COPNI ( $n, F$ ) there exists a unique minimal exact neighborhood structure given by

$$
\hat{N}(f)=\left\{\begin{aligned}
& s \in F: \text { for some instance } c, \text { sis uniquely } \\
& \text { optimal with } f \text { second to optimal }
\end{aligned}\right.
$$

The exact nature of the map $\hat{N}$ for the case of the TSP is not known. In fact, the results in [7] suggest that there is no concise, algorithmic-oriented characterization of $\hat{N}$ for the TSP. However, the authors of [13] have shown that for an $r$ city TSP, $\hat{N}$ consists of sets of cardinality at least $((r-2) / 2)$ !. They continue by arguing that the exponential size of $\hat{N}$ implies that exact enumerative local search for the TSP must be inefficient. The following fact demonstrates that this argument is not valid when nonenumerative (data-dependent) search is allowed:

FAct. There exists a COPNI $(n, F)$ and an $f \in F$ such that $\hat{N}(f)$ is exponential in size but can be searched in $O(n)$ time.

Proof. Consider the JSD with $n$ odd, $D_{i}=(n-1) / 2$ for $i=1,2, \cdots, n$, $T_{1}=(n-1) / 2$, and $T_{j}=1, j=2,3, \cdots, n$. The set of feasible solutions is

$$
F=\{f\} \cup F^{\prime}
$$

where $f=\{2,3, \cdots, n\}$ and

$$
F^{\prime}=\{s \text { subset of } \bar{n}: 1 \in s \text { and }|s|=(n+1) / 2\} .
$$

Consider any $s \in F^{\prime}$. We can define an instance $c_{s}$ as follows

$$
c_{s}(j)= \begin{cases}(N-3) / 2 & \text { if } j=1, \\ 0 & \text { if } j \neg=1 \text { and } j \in s, \\ 1 & \text { otherwise } .\end{cases}
$$

It can be easily verified that, for this instance, $s$ is uniquely optimal (with cost $(n-3) / 2)$ with $f$ second to optimal $(\operatorname{cost}(n-1) / 2)$. Hence by Theorem $1, s \in \hat{N}(f)$ and consequently $\hat{N}(f)=F^{\prime}$. The cardinality of $\hat{N}(f)$ is approximately equal to $.8 n^{-1 / 2} 2^{n}$.

Yet for any instance $c, \hat{N}(f)$ can be searched in linear time. To see this, let $t$ be the set of jobs in $\{2,3, \cdots, n\}$ having the $(n-1) / 2$ largest costs. The optimum is either $f$ or $\bar{n}-t$, depending on whether or not $\sum_{i \in t} c(j)<c(1)$. Consequently in order to search $\hat{N}(f)$ we only need to find the $(n-1) / 2$ jobs in $\{2,3, \cdots, n\}$ having the largest cost, and compare the sum of their costs to $c(1)$. But this can be done in $O(n)$ time by using the median algorithm of [2].

The idea behind this counterexample is that the minimal exact neighborhood is a data-independent set, whereas data can be used very efficiently in order to facilitate its search. As we will see in the next section there is little hope that something similar can be done in the case of the TSP.
3. The complexity of exact and approximate local search. For the purpose of relating the complexity of local search to the $P=N P$ question, we now show certain related languages to be NP-complete. We assume the existence of a function $e$ mapping graphs, digraphs, paths, TSP tours and instances to strings in $(0,1)^{*}$. A wide variety of "reasonable" encodings would suffice for our purposes.

Definition. Let $V$ be the set of nodes of a graph ( $V, E$ ) (resp. a digraph $\left(V, E^{\prime}\right)$ ) and let $\left(v^{1}, v^{2}, \cdots, v^{n}\right)$ be a permutation of $V$ such that $\left(v^{i}, v^{i+1}\right)$ is an edge (resp. a directed edge) for $i=1,2, \cdots, n-1$. If ( $v^{n}, v^{1}$ ) is an edge (resp. directed edge), then ( $v_{1}, \cdots, v_{n}, v_{1}$ ) is an undirected Hamiltonian circuit (UHC) (resp. directed Hamiltonian circuit (DHC)). Otherwise, if ( $v^{n}, v^{1}$ ) is not an edge (resp. directed edge) then ( $v^{1}, \cdots, v^{n}$ ) is an undirected Hamiltonian path (UHP) (resp. directed Hamiltonian path (DHP)). Note that, by the above definition, no part of a Hamiltonian circuit is a Hamiltonian path.

In [4] the problems of determining whether a given graph (directed or undirected) has a Hamiltonian circuit are shown to be NP-complete. We show that they remain NP-complete even if a serious restriction is imposed on their domains. In particular one would expect that the search for a Hamiltonian circuit in a graph would be facilitated considerably, if we were given a Hamiltonian path. The next two theorems suggest that this is not the case.

The restricted directed Hamiltonian circuit problem is the recognition problem for the following language:

$$
\text { RDHC }=\{e(G) ; e(P): P \text { is a DHP in } G \text { and } G \text { has a DHC }\} .
$$



Fig. 1 The digraph $H$

Theorem 2. RDHC is NP-complete.
For the proof of Theorem 2, the following lemma is needed:
Lemma. Let the digraph $H$ (shown in Fig. 1) be a subgraph of a digraph $G$, such that edges of $G-$ Henter Honly at $v_{1}$ or $v_{3}$ and leave Hat $v_{4}$ or $v_{6}$ only. Then, if $G$ has a $\mathrm{DHC} C$, one of the paths $\left(v_{1}, v_{3}, v_{2}, v_{5}, v_{4}, v_{6}\right)$ or $\left(v_{3}, v_{6}, v_{5}, v_{2}, v_{1}, v_{4}\right)$ is a part of $C$.

Proof of Lemma. Let $C$ enter $H$ at $v_{1}$. Then for some node $u$ of $G-H$ one of the following six paths is a part of $C$ :

1. $\left(v_{1}, v_{4}, u\right)$,
2. $\left(v_{1}, v_{4}, v_{6}, u\right)$,
3. $\left(v_{1}, v_{3}, v_{6}, u\right)$,
4. $\left(v_{1}, v_{3}, v_{2}, v_{5}, v_{4}, u\right)$,
5. $\left(v_{1}, v_{3}, v_{6}, v_{5}, v_{4}, u\right)$,
6. $\left(v_{1}, v_{3}, v_{2}, v_{5}, v_{4}, v_{6}, u\right)$.

In the first five cases it can be easily verified that there is no way for $C$ to pass through the unvisited nodes of $H$, contrary to our assumption that $C$ is Hamiltonian. Consequently if $C$ enters $H$ at $v_{1},\left(v_{1}, v_{3}, v_{2}, v_{5}, v_{4}, v_{6}\right)$ is a part of $C$. If $C$ enters $H$ at $v_{3}$, then, again, for some node $u$ of $G-H$ one of the following seven paths is a part of $C$ :

1. $\left(v_{3}, v_{2}, v_{1}, v_{4}, u\right)$,
2. $\left(v_{3}, v_{2}, v_{1}, v_{4}, v_{6}, u\right)$,
3. $\left(v_{3}, v_{2}, v_{5}, v_{4}, u\right)$,
4. $\left(v_{3}, v_{2}, v_{5}, v_{4}, v_{6}, u\right)$,
5. $\left(v_{3}, v_{6}, u\right)$,
6. $\left(v_{3}, v_{6}, v_{5}, v_{4}, u\right)$,
7. $\left(v_{3}, v_{6}, v_{5}, v_{2}, v_{1}, v_{4}, u\right)$.

Again, if one of the first six paths is indeed a part of $C, C$ cannot visit the remaining nodes of $H$. Hence if $C$ enters $H$ at $v_{3},\left(v_{3}, v_{6}, v_{5}, v_{2}, v_{1}, v_{4}\right)$ is a part of $C$, which completes the proof of the lemma.

Proof of Theorem 2. We reduce the DHC problem to RDHC. Let $G=(V, E)$ be an instance of the DHC problem. We will construct a digraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ with a DHP $P$, such that $G^{\prime}$ has a DHC iff $G$ has a DHC.

We let $V=\left\{v^{1}, v^{2}, \cdots, v^{n}\right\}$ and $V^{\prime}=\left\{v_{1}^{1}, v_{2}^{1}, \cdots, v_{6}^{1}, v_{1}^{2}, \cdots, v_{6}^{n}\right\}$. For each $j \leqq n$ we connect the nodes $\left\{v_{1}^{j}, v_{2}^{i}, \cdots, v_{6}^{i}\right\}$ as $\left\{v_{1}, v_{2}, \cdots, v_{6}\right\}$ are connected in $H$, and we call the resulting subgraph $H^{i}$. Moreover for each edge $\left(v^{i}, v^{i}\right) \in E$ we add the edge $\left(v_{6}^{i}, v_{1}^{j}\right)$ to $E^{\prime}$. We also add the edges $\left(v_{4}^{i}, v_{3}^{i+1}\right), i=1,2, \cdots, n-1$, to $E^{\prime}$.

Obviously $G^{\prime}$ has a DHP, namely $P=\left(v_{3}^{1}, v_{6}^{1}, v_{5}^{1}, v_{2}^{1}, v_{1}^{1}, v_{4}^{1}, v_{3}^{2}, v_{6}^{2}, \cdots\right.$, $\left.v_{1}^{n}, v_{4}^{n}\right)$. Moreover if $G$ has a $\operatorname{DHC}\left(w^{1}, w^{2}, w^{3}, \cdots, w^{n}, w^{1}\right)$, then $G^{\prime}$ also has a DHC, namely ( $w_{1}^{1}, w_{3}^{1}, w_{2}^{1}, w_{5}^{1}, w_{4}^{1}, w_{6}^{1}, w_{1}^{2}, \cdots, w_{6}^{n}, w_{1}^{1}$ ).

Conversely, suppose that $G^{\prime}$ has a DHC C. Suppose that for some $i, C$ enters $H^{i}$ at $v_{3}^{i}$. By the lemma, $\left(v_{3}^{i}, v_{6}^{i}, v_{5}^{i}, v_{2}^{i}, v_{1}^{i}, v_{4}^{i}\right)$ is a part of $C$. Since $v_{3}^{i+1}$ is the only node in $G^{\prime}-H^{i}$ which succeeds $v_{4}^{i}$, it follows that $C$ will enter $H^{i+1}$ at $v_{3}^{i+1}$. Hence the same argument can be applied to $H^{i+1}$. Inductively, we can assume that $C$ enters $H^{n}$ at $v_{3}^{n}$. By the lemma, $\left(v_{3}^{n}, v_{6}^{n}, v_{5}^{n}, v_{2}^{n}, v_{1}^{n}, v_{4}^{n}\right)$ will be a part of $C$. But there is no node in $G-H^{n}$ which succeeds $v_{4}^{n}$. Consequently $C$ is not a DHC as supposed.

From the above contradiction we deduce, that for no $i \leqq n$ will $C$ enter $H^{i}$ at $v_{3}^{i}$, and hence $C$ is equal to ( $w_{1}^{1}, w_{3}^{1}, w_{2}^{1}, w_{5}^{1}, \cdots, w_{6}^{n}, w_{1}^{1}$ ) for some DHC ( $w_{1}, w_{2}, \cdots, w_{n}, w_{1}$ ) of $G$. Consequently $G$ has a DHC iff $G^{\prime}$ has a DHC, and the proof is completed. (The straightforward verification of the facts that the problem is in NP and that the reduction is a polynomial-time one has been omitted).

Similarly we define the restricted undirected Hamiltonian circuit problem to be the recognition problem of the language

$$
\text { RUHC }=\{e(G) ; e(P): P \text { is a UHP in } G \text { and } G \text { has an UHC }\} .
$$

## Theorem 3. RUHC is NP-complete.

Proof. We reduce the RDHC to it. The construction is identical to the one used in the proof of the NP-completeness of the ordinary UHC problem [1], [4]. It is an elementary observation that the construction preserves the existence of a Hamiltonian path.

An interesting side problem of the TSP is the following: given an instance $c$ and an edge $(i, j)$, does $(i, j)$ appear in some optimal tour? This problem is also NP-complete. To show this, we define the language

$$
M=\left\{\begin{array}{ll}
e(c) ; e(i, j): & \text { the edge }(i, j) \text { does not appear in any } \\
& \text { optimal tour of the instance } c \text { of the TSP }
\end{array}\right\} .
$$

## Theorem 4. $M$ is NP-complete.

Proof. We reduce the RUHC to it. Let $(G ; P)$ be an instance of the RUHC, where $P=\left(w_{1}, w_{2}, \cdots, w_{n}\right)$ is a UHP. Let $c$ be an instance of the TSP such that $c\left(w_{i}, w_{j}\right)=2$ if $\left(w_{i}, w_{j}\right)$ is not an edge of $G$, and $c\left(w_{i}, w_{j}\right)=1$ otherwise. If $(G, P) \in$ RUHC, then $G$ has a UHC and hence ( $w_{1}, w_{n}$ ) (which, by definition of a UHP, corresponds to a missing edge of $G$ ) will not appear in any optimal tour of $c$. Conversely, if $\left(w_{1}, w_{n}\right)$ does not appear in any optimal tour of $c$, then the tour
corresponding to $P$ is suboptimal and hence $G$ has a UHC. Consequently $(c,(i, j)) \in M$ iff $(G, P) \in$ RUHC.

We now define the following language:

$$
L_{0}=\{e(c) ; e(f): f \text { is a suboptimal tour for the instance } c\} .
$$

It can be argued that $L_{0}$ adequately captures the complexity per iteration of the exact local search problem for the TSP, since the recognition problem for $L_{0}$ can be solved by one call of the function IMPROVE ( $c, f$ ) of any exact local search algorithm. Hence the following result suggests that exact local search for the TSP could require iterations of complexity more than polynomial:

Theorem 5. $L_{0}$ is NP-complete.
Proof. We reduce RUHC to it. Let $(G=(V, E) ; P$ ) be an instance of the RUHC problem. Let $c$ be an instance of the TSP with $|V|$ cities, such that $c(v, u)=1$ if $(v, u) \in E$ and $c(v, u)=2$ otherwise. Let $f$ be the tour corresponding to the path $P$. Then $(G, P) \in \operatorname{RUHC}$ iff $(c, f) \in L_{0}$.

Let $\varepsilon$ be any positive real number, and $c$ an instance of the COPNI $(n, F)$, with optimal feasible solution $s$. A feasible solution $f \in F$ is called $\varepsilon$-approximate [9] if $(c(f)-c(s)) / c(s) \leqq \varepsilon$. Otherwise $f$ is called $\varepsilon$-suboptimal. In a similar way to $L_{0}$, the following language is defined for $\varepsilon>0$ :

$$
L_{\varepsilon}=\{e(c) ; e(f): f \text { is an } \varepsilon \text {-suboptimal tour for the instance } c\} .
$$

Theorem 6. $L_{\varepsilon}$ is NP-complete for all $\varepsilon>0$.
Proof. Let $(G=(V, E), P)$ be an instance of the RUHC problem. Let $c$ be the instance of the $|V|$-city TSP with $c(v, u)=1$ if $(v, u) \in E$ and $c(v, u)=2+|V| \varepsilon$ otherwise. $f$ is again the tour corresponding to $P$. It can be easily seen that $(G, P) \in$ RUHC iff $(c, f) \in L_{\varepsilon}$.

We say that a local search algorithm is $\varepsilon$-approximate if all local optima produced by this algorithm are $\varepsilon$-approximate. The following theorem suggests that local search algorithms for the TSP with iterations requiring only a polynomial amount of time (such as the ones proposed by [5], [6], [11], [12]) will yield local optima of no guaranteed accuracy.

THEOREM 7. If $P \neq N P$, local search algorithms having polynomial complexity per iteration cannot be $\varepsilon$-approximate for any $\varepsilon>0$.

Proof. It suffices to show how, by using the function IMPROVE of an $\varepsilon$-approximate local search algorithm, we can solve the RUHC problem. Given an instance $(G=(V, E), P)$ of this problem, we construct, as before, the instance $c$ of the $|V|$-city TSP with $c(u, v)=1$ if $(u, v) \in E$, and $c(u, v)=2+|V| \varepsilon$ otherwise, and $f$, the tour corresponding to the Hamiltonian path $P . \quad f$ has cost $|V|(1+\varepsilon)+$ 1 ; moreover there is no tour of better cost, unless $G$ has a UHC. Hence $(G, P) \in \operatorname{RUHC}$ iff $\operatorname{IMPROVE}(f, c) \neq$ 'no'.

It should be emphasized that Theorem 7 and its implications are valid when no additional restrictions are imposed on the instances of the TSP considered. For example, if a "natural" constraint-the triangle inequality-holds among the intercity distances, there are polynomial-time algorithms (not necessarily of iterative nature) yielding 1 -approximate [8] and $\frac{1}{2}$-approximate [3] solutions.
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# A FAST MONTE-CARLO TEST FOR PRIMALITY* 

R. SOLOVAY $\dagger$ AND V. STRASSEN $\ddagger$


#### Abstract

Let $n$ be an odd integer. Take a random number $a$ from a uniform distribution on the set $\{1,2, \cdots, n-1\}$. If $a$ and $n$ are relatively prime, compute the residue $\varepsilon \equiv a^{(n-1) / 2}(\bmod n)$, where $-1 \leqq \varepsilon<n-2$, and the Jacobi symbol $\delta=(a / n)$. If $\varepsilon=\delta$, decide that $n$ is prime. If either $\operatorname{gcd}(a, n)>1$ or $\varepsilon \neq \delta$ decide that $n$ is composite. Obviously, if $n$ is prime, the decision made will be correct. We will show below, that for composite $n$ the probability of an incorrect decision is $\leqq 1 / 2$. The number of multiprecision operations needed for the whole procedure is $<6 \log _{2} n$. $m$-fold repetition using independent random numbers yields a Monte-Carlo test for primality with error probabilities 0 (if $n$ is prime) and $<2^{-m}$ (if $n$ is composite) and with multiprecision arithmetic cost $<6 m \log _{2} n$.


Key words. Monte-Carlo tests, primality

1. Cost of the procedure. By a multiprecision operation we mean an arithmetic operation or a division with remainder of two numbers $<n^{2}$. To decide whether $a$ and $n$ are relatively prime, we compute ( $a, n$ ) by Euclid's algorithm. This can be done with approximately $1.5 \log _{2} n$ multiprecision operations (see Knuth [1, p. 320]). Computing $\varepsilon$ can be done by $1.25 \log _{2} n$ multiplications each followed by a reduction $\bmod n$, i.e., by $2.5 \log _{2} n$ multiprecision operations (Knuth [1, p. 409]). We compute $\delta$ with the help of the reciprocity law for Jacobi symbols ([2, p. 79]). This is about as hard as computing ( $a, n$ ). The total number of multiprecision operations of the procedure can therefore be estimated from above by $6 \log _{2} n$.
2. Error probability. If $n$ is prime, the procedure obviously reaches a correct decision. Let $n$ be composite. The set

$$
G=\left\{a+(n) \left\lvert\, a \in \mathbb{Z} \&(a, n)=1 \& a^{(n-1) / 2} \equiv\left(\frac{a}{n}\right)(\bmod n)\right.\right\}
$$

is a subgroup of the group of units $\mathbb{Z}_{n}^{\times}$of $\mathbb{Z}_{n}$. Therefore it suffices to show $G \neq \mathbb{Z}_{n}^{\times}$ (for this implies $|G| \leqq \frac{1}{2}\left|\mathbb{Z}_{n}^{\times}\right| \leqq(n-1) / 2$, so that at most $\frac{1}{2}$ of the numbers between 1 and $n-1$ will lead to the decision that $n$ is prime).

By the way of contradiction assume

$$
\begin{equation*}
a^{(n-1) / 2} \equiv\left(\frac{a}{n}\right)(\bmod n) \tag{1}
\end{equation*}
$$

for all $a \in \mathbb{Z}$ relatively prime to $n$. If $n=p^{e}$ is a prime power, we get from (1)

$$
a^{p e-1} \equiv 1\left(\bmod p^{e}\right)
$$

for all $a$ not divisible by $p$. Since $\mathbb{Z}_{p^{e}}^{\times}$is cyclic of order $p^{e-1}(p-1)$ we have

$$
p^{e-1}(p-1) \mid p^{e}-1
$$

[^6]and therefore $e \leqq 1$, which is impossible since $n$ is composite. Thus $n$ has a nontrivial factorization $n=r \cdot s$ with $(r, s)=1$. Equation (1) implies
\[

$$
\begin{equation*}
a^{(n-1) / 2} \equiv \pm 1(\bmod n) \tag{2}
\end{equation*}
$$

\]

for all $a$ relatively prime to $n$. We claim that in fact

$$
\begin{equation*}
a^{(n-1) / 2} \equiv 1(\bmod n) \tag{3}
\end{equation*}
$$

for such $a$. Otherwise there is an $a$ with $a^{(n-1) / 2} \equiv-1(\bmod n)$. Since $r$ and $s$ are relatively prime we can apply the Chinese remainder theorem and find $b$ with $b \equiv 1(\bmod r), b \equiv a(\bmod s)$. Then

$$
b^{(n-1) / 2} \equiv 1(\bmod r), \quad b^{(n-1) / 2} \equiv-1(\bmod s),
$$

in contradiction to (2). Equation (3) implies

$$
\left(\frac{a}{n}\right)=1
$$

for all $a$ relatively prime to $n$, which is impossible.
Remarks 1 . Our result should not be confused with assertions as to $n$ being prime or not which are correct with high probability given that $n$ is a random number sampled from the uniform distribution on a sufficiently large segment of the integers. Under such a hypothesis it is reasonable to decide that $n$ is composite without even looking at it. The probability of error may be further substantially reduced by checking, e.g., whether

$$
2^{n} \equiv 2(\bmod n)
$$

(see Erdös [3]).
2. Perhaps it is useful to measure the complexity of a Monte-Carlo test (with one probability of error $=0$ as above) by a single quantity. If the test has error probability $\alpha$ and cost $t$, we suggest $t /(-\log \alpha)$ as such a measure, since this is invariant under independent repetition.
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# COMMENTS ON F. HADLOCK'S PAPER: "FINDING A MAXIMUM CUT OF A PLANAR GRAPH IN POLYNOMIAL TIME"* 

K. AOSHIMA AND M. IRI $\dagger$

Although the final result stated in the above-mentioned paper [1] is correct, the author's arguments leading to it seem to want some correction.

In Theorem 2 he states that

> An edge set $D$ is an odd-circuit cover of a planar graph $G$ if and only if the corresponding edge set $P$ is an odd-vertex pairing for the geometric dual $G_{\mathrm{D}}$ of $G$.

This statement is not valid, because he defines both "odd-circuit covers" and "odd-vertex pairings" with regard to the "removal" of the edges in consideration (which operation apparently means "opening the edges" in another terminology) and because the operation of removal (i.e., opening) of edges in a graph $G$ corresponds to that of "contraction" (i.e., shortening) of the corresponding edges in the geometrical dual $G_{\mathrm{D}}$. (It is easy to find a counterexample to the theorem.) Thus, we should replace the term "odd-vertex pairing" by another concept, e.g., "odd-vertex cover", which is defined as a set of edges such that their "contraction (shortening)" yields a graph all of whose vertices are of even degree.

Fortunately, however, the family of minimum odd-vertex covers coincides with that of minimum odd-vertex pairings, whereas the family of odd-vertex covers properly includes that of odd-vertex pairings. (Hence, Hadlock's final result remains correct.) In fact, it is almost obvious that an odd-vertex pairing is an odd-vertex cover, and it can be proved, as will be done below, that a minimum odd-vertex cover is an odd-vertex pairing.

In order to prove this last fact, let us consider a minimum odd-vertex cover $C$ and the partial graph $G_{C}$ of the original graph $G$ which has $C$ as the edge set.

First of all, we note that $G_{C}$ is a forest, because, if there were a circuit in $G_{C}$, $C-\{e\}$ would remain an odd-vertex cover where $e$ is any edge of the circuit.

Secondly, we can show that the parity of the degree of each vertex in $G_{C}$ is the same as that of the corresponding vertex in $G$. In fact, the vertex of $G$ corresponding to an isolated vertex in $G_{C}$ is obviously of even degree. Let us consider a vertex $v$ of odd (positive even) degree of $G_{C}$ and the corresponding vertex $\bar{v}$ of $G$. Since $C$ is an odd-vertex cover of $G$, the number of those vertices of odd degree of $G$ which correspond to the vertices of the connected component of $G_{C}$ containing $v$ must be even. Let us then remove (i.e., open) all the edges incident to $v$ in $G_{C}$, and denote by $G_{C 1}, G_{C 2}, \cdots$ the connected components of the resulting graph which contain, respectively, the vertices adjacent to $v$ in $G_{C}$. If the parity of the degree of $v$ in $G_{C}$ did not coincide with that of $\bar{v}$ in $G$, there should exist at least one $G_{C i}$, say $G_{C 1}$, which contains an even number of the vertices corresponding to the vertices of odd degree of $G$ (because there are an odd (even) number of $G_{C i}$ 's, $\bar{v}$ is of even (odd) degree in $G$ and the total number of those vertices in the connected

[^7]component of $G_{C}$ containing $v$ which correspond to vertices of odd degree in $G$ must be even). Hence if we removed from $C$ the edge which connects $v$ and its adjacent vertex in $G_{C 1}$, we should have another smaller odd-vertex cover, which would contradict the minimality of $C$.

Finally, by virtue of the famous theorem of L. Euler on the unicursal problem, we can decompose $C$ into a set of edge-disjoint paths which establishes a pairwise correspondence among the vertices of odd degree of $G$. Therefore, $C$ is an odd-vertex pairing.
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# A GRAPH-THEORETIC CHARACTERIZATION OF THE PV chunk CLASS OF SYNCHRONIZING PRIMITIVES* 

PETER B. HENDERSON $\dagger$ AND YECHEZKEL ZALCSTEIN $\ddagger$


#### Abstract

Many of the process synchronization problems studied in the literature are of the form of a conjunction of finitely many conditions of the type "process $p_{i}$ blocks process $p_{j}$ ". Such problems may be expressed as directed graphs whose nodes represent the processes and where there is an edge from node $i$ to node $j$ if and only if process $p_{i}$ blocks process $p_{j}$. We characterize the class of graphs which correspond to the system of synchronizing primitives of Vantilborgh and van Lamsweerde in terms of a normal form representation and present an efficient algorithm for determining whether an arbitrary graph is in this class.


Key words. synchronization problem, $\mathrm{PV}_{\text {chunk }}, \mathrm{PV}_{\mathrm{c}}$-definable graph, normal form, interval graph

Introduction. Vantilborgh and van Lamsweerde [14] have introduced an extension of Dijkstra's PV system of primitives [4] (dubbed $\mathrm{PV}_{\text {chunk }}$ or $\mathrm{PV}_{\mathrm{c}}$ in [8]) allowing the semaphores to be updated by "chunks" that are arbitrary positive integers.

An analysis of the purely parallel behavior of systems of processes has been undertaken in [8]-[10]. Herein, we characterize, in a sense to be made precise below, the purely parallel behavior of $\mathrm{PV}_{\text {chunk }}$ systems (in the terminology of Lipton [8], the exclusion slices implicitly definable by $\mathrm{PV}_{\text {chunk }}$ systems). This solves a problem left open in [8] and [10].

1. Statement of the problem. A purely parallel program $\mathscr{P}$ is a program of the form

$$
\text { parbegin } Q_{1} / / \cdots / / Q_{m} \text { parend }
$$

where parbegin ... parend is Dijkstra's parallel block notation [4] and each $Q_{i}$ is a single statement of the form [8]

$$
\text { when } B\left(x_{1}, \cdots, x_{n}\right) \wedge b_{i}=1 \text { do } \Theta\left(x_{1}, \cdots, x_{n}\right) ; b_{i} \leftarrow 0 \text {; }
$$

where $x_{1}, \cdots, x_{n}$ are the program variables of $\mathscr{P}, B\left(x_{1}, \cdots, x_{n}\right)$ is a predicate, $b_{i}$ is a Boolean variable distinct from $x_{1}, \cdots, x_{n}, b_{1}, \cdots, b_{i-1}, b_{i+1}, \cdots, b_{m}$ and $\Theta\left(x_{1}, \cdots, x_{n}\right) ; b_{i} \leftarrow 0$; is a simultaneous assignment of the form

$$
x_{1} \leftarrow \Theta_{1}\left(x_{1}, \cdots, x_{n}\right) ; \cdots ; x_{n} \leftarrow \Theta_{n}\left(x_{1}, \cdots, x_{n}\right) ; b_{i} \leftarrow 0 .
$$

In use, assignments of the form $x_{j} \leftarrow x_{j}$ will be deleted. Each $Q_{i}$ is called a (purely parallel) process. Note that in a purely parallel program $\mathscr{P}$ each statement (corresponding to a process) can execute at most once.

[^8]A purely parallel system of processes is a pair $(\mathscr{P}, I)$, where $\mathscr{P}$ is a purely parallel program and $I$ is the vector of initial values of the program variables $x_{1}, \cdots, x_{n}$ and Boolean variables $b_{i}, i=1,2, \cdots, m$. Furthermore, it is required that for each $Q_{i}$ of the form

$$
\text { when } B\left(x_{1}, \cdots, x_{n}\right) \wedge b_{i}=1 \text { do } \Theta\left(x_{1}, \cdots, x_{n}\right) ; b_{i} \leftarrow 0
$$

the predicate $B\left(x_{1}, \cdots, x_{n}\right) \wedge b_{i}=1$ is true at $I$.
The concept of a purely parallel system of processes is a formalization of the notion of a synchronization problem with a fixed number of processes. For example, a purely parallel system of processes ( $\mathscr{P}, I$ ) which captures the underlying behavior of the reader-writer synchronization problem [2] with $k$ independent reader processes $R_{1}, R_{2}, \cdots, R_{k}$ and writer process $W$ is:
parbegin $W / / R_{1} / / R_{2} / / \cdots / / R_{k}$ parend with

$$
\begin{aligned}
& W: \text { when } x_{1}=0 \wedge x_{2}=0 \wedge b_{0}=1 \text { do } x_{2} \leftarrow x_{2}+1 ; b_{0} \leftarrow 0 ; \\
& R_{i}: \text { when } x_{2}=0 \wedge b_{i}=1 \text { do } x_{1} \leftarrow x_{1}+1 ; b_{i} \leftarrow 0 ;
\end{aligned}
$$

for $i=1,2, \cdots, k$ and $I=\left(x_{1}, x_{2}, b_{0}, b_{1}, \cdots, b_{k}\right)=(0,0,1,1, \cdots, 1)$.
It should be noted that because of the restriction to a fixed number of processes, the original reader-writer problem [2], where the number of processes is potentially infinite, cannot be accommodated in this framework.

A state of $(\mathscr{P}, I)$ is the vector of values of the program variables $x_{1}, \cdots, x_{n}$ and the Boolean variables $b_{i}, i=1,2, \cdots, m$. Let $Z$ be the set of states of $(\mathscr{P}, I)$. Each process $Q_{i}$ of the form

$$
\text { when } B\left(x_{1}, \cdots, x_{n}\right) \wedge b_{i}=1 \text { do } \Theta\left(x_{1}, \cdots, x_{n}\right) ; b_{i} \leftarrow 0 ;
$$

defines a partial function $\bar{Q}_{i}: Z \rightarrow Z$ as follows:
If the predicate $B\left(x_{1}, \cdots, x_{n}\right) \wedge b_{i}=1$ is true at $z \in Z$, then $\bar{Q}_{i}(z)$ is the resulting state after simultaneously executing all assignments $b_{i} \leftarrow 0$ and $x_{j} \leftarrow \Theta_{j}\left(x_{1}, \cdots, x_{n}\right), j=1,2, \cdots, n$. If the predicate $B\left(x_{1}, \cdots, x_{n}\right) \wedge b_{i}=1$ is false at $z \in Z$, then the function $\bar{Q}_{i}(z)$ is undefined at $z$.

A sequence $Q_{i_{1}} \cdots Q_{i_{k}}$ of processes defines a partial function $\bar{Q}_{i_{1}} \circ \cdots \circ \bar{Q}_{i_{k}}: Z \rightarrow Z$ by functional composition; that is,

$$
(z) \bar{Q}_{i_{1}} \circ \cdots \circ \bar{Q}_{i_{k}}=\bar{Q}_{i_{k}}\left(\cdots\left(\bar{Q}_{i_{2}}\left(\bar{Q}_{i_{1}}(z)\right)\right) \cdots\right) \quad \text { for } z \in Z .
$$

A computation of $(\mathscr{P}, I)$ is a sequence $Q_{i_{1}} \cdots Q_{i_{k}}$ of processes such that the partial function $\bar{Q}_{i_{1}} \circ \cdots \circ \bar{Q}_{i_{k}}$ is defined at $I$. Note that it follows from the definition of a purely parallel system of processes that no process can occur twice in a computation. The behavior of ( $\mathscr{P}, I$ ) is the (necessarily finite) set of computations of $(\mathscr{P}, I)$. The concept of the behavior of a purely parallel system of processes was introduced by Lipton [8], where it was termed "slice definable by a system of processes".

Let $(\mathscr{P}, I)$ be a purely parallel system of processes. We will say that a process $Q_{i}$ blocks process $Q_{j}$ provided that $Q_{i} Q_{j}$ is not a computation of $(\mathscr{P}, I)$. It follows from the definition of a purely parallel program that any process $Q_{i}$ blocks itself.

Consider the subclass $\mathscr{E}$ of the class of purely parallel systems of processes for which $Q_{i_{1}} \cdots Q_{i_{k}}$ is a computation if and only if for all $j$ and $l$ such that $1 \leqq j<l \leqq k, Q_{i_{j}}$ does not block $Q_{i r}$. In the terminology of Lipton [8], the class $\mathscr{E}$ corresponds to the "exclusion slices definable by a system of processes".

Many of the process synchronization problems studied in the literature are of this type. Examples are:

1. the "reader-writer problem" [2], in which "a writer (process) blocks all readers (processes) and all other writers", and "each reader blocks all writers" (note that a reader cannot block another reader), and
2. the "five dining philosophers problem" [5], where each of the five processes blocks exactly two other distinct processes and in turn is blocked only by these two processes.

Let $(\mathscr{P}, I)$ be in class $\mathscr{E}$. Utilizing the relation "blocks" on the processes of $(\mathscr{P}, I)$, the behavior of $(\mathscr{P}, I)$ may be expressed by a directed graph $G=(N, E)$, where node set $N$ corresponds with the processes of $(\mathscr{P}, I)$ and $E$ corresponds to the relation "blocks" on these processes (i.e. there is an edge ( $i, j$ ) in $E$ if and only if process $Q_{i}$ blocks process $Q_{i}$ ). Accordingly, $(\mathscr{P}, I)$ defines graph $G$ provided that there is a one-to-one correspondence $\gamma:\left\{Q_{1}, \cdots, Q_{m}\right\} \rightarrow N$ so that $Q_{i_{1}} \cdots Q_{i_{k}}$ is a computation of $(\mathscr{P}, I)$ if and only if $\left(\gamma\left(Q_{i j}\right), \gamma\left(Q_{i t}\right)\right) \notin E$, for all $1 \leqq j<l \leqq k$. With this correspondence, we say that graph $G$ is definable by the system $(\mathscr{P}, I)$.

The graphs definable by many systems of processes have been characterized [8], [10]. For example, the class of graphs definable by PV are all disjoint unions of complete graphs [8, pp. 86, 90] and the class of graphs definable by any of PV-multiple, up/ down, or vector addition systems is the class of symmetric graphs (a graph is said to be symmetric when the relation $E$ is symmetric) [10, § 5]. Also, vector replacement systems or Petri nets define all (directed) graphs [10, §5]. In contrast with these results, the characterization of the $\mathrm{PV}_{\mathrm{c}}$-definable graphs turns out to be considerably more intricate.

A purely parallel system of processes $(\mathscr{P}, I)$ is a purely parallel $\mathrm{PV}_{\text {chunk }}$ (abbreviated $\mathrm{PV}_{\mathrm{c}}$ ) system of processes provided that (a) there is a distinguished nonempty subset $\mathscr{S}$ of the program variables (the variables in $\mathscr{S}$ are called semaphores) and (b) there are only statements of the form:

1. when $S \geqq a \wedge b_{i}=1$ do $S \leftarrow S-a ; b_{i} \leftarrow 0$;
2. when true $\wedge b_{j}=1$ do $S \leftarrow S+c ; b_{j} \leftarrow 0$;
where $a$ and $c$ are positive integers and $S \in \mathscr{F}$. A statement of type 1 is denoted by $P[S, a]$, a "delay" or "wait" primitive in [14]. Statements of type 2 are denoted by $V[S, c]$, the "completion" primitives in [14].

It is important to note that if graph $G=(N, E)$ is defined by the $\mathrm{PV}_{c}$ system ( $\mathscr{P}, I)$, then a node $x$ in $G$ which corresponds to a $V[\cdot, \cdot]$ process in $\mathscr{P}$ is necessarily disconnected from all other nodes in $G$ since a $V[\cdot, \cdot]$ process can neither block nor be blocked by any other process in $\mathscr{P}$. Hence, without loss of generality we consider only the class of graphs defined by the class of purely parallel $\mathrm{PV}_{\mathrm{c}}$ systems of $P[\cdot, \cdot]$ processes. As an illustrative example, consider the purely parallel system $(\mathscr{P}, I)$ with $I=S=3$ and program $\mathscr{P}$ below:



FiG. 1. Graph definable by $\mathrm{PV}_{\mathrm{c}}$ system ( $\mathscr{P}, I$ )
This system defines the graph in Fig. 1.
It is easy to see that a graph definable by a $\mathrm{PV}_{\mathrm{c}}$ system-termed a $\mathrm{PV}_{\mathrm{c}}$-definable graph-is a disjoint union of graphs definable by $\mathrm{PV}_{\mathrm{c}}$ systems with a single semaphore. Thus in the remainder of this paper, " $\mathrm{PV}_{\mathrm{c}}$-definable" will mean " $\mathrm{PV}_{\mathrm{c}}$-definable using a single semaphore". In addition, in [10, Corollary 5.2.1] it is shown that the relation "blocks" on $P[\cdot, \cdot]$ processes is symmetric; therefore, any $\mathrm{PV}_{\mathrm{c}}$-definable graph may be considered as an undirected graph. In the sections following all graphs are assumed to be undirected. Also, since the relation blocks is reflexive (i.e. $\left(\gamma\left(Q_{i}\right), \gamma\left(Q_{i}\right)\right) \in E$ for $i=1,2, \cdots, m$ ), without loss of generality we consider only irreflexive graphs (no node is adjacent to itself) and implicitly assume that each process blocks itself. This assumption simplifies the presentation in the following sections.

Let $(\mathscr{P}, I)$ be a purely parallel $\mathrm{PV}_{\mathrm{c}}$ system of processes with a single semaphore $S$ whose initial value is $t$. Then the definition of a purely parallel $\mathrm{PV}_{\mathrm{c}}$ system implies $Q_{i_{1}} Q_{i_{2}} \cdots Q_{i_{k}}$ is a computation, with each $Q_{i_{j}}$ being a $P\left[S, a_{j}\right]$ process, if and only if $\sum_{j=1} a_{j} \leqq t$. With respect to the class of $\mathrm{PV}_{\mathrm{c}^{-}}$ definable graphs, the latter condition is equivalent to stating that the sets of nodes $\left\{\gamma\left(Q_{i_{1}}\right), \cdots, \gamma\left(Q_{i_{k}}\right)\right\}$ in $G$ is totally disconnected (i.e. $\gamma\left(Q_{i l}\right)$ is not adjacent to node $\gamma\left(Q_{i_{j}}\right)$ for any $\left.1 \leqq l \neq j \leqq k\right)$. It is precisely this class of graphs which is characterized in this paper.

In view of the preceding statements, the problem we pose and solve can be stated as a graph-theoretic problem. Therefore, the bulk of this paper pursues a self-contained graph-theoretic development and can be read without any knowledge of synchronizing primitives.
2. Fundamental graph theory concepts. This section introduces the fundamental concepts from graph theory required in this paper.

Definition. A graph $G=(N, E)$ consists of a finite set of nodes $N$ and a symmetric relation $E$ on $N$. Each unordered pair $x, y$ of nodes in $E$ is an edge of $G$ and the nodes $x$ and $y$ are said to be adjacent.

A graph $G$ is irreflexive provided that the relation $E$ is irreflexive (i.e. for all $x \in N,(x, x) \notin E)$. Henceforth, all graphs will be assumed to be irreflexive.

A graph $G=(N, E)$ is a labeled graph when a positive integer is associated with each node in $G$. Let $l(x)$ denote the label for $x \in N$. The cardinality of
graph $G$, denoted by $|G|$, is the cardinality of the set $N$.
A subgraph $s\left(N^{\prime}\right)=\left(N^{\prime}, E^{\prime}\right)$ of $G$ is the graph for which $N^{\prime} \subseteq N$ and $E^{\prime}=E \cap\left(N^{\prime} \times N^{\prime}\right)$.

A path in $G$ is a sequence of nodes $\left(x_{1}, x_{2}, \cdots, x_{k}\right)$ in which all nodes are distinct and there is an edge ( $x_{i}, x_{i+1}$ ) for all $1 \leqq i<k$. A graph is connected if there is a path between every pair of nodes. A connected component of graph $G=(N, E)$ is a connected subgraph $s\left(N^{\prime}\right)$ of $G$ such that there is no path from nodes in $N^{\prime}$ to nodes in $N-N^{\prime}$. A connected component is nontrivial provided that $\left|N^{\prime}\right|>1$.

The degree of a node $x$ in $G$, denoted $\operatorname{deg}(x)$, is the number of nodes adjacent to $x$. The set of all nodes adjacent to $x$ is denoted by ADJ $(x)$. If all nodes in $G$ have degree $|G|-1$, then $G$ is said to be a complete graph. A complete subgraph or clique of $G$ may be similarly defined. A graph is totally disconnected when the relation $E$ is $\varnothing$. A graph $G$ is called a proper graph if it is connected but not complete.

We now make precise the concept of a $\mathrm{PV}_{\mathrm{c}}$-definable graph as discussed in the previous section.

Definition. An irreflexive graph $G=(N, E)$ is $\mathrm{PV}_{\mathrm{c}}$-definable if and only if there is a positive integer $t$ (the threshold) such that the nodes of $G$ can be labeled by positive integers $\leqq t$, so that given a set $F$ of nodes, the subgraph $s(F)$ is totally disconnected if and only if $\sum_{z \in F} l(z) \leqq t$. Any complete graph (possibly empty) is $\mathrm{PV}_{\mathrm{c}}$-definable (let $t=1$ and $l(x)=1$ for each $x \in N$ ). Any labeling of $G$ which satisfies the aforementioned constraints is said to be an admissible labeling.

Example 1. The following graphs (see Fig. 2) are $\mathrm{PV}_{\mathrm{c}}$-definable with the labeling shown.

Example 2. The following graphs (see Fig. 3) are not $\mathrm{PV}_{\mathrm{c}}$-definable. Graph Fig. 3(a) represents the "dining philosophers" synchronization problem and is shown not to be $\mathrm{PV}_{\mathrm{c}}$-definable in [8, Thm. 9, p. 89] by an ad hoc argument. That the graphs in Fig. 3(b) and 3(c) are not $\mathrm{PV}_{\mathrm{c}}$-definable follows from Lemma 1 and Theorem 1 respectively.
3. Properties of $\mathbf{P V}_{\mathbf{c}}$-definable graphs. Several properties of $\mathrm{PV}_{\mathbf{c}}{ }^{-}$ definable graphs proven in Lemmas 1 through 6 will be utilized subsequently to characterize all $\mathrm{PV}_{\mathrm{c}}$-definable graphs. Also, these results are prerequisite to the derivation of an algorithm to determine whether an arbitrary graph is $\mathrm{PV}_{\mathrm{c}}-$ definable.


Fig. 2. Examples of $\mathrm{PV}_{\mathrm{c}}$-definable graphs


Fig. 3. Graphs that are not $\mathrm{PV}_{\mathrm{c}}$-definable

Lemma 0. Let $G$ be a $\mathrm{PV}_{\mathrm{c}}$-definable graph. If two nodes $x$ and $y$ in $G$ are adjacent, then $l(x)+l(y)>t$.

Proof. Obvious.
Lemma 1. If $G$ is $a \mathrm{PV}_{\mathrm{c}}$-definable graph, then there is at most one nontrivial connected component in $G$.

Proof. Assume there are at least two nontrivial connected components in $G$. Let $x$ and $y$ be adjacent nodes in one connected component, and $w$ and $z$ be adjacent nodes in another connected component. Applying the definition of a $\mathrm{PV}_{\mathrm{c}}$-definable graph any admissible labeling satisfies the following inequalities:

$$
\begin{align*}
& l(x)+l(y)>t  \tag{1}\\
& l(w)+l(z)>t \tag{2}
\end{align*}
$$

Also,

$$
\begin{align*}
& l(x)+l(w) \leqq t  \tag{3}\\
& l(y)+l(z) \leqq t \tag{4}
\end{align*}
$$

This is an immediate contradiction since (1) and (2) imply $l(x)+l(y)+l(w)+$ $l(z)>2 t$, and (3) and (4) imply $l(x)+l(w)+l(y)+l(z) \leqq 2 t$.

Lemma 1 implies that all $\mathrm{PV}_{\mathrm{c}}$-definable graphs consist of a possibly empty totally disconnected component and a possibly empty connected component. Several of the following lemmas concentrate on characterizing the connected component of a $\mathrm{PV}_{\mathrm{c}}$-definable graph.

Now the subgraph consisting of nodes of maximal degree in $G$ is characterized for a $\mathrm{PV}_{\mathrm{c}}$-definable graph.

Lemma 2. Let $G$ be a nonempty, connected $\mathrm{PV}_{\mathrm{c}}$-definable graph; then the set $C_{1}$ of the nodes in $G$ of degree $|G|-1$ is nonempty; thus $s\left(C_{1}\right)$ is a nonempty clique. Furthermore, any node in $G$ is adjacent to all nodes in $C_{1}$.

Proof. Clearly the lemma is valid for $|G| \leqq 1$; hence assume $|G| \geqq 2$. Consider any admissible labeling of $G$. Let $x$ be a node of maximal label. If a node $z$ is not adjacent to $x$, then for all nodes $y$,

$$
l(y)+l(z) \leqq l(x)+l(z) \leqq t
$$

and $z$ is not adjacent to any node in $G$. This contradicts the assumed
connectivity of $G$. Therefore $x$ is adjacent to all other nodes in $G$; thus $\operatorname{deg}(x)=|G|-1$. Let $C_{1}$ be the set of all nodes of degree $|G|-1$. By the above argument, $C_{1}$ is nonempty and $s\left(C_{1}\right)$ is clearly a clique.

Lemma 3 concerns itself with relationships between the degrees of the nodes and their associated labels.

Lemma 3. Consider any admissible labeling for $P V_{c}$-definable graph $G$. Then for any two nodes $x, y$ in $G, \operatorname{deg}(x)<\operatorname{deg}(y)$ implies $l(x)<l(y)$.

Proof. Assume $l(x) \geqq l(y)$. Then for all $z$ in $G, l(x)+l(z) \geqq l(y)+l(z)$. Hence any node adjacent to $y$ must be adjacent to $x$ and so $\operatorname{deg}(x) \geqq \operatorname{deg}(y)$, contrary to the hypothesis. Thus, $l(x)<l(y)$.

Lemma 4. If $G=(N, E)$ is a $\mathrm{PV}_{\mathrm{c}}$-definable graph, then any subgraph $G^{\prime}=s\left(N^{\prime}\right), N^{\prime} \subseteq N$ of $G$ is $\mathrm{PV}_{\mathrm{c}}$-definable.

Proof. Let $G$ be a $\mathrm{PV}_{\mathrm{c}}$-definable graph and consider any admissible labeling of $G$. We claim the subgraph $G^{\prime}$ is $\mathrm{PV}_{\mathrm{c}}$-definable. If $F \subseteq N^{\prime}$ and $s(F)$ is totally disconnected, then $s(F)$ is totally disconnected in $G$, implying $\sum_{z \in F} l(z) \leqq t$. Conversely, if $F \subseteq N^{\prime} \subseteq N$ and $\sum_{z \in F} l(z) \leqq t$, then since $G$ is $\mathrm{PV}_{\mathrm{c}}$-definable, it follows that $s(F)$ is totally disconnected in $G$ and thus in $G^{\prime}$. Hence, $G^{\prime}$ is $\mathrm{PV}_{\mathrm{c}}$-definable with the same labeling and threshold as $G$.

Lemma 5. If $G=(N, E)$ is a proper $\mathrm{PV}_{\mathrm{c}}$-definable graph, and letting $C_{1}=\{x \in G: \operatorname{deg}(x)=|G|-1\}$, then $D_{1}=\left\{x \in G: \operatorname{ADJ}(x)=C_{1}\right\}$ is nonempty.

Proof. Lemma 2 implies that $s\left(C_{1}\right)$ is a nonempty clique, and $G$ being proper implies $|G|>\left|C_{1}\right|$.

Assume $D_{1}=\varnothing$. Consider the nonempty subgraph $G^{\prime}=s\left(N-C_{1}\right)$ obtained by deleting all nodes in $C_{1}$ and all edges incident on these nodes. Since $D_{1}=\varnothing$ and $G$ is connected it must be that $G^{\prime}$ consists of one or more nontrivial connected components. However, Lemma 4 implies $G^{\prime}$ is $\mathrm{PV}_{\mathrm{c}^{-}}$ definable; thus it follows from Lemma 1 that $G^{\prime}$ is connected. But, $G^{\prime}$ is a nonempty, connected $\mathrm{PV}_{\mathrm{c}}$-definable graph; thus Lemma 2 implies there is at least one node $x$ in $G^{\prime}$ of degree $\left|G^{\prime}\right|-1$. This is a contradiction, since in $G$, $\operatorname{deg}(x)=\left(\left|G^{\prime}\right|-1\right)+\left|C_{1}\right|=|G|-1$; that is, $x \in C_{1}$. Hence, $D_{1}$ cannot be empty.

Lemma 6. Let $G$ be a proper $\mathrm{PV}_{\mathrm{c}}$-definable graph and let $C_{1}$ be defined as in Lemma 2; then the following statements regarding node $x$ in $G$ are equivalent.
(1) $\mathrm{ADJ}(x)=C_{1}$,
(2) $\operatorname{deg}(x)=\left|C_{1}\right|$,
(3) $x$ has minimal degree.

Proof. That (1) implies (2) is immediate and (2) implies (1) follows from Lemma 2. We now show that (2) implies (3). For any node $y$ in $G,\left|C_{1}\right| \leqq$ $\operatorname{deg}(y)$, since all nodes in $C_{1}$ are adjacent to $y$ by Lemma 2 . Thus if $\operatorname{deg}(x)=\left|C_{1}\right|$, then $x$ has minimal degree.

To show (3) implies (2), assume $x$ has minimal degree. For any proper $\mathrm{PV}_{\mathrm{c}}$-definable graph, Lemma 5 implies $D_{1}=\left\{y \in G: \operatorname{ADJ}(y)=C_{1}\right\}$ is nonempty. Thus there is a node $y$ in $D_{1}$ with $\operatorname{deg}(y)=\left|C_{1}\right|$, and $\operatorname{deg}(x) \leqq$ $\operatorname{deg}(y)=\left|C_{1}\right|$, since $x$ is of minimal degree. But, $x$ is in $G$ implying $\left|C_{1}\right| \leqq$ $\operatorname{deg}(x)$ by the above argument; therefore, $\operatorname{deg}(x)=\left|C_{1}\right|$.
4. Characterization of $\mathbf{P V}_{\mathbf{c}}$-definable graphs. In this section we characterize the $\mathrm{PV}_{\mathrm{c}}$-definable graphs in terms of a normal form representation.

Definition. A graph $G$ is said to be in Normal Form (NF) if either $G$ is empty or the nodes of $G$ can be partitioned into sets $C_{1}, C_{2}, \cdots, C_{k}$, $D_{0}, D_{1}, \cdots, D_{k-1}$ for $k \geqq 1$, where each $s\left(C_{i}\right), i=1,2, \cdots, k-1$ is a nonempty clique, $s\left(C_{k}\right)$ is a possibly empty clique, and each $s\left(D_{i}\right), i=$ $0,1, \cdots, k-1$ is a possibly empty totally disconnected subgraph, such that:

For every node $x$ in $C_{i}, i=1,2, \cdots, k-1$

$$
\operatorname{ADJ}(x)=\left(\left(\bigcup_{j=1}^{k} C_{j}-\{x\}\right) \cup\left(\bigcup_{j=i}^{k-1} D_{j}\right)\right)
$$

and for every node $x$ in $D_{i}, i=0,1, \cdots, k-1$

$$
\text { ADJ }(x)=\cup_{j=1}^{i} C_{j}\left(\text { by convention } \bigcup_{j=1}^{0} C_{j}=\varnothing\right) .
$$

Henceforth, a graph $G$ in normal form may be denoted $\left(\left(C_{1}, C_{2}, \cdots, C_{k}\right)\right.$, $\left(D_{0}, D_{1}, \cdots, D_{k-1}\right)$ ). We refer to $\left(\left(C_{1}, C_{2}, \cdots, C_{k}\right),\left(D_{0}, D_{1}, \cdots, D_{k-1}\right)\right)$ as the normal form representation for $G$. The integer $k$ will be called the depth of the normal form representation. Pictorially, a graph in normal form can be viewed as a "left recursive rooted binary tree" or a "comb". For the normal form illustrated in Fig. 4, the edges are assumed to be "upward transitive" (i.e. all the adjacency relationships following from $\left({ }^{*}\right)$ are assumed implicitly).

Some properties of the normal form representation follow directly from the definition.

Lemma 7. In a normal form representation $\left(\left(C_{1}, C_{2}, \cdots, C_{k}\right)\right.$, $\left(D_{0}, D_{1}, \cdots, D_{k-1}\right)$ ), if $x, y \in C_{i}, \quad 1 \leqq i \leqq k$ or $x, y \in D_{j}, \quad 1 \leqq j \leqq k-1$, then $\operatorname{deg}(x)=\operatorname{deg}(y)$.

Proof. That $\operatorname{deg}(x)=\operatorname{deg}(y)$, for $x, y$ in $C_{i}, 1 \leqq i \leqq k$ is clear from the normal form definition. Also, by definition, nodes $x, y$ in $D_{l}, 0 \leqq l \leqq k-1$ are adjacent to and only to every node in $C_{i}, j=1,2, \cdots, l$; thus $\operatorname{deg}(x)=\operatorname{deg}(y)$.

For a NF let $\operatorname{deg}\left(C_{i}\right)$ and $\operatorname{deg}\left(D_{j}\right)$ denote the degree of the nodes in $C_{i}$ and $D_{j}$ respectively.


Fig. 4. Normal form representation

Lemma 8. If $G$ has a NF representation $\left(\left(C_{1}, C_{2}, \cdots, C_{k}\right)\right.$, ( $D_{0}$, $\left.D_{1}, \cdots, D_{k-1}\right)$ ), then
(1) $\operatorname{deg}\left(D_{j}\right)=\sum_{i=1}^{j}\left|C_{i}\right|, j=0,1,2, \cdots, k-1$,
(2) $\quad \operatorname{deg}\left(C_{j}\right)=\operatorname{deg}\left(C_{j-1}\right)-\left|D_{j-1}\right|, j=2,3, \cdots, k$,
(3) $\sum_{i=1}^{j-1}\left|D_{i}\right|=\operatorname{deg}\left(C_{1}\right)-\operatorname{deg}\left(C_{j}\right), j=1,2, \cdots, k$.

Proof. The normal form definition implies that nodes in a nonempty $D_{j}$ are adjacent only to nodes in $C_{i}, i=1,2, \cdots, j$ and (1) follows. Equalities (a) and (b) below follow from the normal form (NF) definition.

$$
\begin{aligned}
& \text { (a) } \operatorname{deg}\left(C_{j}\right)=\sum_{r=1}^{k}\left|C_{r}\right|-1+\sum_{r=j}^{k-1}\left|D_{r}\right|, \\
& \text { (b) } \operatorname{deg}\left(C_{j-1}\right)=\sum_{r=1}^{k}\left|C_{r}\right|-1+\sum_{r+j-1}^{k-1}\left|D_{r}\right| .
\end{aligned}
$$

Subtracting (a) from (b) yields (2)

$$
\text { (2) } \quad \operatorname{deg}\left(C_{j-1}\right)-\operatorname{deg}\left(C_{j}\right)=\left|D_{j-1}\right| \text {. }
$$

Now, summing (2) for $i=2,3, \cdots, j$, we obtain

$$
\operatorname{deg}\left(C_{1}\right)-\operatorname{deg}\left(C_{j}\right)=\sum_{i=2}^{j}\left|D_{i-1}\right|=\sum_{i=1}^{j-1}\left|D_{i}\right| .
$$

Lemma 9. A graph $G$ which has a normal form representation $\left(\left(C_{1}, C_{2}, \cdots, C_{k}\right),\left(D_{0}, D_{1}, \cdots, D_{k-1}\right)\right)$ is $\mathrm{PV}_{\mathrm{c}}$-definable.

Proof. Assume $G$ has a normal form representation. Label all nodes in the (possibly empty) set $D_{j}$ using the following recursive scheme:

$$
\begin{aligned}
& l\left(D_{0}\right)=1, \\
& l\left(D_{j}\right)=\sum_{i=0}^{j-1}\left|D_{i}\right| l\left(D_{i}\right)+1, \quad j=1,2, \cdots, k-1 .
\end{aligned}
$$

Now label nodes in set $C_{k}$ (where $C_{k}$ may be empty):

$$
l\left(C_{k}\right)=\sum_{i=0}^{k-1}\left|D_{i}\right| l\left(D_{i}\right)+1 .
$$

Let the threshold $t=2 l\left(C_{k}\right)-1$ and label all nodes in set $C_{j}$ by $l\left(C_{j}\right)=$ $t-l\left(D_{j}\right)+1, j=1,2, \cdots, k-1$. Thus each node label is positive and $\leqq t$. It follows from this definition of the labeling that $l\left(D_{0}\right) \leqq l\left(D_{1}\right) \leqq \cdots \leqq l\left(D_{k-1}\right) \leqq$ $l\left(C_{k}\right) \leqq l\left(C_{k-1}\right) \leqq \cdots \leqq l\left(C_{1}\right) \leqq t$.

First we show that for any set of nodes $F$, if $s(F)$ is totally disconnected, then $\sum_{z \in F} l(z) \leqq t$.

By the definition of the NF, (a) the subgraph $s\left(\cup_{i=0}^{k-1} D_{i}\right)$ is totally disconnected, (b) any two distinct nodes in $\bigcup_{i=1}^{k} C_{i}$ are adjacent and (c) any node in $C_{i}$ is adjacent to all nodes in $D_{j}, i \leqq j \leqq k-1$. Thus if $s(F)$ is totally disconnected,

$$
F \subseteq \bigcup_{i=0}^{q} D_{i} \cup\{x\}, \quad \text { where } 0 \leqq q \leqq k-1 \text { and } x \in C_{j}, \quad q+1 \leqq j \leqq k .
$$

By the monotonicity property of the labeling scheme it suffices to consider only the case where

$$
F=\bigcup_{i=0}^{q} D_{i} \cup\{x\}, \quad 0 \leqq q \leqq k-1 \text { and } x \in C_{q+1} .
$$

Hence,

$$
\begin{aligned}
\sum_{z \in F} l(z) & =\sum_{i=0}^{q}\left|D_{i}\right| l\left(D_{i}\right)+l\left(C_{q+1}\right) & & \\
& =l\left(D_{q+1}\right)-1+l\left(C_{q+1}\right)=t, & & 0 \leqq q \leqq k-2 \\
& =l\left(C_{k}\right)-1+l\left(C_{k}\right)=t, & & q=k-1 .
\end{aligned}
$$

Now we show that $\sum_{z \in F} l(z) \leqq t$ implies $s(F)$ is totally disconnected. If $|F|=0$ or 1 , then the assertion is true; thus let $|F| \geqq 2$. By way of contradiction, assume $\sum_{z \in F} l(z) \leqq t$ and $s(F)$ is not totally disconnected. Hence there are nodes $x, y$ in $F$ for which $x$ and $y$ are adjacent. By hypothesis $l(x)+l(y) \leqq t$. There are two cases to be considered.

Case I. $x \in C_{i}$ and $y \in C_{j}$ for $1 \leqq i, j \leqq k$. Since $l\left(C_{i}\right) \geqq l\left(C_{k}\right)$ and $l\left(C_{j}\right) \geqq$ $l\left(C_{k}\right)$, it suffices to show that $\left\{l\left(C_{k}\right)+l\left(C_{k}\right)>t\right\}$, which follows immediately from $t=2 l\left(C_{k}\right)-1$.

Case II. $x \in C_{i}$ and $y \in D_{j}$ for $1 \leqq i \leqq j \leqq k-1$. Here $l(x)+l(y)=$ $t-l\left(D_{i}\right)+1+l\left(D_{j}\right)$. But $l\left(D_{i}\right) \leqq l\left(D_{j}\right)$, since $i \leqq j$. Accordingly $l(x)+l(y) \geqq$ $t+1>t$.

The labeling utilized in the proof of Lemma 9 is illustrated in Fig. 5.
Lemma 10. If $G=(N, E)$ is $\mathrm{PV}_{\mathrm{c}}$-definable, then $G$ has a NF representation.

Proof. The proof is by induction on $|G|$. The lemma is true if $|G| \leqq 1$. Assume all $\mathrm{PV}_{\mathrm{c}}$-definable graphs with at most ( $n-1$ ) nodes have a NF representation. Let $G=(N, E)$ be a $\mathrm{PV}_{\mathrm{c}}$-definable graph having $n$ nodes. Let


FIG. 5. Admissible normal form labeling


Fig. 6. Counterexample to degree labeling
$D_{0}=\{x \in G: \operatorname{ADJ}(x)=\varnothing\}$. If $D_{0} \neq \varnothing$, then let $x \in D_{0}$ and $G^{\prime}=S(N-\{x\})$. Lemma 4 implies $G^{\prime}$ is $\mathrm{PV}_{\mathrm{c}}$-definable and the induction hypothesis implies $G^{\prime}$ has a NF representation $\left(\left(C_{1}, \cdots, C_{k}\right),\left(D_{0}-\{x\}, D_{1}, \cdots, D_{k-1}\right)\right)$. That $\left(\left(C_{1}, \cdots, C_{k}\right),\left(D_{0}, D_{1}, \cdots, D_{k-1}\right)\right)$ is a NF representation for $G$ is immediate from the NF definition.

If $D_{0}=\varnothing$, then $G$ is connected and Lemma 2 implies the set of nodes $C_{1}=\{x \in G: \operatorname{deg}(x)=|G|-1\}$ form a nonempty clique $s\left(C_{1}\right)$. If $G$ is complete, it has a NF representation $\left(\left(C_{1}\right),(\varnothing)\right)$; otherwise, $G$ is proper $\mathrm{PV}_{\mathrm{c}}$-definable and Lemma 5 implies the set of nodes $D_{1}=\left\{x \in G: \operatorname{ADJ}(x)=C_{1}\right\}$ is nonempty. Let $x \in D_{1}$ and let $G^{\prime}=s(N-\{x\})$. Lemma 4 implies $G^{\prime}$ is $\mathrm{PV}_{\mathrm{c}}$-definable, thus by the induction hypothesis $G^{\prime}$ has a NF representation $\left(\left(C_{1}, \cdots, C_{k}\right)\right.$, $\left.\left(\varnothing, D_{1}-\{x\}, D_{2}, \cdots, D_{k-1}\right)\right)$. That $\left(\left(C_{1}, C_{2}, \cdots, C_{k}\right),\left(\varnothing, D_{1}, \cdots, D_{k-1}\right)\right)$ is a NF representation for $G$ follows immediately from the NF definition.

Remark. Lemmas 10, 7 and 3 may appear to imply that labeling each node with its degree is an admissible labeling for a connected $\mathrm{PV}_{\mathrm{c}}$-definable graph. In general this labeling technique fails as the counterexample in Fig. 6 demonstrates (i.e. in Fig. 6(a), $t \geqq 5$, but $2+2<5$ ).

Lemma 9 and Lemma 10 imply Theorem 1.
Theorem 1. A graph $G$ is $\mathrm{PV}_{\mathrm{c}}$-definable if and only if $G$ has a normal form representation.

It follows from Theorem 1 that the class of $\mathrm{PV}_{\mathrm{c}}$-definable graphs is a subclass of the class of interval graphs. The latter being a class which arises in numerous applications [13].

A graph $G=(N, E)$ is said to be an interval graph if there is a one-to-one correspondence $\psi$ between the vertices of $G$ and a set of open intervals on the real line so that $(x, y) \in E$ if and only if $\psi(x) \cap \psi(y) \neq \varnothing$ [6].

Corollary 1. The class of $\mathrm{PV}_{\mathrm{c}}$-definable graphs is a proper subclass of the class of interval graphs.

Proof. Let $G$ be a $\mathrm{PV}_{\mathrm{c}}$-definable graph with NF representation $\left(\left(C_{1}, C_{2}, \cdots, C_{k}\right),\left(D_{0}, D_{1}, \cdots, D_{k-1}\right)\right)$. Figure 7 illustrates a set of intervals corresponding to the nodes of $G$ which satisfy the definition of an interval graph. That the inclusion is proper follows from Lemma 1 and the graph in Fig. 3(b).

A normal form representation of a graph may not be unique. Figure 8 shows two normal form representations for the same graph. This nonuniqueness can be eliminated by defining a stronger normal form.

Definition. A normal form representation $\left(\left(C_{1}, \cdots, C_{k}\right)\right.$, $\left.\left(D_{0}, \cdots, D_{k-1}\right)\right)$ is said to be minimal provided that $\left|C_{k}\right| \neq 1$ and there exists


FIG. 7. Intervals for the NF representation
no other normal form representation $\left(\left(C_{1}^{\prime}, \cdots, C_{k^{\prime}}^{\prime}\right)\right.$, $\left.\left(D_{0}^{\prime}, \cdots, D_{k^{\prime}-1}^{\prime}\right)\right)$ for which $k^{\prime}<k$.

Lemma 11 demonstrates some important properties of the minimal NF representation.

LEMMA 11. The following statements regarding the nonempty $\mathrm{PV}_{\mathrm{c}^{-}}$ definable graph $G$ are equivalent.
(1) $\left(\left(C_{1}, C_{2}, \cdots, C_{k}\right),\left(D_{0}, D_{1}, \cdots, D_{k-1}\right)\right)$ is a minimal NF representation for $G$;
(2) $D_{j} \neq \varnothing$ for all $j=1,2, \cdots, k-1,\left|C_{k}\right| \neq 1$ and $C_{k}=\varnothing$ implies $\left|D_{k-1}\right| \geqq$ 2;
(3) $\operatorname{deg}\left(D_{0}\right)<\operatorname{deg}\left(D_{1}\right)<\cdots<\operatorname{deg}\left(D_{k-1}\right)<\operatorname{deg}\left(C_{k}\right)<\cdots<\operatorname{deg}\left(C_{1}\right)$; if $C_{k}=\varnothing$, then $\operatorname{deg}\left(C_{k}\right)$ is deleted from the inequality; if $D_{j}=\varnothing$, then $\operatorname{deg}\left(D_{j}\right)$ is deleted from the inequality;
(4) $\operatorname{deg}(x)=\operatorname{deg}(y)$ if and only if $x, y \in C_{i}, 1 \leqq i \leqq k$ or $x, y \in D_{j}, 0 \leqq j \leqq$ $k-1$.

Proof. First we show (1) implies (2). Assume $\left(\left(C_{1}, \cdots, C_{k}\right)\right.$, ( $D_{0}$, $\left.D_{1}, \cdots, D_{k-1}\right)$ ) is a minimal NF representation for $G$. By way of contradiction,


FIG. 8. Two normal form representations for the same graph
assume $D_{i}=\varnothing$ for some $i, 1 \leqq i \leqq k-1$. Let $x \in C_{i}$ and $y \in C_{i+1}$. Let $C=$ $\cup_{j=1}^{k} C_{j}$; then the NF definition implies

$$
\begin{aligned}
& \operatorname{ADJ}(x)=(C-\{x\}) \cup\left(\bigcup_{j=i}^{k-1} D_{j}\right), \\
& \operatorname{ADJ}(y)=(C-\{y\}) \cup\left(\bigcup_{j=i+1}^{k-1} D_{j}\right) .
\end{aligned}
$$

Since $D_{i}=\varnothing$, $\operatorname{ADJ}(x)=\operatorname{ADJ}(y)$. This is true for all $x \in C_{i}, y \in C_{i+1}, i<k-1$ and for $i=k-1$ in case $C_{k} \neq \varnothing$.Hence $\left(\left(C_{1}, \cdots, C_{i-1}, C_{i} \cup C_{i+1}, \cdots, C_{k}\right)\right.$, $\left(D_{0}, \cdots, D_{i-1}, D_{i+1}, \cdots, D_{k-1}\right)$ ) is a NF representation for $G$ with depth $(k-1)$. If $C_{k}=\varnothing$ and $D_{k-1}=\varnothing$, the contradiction is immediate. When $C_{k}=$ $\varnothing$ and $\left|D_{k-1}\right|=1,\left(\left(C_{1}, \cdots, C_{k-1} \cup\{x\}\right),\left(D_{0}, \cdots, D_{k-2}\right)\right)$, where $x \in D_{k-1}$ is a NF representation with smaller depth.

That (2) implies (3) follows from the NF definition, which implies:
(a) $\operatorname{deg}\left(D_{i}\right)=\sum_{j=1}^{i}\left|C_{j}\right|<\sum_{j=1}^{i+1}\left|C_{j}\right|=\operatorname{deg}\left(D_{i+1}\right), \quad i=0,1, \cdots, k-2$,
(b) $\quad \operatorname{deg}\left(D_{k-1}\right)=\sum_{j=1}^{k-1}\left|C_{j}\right|<\sum_{j=1}^{k}\left|C_{j}\right|-1=\operatorname{deg}\left(C_{k}\right), \quad$ when $\left|C_{k}\right| \geqq 2$,
(c) $\operatorname{deg}\left(D_{k-1}\right)=\sum_{j=1}^{k-1}\left|C_{j}\right|<\sum_{j=1}^{k-1}\left|C_{j}\right|-1+\left|D_{k-1}\right|=\operatorname{deg}\left(C_{k-1}\right)$, when

$$
C_{k}=\varnothing \text { implying }\left|D_{k-1}\right| \geqq 2,
$$

(d) $\operatorname{deg}\left(C_{i+1}\right)=(|C|-1)+\sum_{j=i+1}^{k-1}\left|D_{j}\right|<(|C|-1)+\sum_{j=i}^{k-1}\left|D_{j}\right|=\operatorname{deg}\left(C_{i}\right)$,

$$
i=1,2, \cdots, k-1 \text { since }\left|D_{i}\right| \geqq 1 .
$$

In view of Lemma 7, it is immediate that (3) implies (4).
We show (4) implies (1) by contradiction. Assume (4) is true and $\left(\left(C_{1}^{\prime}, \cdots, C_{l}^{\prime}\right),\left(D_{0}^{\prime}, \cdots, D_{l-1}^{\prime}\right)\right)$ is a minimal NF representation for $G$ where $l<k$. By a pigeon-hole argument, there exist at least two distinct nodes $x, y$ for which $\operatorname{deg}(x) \neq \operatorname{deg}(y)$ and $x, y \in C_{i}^{\prime}, 1 \leqq i \leqq l$ or $x, y \in D_{j}^{\prime}, 0 \leqq j \leqq l-1$. The contradiction follows from Lemma 7.

Corollary 2. The minimal NF representation for a $\mathrm{PV}_{\mathrm{c}}$-definable graph is unique.

Lemma 11 and Corollary 2 imply:
Corollary 3. A $\mathrm{PV}_{\mathrm{c}}$-definable graph $G$ is determined, up to isomorphism, by the $2 k$-tuple of nonnegative integers $\left(\left|C_{1}\right|,\left|C_{2}\right|, \cdots,\left|C_{k}\right|\right.$, $\left.\left|D_{0}\right|,\left|D_{1}\right|, \cdots,\left|D_{k-1}\right|\right)$, where $\left(\left(C_{1}, C_{2}, \cdots, C_{k}\right),\left(D_{0}, D_{1}, \cdots, D_{k-1}\right)\right)$ is the minimal NF representation for $G$.

Thus, this $2 k$-tuple of nonnegative integers is a complete set of isomorphism invariants [7] for the class of $\mathrm{PV}_{\mathrm{c}}$-definable graphs.

The definition of a $\mathrm{PV}_{\mathrm{c}}$-definable graph postulates the existence of a graph labeling which satisfies a condition over all totally disconnected subgraphs.

Applying Theorem 1, we proceed to show that this global condition is equivalent to a seemingly weaker local condition, which considers only pairs of nodes.

Lemma 12. A graph $G=(N, E)$ is $\mathrm{PV}_{\mathrm{c}}$-definable if and only if there is a labeling of $G$ and a positive integer $t$ such that $(x, y) \in E$ if and only if $l(x)+l(y)>t$. (This labeling may not constitute an admissible labeling of G.)

Proof. Necessity follows from Lemma 0 . We prove sufficiency by induction on $|G|$. The lemma is true when $|G| \leqq 1$. Assume the hypothesis is true for all graphs having at most $(n-1)$ nodes. Let $G=(N, E)$ be a labeled graph with $|G|=n$. Let $x$ and $y$ be nodes in $G$ with minimal and maximal label respectively. If $l(x)+l(y) \leqq t$, then $\operatorname{ADJ}(x)=\varnothing$. Let $G^{\prime}=s(N-\{x\})$. By the induction hypothesis $G^{\prime}$ is $\mathrm{PV}_{\mathrm{c}}$-definable and hence has a NF representation $\left(\left(C_{1}^{\prime}, \cdots, C_{k}^{\prime}\right),\left(D_{0}^{\prime}, \cdots, D_{k-1}^{\prime}\right)\right)$. But ADJ $(x)=\varnothing$, and thus, $G$ has NF representation $\left(\left(C_{1}^{\prime}, \cdots, C_{k}^{\prime}\right),\left(D_{0}^{\prime} \cup\{x\}, D_{1}^{\prime}, \cdots, D_{k-1}^{\prime}\right)\right)$ implying, by Theorem 1 that $G$ is $\mathrm{PV}_{\mathrm{c}}$-definable. If $l(x)+l(y)>t$, then $G$ is connected. Let $G^{\prime}=$ $s(N-\{y\})$ which is $\mathrm{PV}_{\mathrm{c}}$-definable by the induction hypothesis. There are two cases to be considered.

Case I. If $G^{\prime}$ is connected, then let $\left(\left(C_{1}^{\prime}, C_{2}^{\prime}, \cdots, C_{k}^{\prime}\right),\left(D_{0}^{\prime}, \cdots, D_{k-1}^{\prime}\right)\right)$ be a NF representation for $G^{\prime}$. In $G, \operatorname{ADJ}(y)=N-\{y\} ;$ therefore, $\left(\left(C_{1}^{\prime} \cup\{y\}, C_{2}^{\prime}, \cdots, C_{k}^{\prime}\right),\left(D_{0}^{\prime}, \cdots, D_{k-1}^{\prime}\right)\right)$ is a NF representation for $G$.

Case II. If $G^{\prime}$ is disconnected, let $\left(\left(C_{1}^{\prime}, \cdots, C_{k}^{\prime}\right),\left(D_{0}^{\prime}, D_{1}^{\prime}, \cdots, D_{k-1}^{\prime}\right)\right)$ be a NF representation for $G^{\prime}$. In $G, \operatorname{ADJ}(y)=N-\{y\}$; thus, $\left(\left(\{y\}, C_{1}^{\prime}, \cdots, C_{k}^{\prime}\right)\right.$, $\left(\varnothing, D_{0}^{\prime}, D_{1}^{\prime}, \cdots, D_{k-1}^{\prime}\right)$ ) is a NF representation for $G$.

The main results of this section are summarized in Theorem 2.
Theorem 2. For a graph $G=(N, E)$, the following statements are equivalent.
(1) $G$ is $\mathrm{PV}_{\mathrm{c}}$-definable,
(2) G has a NF representation,
(3) G has a minimal NF representation,
(4) there is a labeling of $G$ and a positive integer $t$ such that $(x, y) \in E$ if and only if $l(x)+l(y)>t$.

Proof. The equivalence of (1) and (2) follows from Theorem 1. That (2) is equivalent to (3) is immediate and Lemma 12 implies the equivalence of (1) and (4).
5. Algorithm for testing $\mathbf{P V} \mathbf{V}_{\mathbf{c}}$-definability. Whenever a problem of the nature discussed in the preceding sections arises, one is often interested in determining whether a given labeling of a graph is admissible or if an arbitrary graph is $\mathrm{PV}_{\mathrm{c}}$-definable. In this section we present an efficient algorithm to determine if a given graph is $\mathrm{PV}_{\mathrm{c}}$-definable.

A recursive algorithm for checking $\mathrm{PV}_{\mathrm{c}}$-definablility and constructing the minimal $N F$ for a graph $G=(N, E)$ is implicit in the definition of the NF. The algorithm proceeds as follows:

Let $D_{0}=\{x \in G: \operatorname{ADJ}(x)=\varnothing\}$ and $G^{\prime}=s\left(G-D_{0}\right)$.
Initially, let $i=1$ and $G_{i}=G^{\prime}$. If $G_{i}=\left(N_{i}, E_{i}\right)$ is empty, then $G$ is $\mathrm{PV}_{\mathrm{c}}$-definable. Otherwise, determine $C_{i}=\left\{x \in G_{i}: \operatorname{deg}(x)=\left|G_{i}\right|-1\right\}$. If $C_{i}=\varnothing$, then Lemma 2 implies $G$ is not $\mathrm{PV}_{\mathrm{c}}$-definable. Otherwise, determine $D_{i}=$ $\left\{x \in G: \operatorname{ADJ}(x)=C_{i}\right\}$. If $D_{i}=\varnothing$, then by Lemma $5, G$ is not $\mathrm{PV}_{\mathrm{c}}$-definable. Apply the above steps recursively to the new graph $G_{i+1}=s\left(N_{i}-\left\{C_{i} \cup D_{i}\right\}\right)$.


Fig. 9. Example of the algorithm

Figure 9 illustrates the execution of the algorithm. Observe that Lemma 11 implies this algorithm directly determines the minimal NF representation $\left(\left(C_{1}, \cdots, C_{k}\right),\left(D_{0}, D_{1}, \cdots, D_{k-1}\right)\right)$ for $G$. That is, any two nodes with the same degree are necessarily in the same set $C_{i}$ or $D_{j}$.

Given the degree of each node in a graph $G$, Algorithm A, to be presented below, tests for $\mathrm{PV}_{\mathrm{c}}$-definability of arbitrary graph $G$ in time $O(|G|)$. Note that given only graph $G$ (adjacency matrix or adjacency list), we require $O\left(|G|^{2}\right)$ time to find the degree of each node.

For any graph $G$, let $N[j]$ denote the cardinality of the set $\{x \in G: \operatorname{deg}(x)=j\}$. That is, $N[j]$ equals the number of nodes with degree $j$. Algorithm A is presented in an Algol programming language [3]. Comments are denoted by $\{\cdots\}$.

Algorithm A. Test graph $G=(N, E)$ for $\mathrm{PV}_{\mathrm{c}}$-definability.
Input. The integers $d(1), d(2), \cdots, d(m), m \geqq 1$, specifying the degree of each node in finite graph $G$.

Output. 1. Accept $G$, if $G$ is $\mathrm{PV}_{\mathrm{c}}$-definable.
2. Reject $G$, if $G$ is not $\mathrm{PV}_{\mathrm{c}}$-definable.

Method.
begin integer $m$;
string(3) definable;
input $(m)$;

integer array $d[1:: m], N[0:: m],\{N[i]=\#$ nodes of degree $i\}$
for $i:=1$ until $m$ do input $(d(i)$ );
for $i:=0$ until $m$ do $N[i]:=0$;
for $i:=1$ until $m$ do $N[d[i]]:=N[d[i]]+1$;
$\operatorname{deg}_{-} c i:=m-N[0]-1$; definable $:="$ yes"; $\left\{G^{\prime}=s\left(N-D_{0}\right)\right\}$
if $\operatorname{deg}_{-} c i=-1$ then $\operatorname{deg}_{-} d i:=0$ else $\operatorname{deg}_{-} d i:=N\left[\operatorname{deg}_{-} c i\right]$;
while ( deg_ $_{-} c i \geqq \operatorname{deg}_{-} d i$ ) and (definable $=$ "yes") do
begin \{nodes of degree $\left|G^{\prime}\right|-1$ form a nonempty clique $C_{i}$ (Lemma 2)
and $\left|D_{i}\right| \neq 0$ (Lemma 5). $\}$
if $N\left[\operatorname{deg}_{-} c i\right]=0$ or $N\left[\operatorname{deg}_{-} d i\right]=0$ then definable $:=$ "no"

```
            else begin
                deg_ci:= deg_ci-N[deg_di];{deg (C}\mp@subsup{C}{i+1}{})=\operatorname{deg}(\mp@subsup{C}{i}{})-|D|
                deg_di:= N[deg_ci]+deg_di;{deg (Di+1 )= |\mp@subsup{C}{i+1}{\prime}|+\operatorname{deg}(\mp@subsup{D}{i}{})}
            end;
        end;
    end;
    if definable = "yes" then output("accept") else output("reject");
end.
Before proving the correctness of Algorithm A, we illustrate the action of the algorithm in Example 3.
Example 3. Operation of Algorithm A.
(a) Let \(G\) be the normal form shown in Fig. 10a with Table 1 below:
```



Fig. 10a. Initially deg_ci=m-1=9 and deg_di=number of nodes of degree $9=1$. The algorithm halts, accepting $G$ on the third iteration, when $\operatorname{deg}\left(C_{3}\right)=5 \nexists 6=\operatorname{deg}\left(D_{3}\right)$.

TAble 1

|  | Degree | Number of nodes |
| :--- | :---: | :---: |
| $\operatorname{deg}\left(C_{1}\right)=$ | 9 | 1 |
| $\operatorname{deg}\left(C_{2}\right)=$ | 8 | 0 |
| $\operatorname{deg}\left(D_{3}\right)=$ | 7 | 3 |
| $\operatorname{deg}\left(C_{3}\right)=$ | 6 | 0 |
| $\operatorname{deg}\left(D_{2}\right)=$ | 5 | 2 |
|  | 4 | 2 |
| $\operatorname{deg}\left(D_{1}\right)=$ | 3 | 0 |

(b) Let $G$ be the graph shown in Fig. 10b with Table 2 on the next page.

Lemma 13. Algorithm A terminates.
Proof. By assumption graph $G$ is finite; thus $m$ is finite. In each iteration of the while loop the integer variable deg_ci is monotone decreasing and the positive variable deg_di cannot decrease.


First Iteration


Fig. 10b

TAble 2

|  | Degree | Number of nodes |
| :--- | :---: | :---: |
| $\operatorname{deg}\left(C_{1}\right)=$ | 6 | 1 |
| $\operatorname{deg}\left(C_{2}\right)=$ | 5 | $0^{*}$ |
|  | 4 | 0 |
|  | 3 | 3 |
| $\operatorname{deg}\left(D_{1}\right)=$ | 2 | 2 |

*The algorithm rejects $G$ on the second iteration, since the remaining subgraph is nonempty and $\left|C_{2}\right|=0$.

Lemma 14 relates the computational parameters in Algorithm A with the results of the previous sections.

Lemma 14. Given a graph $G=(N, E)$, if deg_ci $\geqq$ deg_di and definable $=$ "yes" prior to the ith iteration of Algorithm A, then the following assertions are valid:
(i) For each iteration, $j, 1 \leqq j<i$
(a) the set $C_{j}=\left\{x \in G: \operatorname{deg}(x)=\operatorname{deg}_{-} c i\right\} \neq \varnothing$,
(b) the set $D_{j}=\left\{x \in G: \operatorname{deg}(x)=\operatorname{deg}_{-} d i\right\} \neq \varnothing$.
(ii) If $G$ is $\mathrm{PV}_{\mathrm{c}}$-definable with minimal $\mathrm{NF} \quad\left(\left(C_{1}, \cdots, C_{k}\right)\right.$, $\left.\left(D_{0}, \cdots, D_{k-1}\right)\right)$ then
(a) deg_ci=deg $\left(C_{i}\right)$ and $C_{i}=\left\{x \in G: \operatorname{deg}(x)=\operatorname{deg}_{-} c i\right\}$,
(b) deg_di= $\operatorname{deg}\left(D_{i}\right)$ and $D_{i}=\left\{x \in G: \operatorname{deg}(x)=\operatorname{deg}_{-} d i\right\}$.
(iii) The subgraph $G^{\prime}=s\left(N-\left\{C_{1} \cup \cdots \cup C_{i-1} \cup D_{0} \cup \cdots \cup D_{i-1}\right\}\right)$ is not $a$ clique.
Proof. The sets $C_{j}$ and $D_{j}$ for $j=1,2, \cdots, i-1$ are clearly nonempty since definable $=$ "yes" prior to the $i$ th iteration.

We prove (ii) and (iii) by induction on $i$, the number of iterations of the while loop. Let $G^{\prime}=s\left(N-D_{0}\right)$, where $D_{0}=\{x \in G: \operatorname{deg}(x)=0\}$.

Basis. $i=1$. Prior to the first iteration, deg_ci=m-N[0]-1=|G|-1 and deg_di=N[|G'|-1]. By assumption $G$ is $\mathrm{PV}_{\mathrm{c}}$-definable and Lemma 4 implies $G^{\prime}$ is $\mathrm{PV}_{\mathrm{c}}$-definable. Hence, Lemma 2 implies (ii-a) and Lemma 5 implies (ii-b).

For (iii), if $G^{\prime}$ were a complete graph, then $\operatorname{deg}_{-} c i=\left|G^{\prime}\right|-1$ and deg_di= $N\left[\left|G^{\prime}\right|-1\right]=\left|G^{\prime}\right|$ which is a contradiction, since by assumption deg_ci$\geqq \mathrm{deg}_{-} d i$.

Induction step. Assume the assertions are true prior to the $i$ th iteration. Now, assume deg_ci $\geqq \operatorname{deg}_{\_} d i$ and definable = "yes" prior to the $(i+1)$ st iteration.

If $G^{\prime}$ is $\mathrm{PV}_{\mathrm{c}}$-definable with minimal NF $\left(\left(C_{1}, \cdots, C_{k}\right),\left(D_{0}, \cdots, D_{k-1}\right)\right)$, then (ii-a) applying the induction hypothesis

$$
\begin{aligned}
\text { deg_c }^{c}: & :=\operatorname{deg}_{-} c i-N\left[\operatorname{deg}_{-} d i\right] ; \\
& =\operatorname{deg}\left(C_{i}\right)-N\left[\operatorname{deg}\left(D_{i}\right)\right] \\
& =\operatorname{deg}\left(C_{i}\right)-\left|D_{i}\right| \\
& =\operatorname{deg}\left(C_{i+1}\right) \quad \text { by Lemma } 8,
\end{aligned}
$$

(ii-b) likewise,

$$
\begin{aligned}
\operatorname{deg}_{-} d i & :=N\left[\operatorname{deg}_{-} c i\right]+\operatorname{deg}_{-} d i \\
& =N\left[\operatorname{deg}\left(C_{i+1}\right)\right]+\operatorname{deg}\left(D_{i}\right) \\
& =\left|C_{i+1}\right|+\operatorname{deg}\left(D_{i}\right) \\
& =\left|C_{i+1}\right|+\sum_{j=1}^{i}\left|C_{j}\right| \quad \text { by Lemma } 8 \\
& =\operatorname{deg}\left(D_{i+1}\right) \quad \text { by the NF definition. }
\end{aligned}
$$

(iii) Assume $G^{\prime}=s\left(N-\left\{C_{1} \cup \cdots \cup C_{i} \cup D_{0} \cup \cdots \cup D_{i}\right\}\right)$ is a clique. If $G^{\prime}$ is a clique, then $G$ is $\mathrm{PV}_{\mathrm{c}}$-definable with the NF representation $\left(\left(C_{1}, \cdots, C_{i}, G^{\prime}\right)\right.$, $\left(D_{0}, \cdots, D_{i}\right)$ ). Prior to the $(i+1)$ st iteration, (ii-a) and (ii-b) above imply $\operatorname{deg}_{-} c i=\operatorname{deg}\left(C_{i+1}\right) \quad$ and $\quad \operatorname{deg} d i=N\left[\operatorname{deg}\left(C_{i+1}\right)\right]+\operatorname{deg}\left(D_{i}\right) . \quad$ By assumption $\operatorname{deg}_{-} c i \geqq \operatorname{deg}_{\_} d i$; hence

$$
\operatorname{deg}\left(C_{i+1}\right) \geqq N\left[\operatorname{deg}\left(C_{i+1}\right)\right]+\operatorname{deg}\left(D_{i}\right)
$$

or

$$
\left\{\operatorname{deg}\left(C_{i+1}\right)-\operatorname{deg}\left(D_{i}\right)\right\} \geqq N\left[\operatorname{deg}\left(C_{i+1}\right)\right] .
$$

However, in subgraph $G^{\prime}$, the left-hand side of $(\xi)$ is $\operatorname{deg}\left(G^{\prime}\right)$ and the right-hand side is $N\left[\operatorname{deg}\left(G^{\prime}\right)\right]$. Thus, $\operatorname{deg}\left(G^{\prime}\right) \geqq N\left[\operatorname{deg}\left(G^{\prime}\right)\right]$ which is a con-
tradiction to the assumption that $G^{\prime}$ is a clique (i.e. $\operatorname{deg}\left(G^{\prime}\right)=\left|G^{\prime}\right|-1<$ $\left.N\left[\left|G^{\prime}\right|-1\right]=N\left[\operatorname{deg}\left(G^{\prime}\right)\right]\right)$.

Theorem 3. Algorithm A accepts finite graph $G=(N, E)$ if and only if $G$ is $\mathrm{PV}_{\mathrm{c}}$-definable.

Proof. Assume $G$ is $\mathrm{PV}_{\mathrm{c}}$-definable. Hence, $G$ has a minimal NF representation $\left(\left(C_{1}, \cdots, C_{k}\right),\left(D_{0}, \cdots, D_{k-1}\right)\right)$. Initially Algorithm A considers the subgraph $G^{\prime}=s\left(N-D_{0}\right)$; that is, $\operatorname{deg}_{-} c i=m-N[0]-1$. Lemma 14 implies the algorithm cannot terminate with definable $=$ "no" prior to the $k$ th iteration. The remaining subgraph $G^{\prime}=C_{k}$ is a clique (vacuously if $C_{k}=\varnothing$ ); thus a contrapositive argument using Lemma 14 (iii) implies deg_ci<deg_di and the algorithm accepts $G$.

Algorithm A rejects $G$ only if $N\left[\operatorname{deg}_{-} c i\right]=0$ or $N\left[\operatorname{deg}_{-} d i\right]=0$. Lemma 14 (iii) implies that $G^{\prime}=s\left(N-\left\{C_{1} \cup \cdots \cup C_{i-1} \cup D_{0} \cup \cdots \cup D_{i-1}\right\}\right)$ is not a clique and hence $G^{\prime} \neq \varnothing$. We claim $G^{\prime}$ is not a $\mathrm{PV}_{\mathrm{c}}$-definable graph if either $N\left[\operatorname{deg}_{-} c i\right]=0$ or $N\left[\operatorname{deg}_{-} d i\right]=0$, thus by Lemma $4 G$ is not $\mathrm{PV}_{\mathrm{c}}$-definable.

When $N\left[\mathrm{deg}_{-} c i\right]=0$, Lemma 14 (ii-a) and Lemma 2 suffice to prove that $G^{\prime}$ is not $\mathrm{PV}_{\mathrm{c}}$-definable. When $N\left[\mathrm{deg}_{-} d i\right]=0$, Lemma 14 (ii-b) and Lemma 5 imply $G^{\prime}$ is not $\mathrm{PV}_{\mathrm{c}}$-definable.

The running time of Algorithm A is $O(|N|)$. This is clear since $m=|N|$ and all for loops and the while loop are iterated at most $m$ times. Also, minor modifications to the algorithm could be made so that the minimal NF representation $\left(\left(C_{1}, \cdots, C_{k}\right),\left(D_{0}, \cdots, D_{k-1}\right)\right)$ for $G$ was determined explicitly. This is accomplished by listing, at the beginning of the while loop, (a) the loop iteration number $i=1,2, \cdots, k$, (b) $\operatorname{deg}_{-} c i=\operatorname{deg}\left(C_{i}\right)$ and (c) $\operatorname{deg}_{-} d i=$ $\operatorname{deg}\left(D_{i}\right)$. Since the degree of each node is unique the sets $C_{i}$ and $D_{i-1}$, $i=1,2, \cdots, k$ may easily be determined from the numbers listed.

The careful reader may have observed that the set $\{\operatorname{deg}(x): x \in N\}$ is another complete set of isomorphism invariants for the class of $\mathrm{PV}_{\mathrm{c}}$-definable graphs (refer to the remark following Corollary 3).
6. Discussion and conclusion. In this paper, we have characterized-in terms of a normal form representation-the class of graphs which are definable by the class of purely parallel $\mathrm{PV}_{\mathrm{c}}$ systems of processes.

A normal form representation can be interpreted as a hierarchial structure of asynchronous processes where each process in $C_{i}$ can block (i) any process in $D_{i}, j \geqq i$ and (ii) any process in $C_{j}$, for all $1 \leqq j \leqq k$, while the processes in $\bigcup_{i=0}^{k} D_{i}$ cannot block each other. One can think of this situation as a "readerwriter" problem where there is a hierarchy of writers (the $C_{i}$ 's) and a hierarchy of readers (the $D_{j}$ 's). In the case $k=2$ with $D_{0}$ and $C_{2}$ empty, the normal form represents the classical reader-writer problem [2].

A possible application of a hierarchical ordering described by the normal form representation is to synchronizing a shared data base that is accessed by several processes that can read or write into nested segments of the data base.

An example is presented below:
Example 4. Consider the following process synchronization problem. There are seven sequential (not purely parallel) processes $Q_{1}, Q_{2}, \cdots, Q_{7}$ which require access to specified segments of a common memory $M$. The memory $M$


Fig. 11. Blocking relation for Example 4
is partitioned into three segments $A, B$ and $C$. The memory access requirements for each process are:

$$
\begin{aligned}
& Q_{1} \text {-can only write into all of memory } M \\
& Q_{2} \text {-can only read from memory segment } C \\
& Q_{3} \text {-can only read from memory segment } C \\
& Q_{4} \text {-can only write into memory segment } B \cup A \\
& Q_{5} \text {-can only write into memory segment } B \cup A \\
& Q_{6} \text {-can only read from memory segment } B \\
& Q_{7} \text {-can only write into memory segment } A .
\end{aligned}
$$

Figure 11 illustrates a $N F$ representation whose nodes correspond to the processes $Q_{1}, \cdots, Q_{7}$ and edges correspond to the block relationship on these processes.

A program, which "solves" this synchronization problem is given below. Initially $S=11$.
parbegin $Q_{1} / / Q_{2} / / \cdots / / Q_{7}$ parend where

| $Q_{1}: P[S, 11]$ | $Q_{2}: P[S, 1]$ | $Q_{3}: P[S, 1]$ | $Q_{4}: P[S, 8]$ |
| :---: | :---: | :---: | :---: |
| WRITE $[M]$ | $\operatorname{READ}[C]$ | $\operatorname{READ}[C]$ | WRITE $[B \cup A]$ |
| $V[S, 11]$ | $V[S, 1]$ | $V[S, 1]$ | $V[S, 8]$ |


| $Q_{5}: P[S, 8]$ | $Q_{6}: P[S, 3]$ | $Q_{7}: P[S, 6]$ |
| :---: | :---: | :---: |
| WRITE $[B \cup A]$ | $\operatorname{READ}[B]$ | WRITE $[A]$ |
| $V[S, 8]$ | $V[S, 3]$ | $V[S, 6]$ |

In conclusion, we expect that our results and techniques will be helpful in attacking the major problem left open in [8] and [10] concerning the relation between PV chunk and PV multiple systems of processes.

Note. Martin Golumbic has pointed out that the $\mathrm{PV}_{\mathrm{c}}$-definable graphs are a subclass of the permutation graphs. After this paper was submitted for publication, the $\mathrm{PV}_{\mathrm{c}}$-definable graphs (under the name of threshold graphs) were introduced and studied by V. Chvatal and P. L. Hammer in Aggregation of inequalities in integer programming, Tech. Rep. STAN-CS-75-518, Stanford University, August 1975.
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Note added in proof. The notion of a $\mathrm{PV}_{\mathrm{c}}$-definable graph can be generalized, replacing the function $\sum_{z \in F} l(z)$ by a function monotone in each variable. It can be shown, however, that with this generalized definition, one still obtains exactly the class of graphs discussed in this paper.
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# EVALUATING RELATIONAL EXPRESSIONS WITH DENSE AND SPARSE ARGUMENTS* 

T. G. SZYMANSKI AND J. D. ULLMAN $\dagger$


#### Abstract

We consider expressions whose arguments are relations and whose operators are chosen from among $\cup, \circ,{ }^{*}$, and ${ }^{-1}$. We further assume that operands may be designated "sparse" or "dense", in a manner to be made formal subsequently. Our aim is to determine whether the evaluation of such an expression is (a) as hard as general transitive closure, (b) as hard as transitive closure for sparse graphs, (c) as hard as finding connected components of an undirected graph.


Key words. computational complexity, relation, graph, sparse relation, sparse graph, composition, transitive closure

1. The model. Let us consider expressions with operators union $(U)$, composition ( () , reflexive and transitive closure $\left(^{*}\right)$ and inverse $\left({ }^{-1}\right)$, whose operands are relation symbols chosen from two alphabets $\mathscr{S}$ (the sparse relations) and $\mathscr{D}$ (the dense relations). Intuitively, a relation obtained by some mechanism is said to be "sparse" if the number of pairs in the relation forms a useful upper bound on the "size" of the relation for the purpose of complexity analysis. If only the square of the domain size is a useful bound then the relation is "dense." We shall make these ideas formal shortly.

Example 1. The relations $\rho, \mu$ and $\lambda$ on the grammar symbols of a context free grammar are defined as follows. (See [4] for additional details.)
(i) $A \rho X$ if there is a production of the form $A \rightarrow \alpha X \beta$ for some strings of symbols $\alpha$ and $\beta$, where $\beta$ is the empty string or derives the empty string.
(ii) $A \lambda X$ if there is a production of the form $A \rightarrow \alpha X \beta$ for some strings $\alpha$ and $\beta$, where $\alpha$ is or derives the empty string.
(iii) $X \mu Y$ if there is a production of the form $A \rightarrow \alpha X \beta Y \gamma$ for some nonterminal $A$ and strings $\alpha, \beta$ and $\gamma$, where $\beta$ either is or derives the empty string.

The "follows" relation is defined to be $\left(\rho^{-1}\right)^{*} \mu \lambda^{*}$.
For complexity analysis we usually take the "size" of a grammar problem to be the length of all the productions of the grammar, written out. By rules (i) and (ii), the relations $\rho$ and $\lambda$ for a grammar of size $n$ can have no more than $n$ pairs, since each position of each production right side gives rise to at most one pair for each relation. Thus, $\rho$ and $\lambda$ may be regarded as sparse. In contrast, a grammar of size $n$ can give rise to on the order of $n^{2}$ pairs in the $\mu$ relation. Consider, for example, a grammar with productions $S \rightarrow A_{1} A_{2} \cdots A_{k}$ and $A_{i} \rightarrow \varepsilon$ for all $i$, $1 \leqq i \leqq k$. The size of this grammar is $O(k)$, yet $A_{i} \mu A_{i}$ for all $i<j$, so $\mu$ has $O\left(k^{2}\right)$ pairs. However, the domain of $\mu$, the set of grammar symbols, is also $O(k)$, so no relation on this domain can have more than $O\left(k^{2}\right)$ pairs. We thus regard $\mu$ as dense for our purposes.
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Fig. 1. Expression tree

If we use $S_{1}$ and $S_{2}$, symbols in $\mathscr{S}$, for $\rho$ and $\lambda$, and we use $D_{1}$ in $\mathscr{D}$ for $\mu$, then the "follows" relation can be represented by the expression tree shown in Fig.1.

Our goal is to characterize the complexity of evaluating relational expressions in terms of the following parameters of a set of argument relations:

1. $n$, the number of elements in the domains and ranges of the arguments,
2. $e$, the sum of the sizes of the arguments, where the size of a relation is the number of pairs in that relation,
3. $e_{s}$, the sum of the sizes of those arguments designated as "sparse," that is, those arguments associated with operand symbols in $\mathscr{S}$.

We shall henceforth assume that for any set of arguments, both $e$ and $e_{s}$ are at least as great as $n$.

Our results involve the classification of expressions into three categories, (i) those expressions which may be evaluated in $O(e)$ time and hence are very easy to compute, (ii) those expressions which may be evaluated in $O\left(n e_{s}\right)$ and whose complexity is therefore independent of the number of pairs in their dense arguments, and (iii) those expressions which require as much time for evaluation as the composition of arbitrary relations. The best known algorithm for this latter problem requires $O\left(\min \left(n^{2.81}, n e\right)\right)$ time and is equivalent in complexity to the problem of computing the transitive closure of an arbitrary relation (see. [1], [2], [3], [6]).

The motivation for separating the operands of an expression into two disjoint classes stems from the fact that in many applications of interest (see [4] for some specific examples) certain arguments are known always to have at most $O(n)$
pairs. If these arguments correspond to operands which are designated "sparse" and if the expression in question has an $O\left(n e_{s}\right)$ evaluation algorithm, then $O\left(n^{2}\right)$ time suffices for evaluating the expression on the relations of interest.

We shall now give a precise meaning to the statement that an expression is "hard."

Definition 1. The evaluation of an expression $\mathscr{E}$ is said to be as hard as composition if the existence of an $f(n, e)$ time bounded algorithm for $\mathscr{E}$ implies that for some constant $c$ there exists an $O(f(c n, c e))$ time bounded algorithm for composing arbitrary relations.

The reader should note that the equivalence of composition and transitive closure, as far as computation time is concerned, implies that no expression over the operators $\left(\circ, \cup,^{*},{ }^{-1}\right)$ is strictly harder than composition.
2. A class of easy expressions. In this section we shall show that any expression known to yield an equivalence relation on a particular set of arguments may be evaluated in $O(e)$ time; the problem essentially reduces to finding connected components on an undirected graph. In fact we can prove a slightly stronger result.

Definition 2. A relation $R$ is said to have property P if $a R d, c R d$ and $c R b$ imply $a R b$. That is, the images of any two domain elements are either disjoint or identical.

Theorem 1. Let $\mathscr{E}$ be any expression over operators ${ }^{\circ}, \cup,{ }^{*}$ and ${ }^{-1}$; let $R$ be the relation produced by applying $\mathscr{E}$ to some list of arguments with parameters $n$ and $e$. Suppose that $R$ is known to have property P . Then $R$ may be computed in $O(e)$ time, in the sense that we can in this amount of time build a structure from which the answer to " $a R b$ ?" can be obtained in constant time.

Proof. By [4] we can construct for $R$ a directed representation graph, $G=$ $(V, E)$ with the following properties:
(i) There are disjoint subsets $\mathscr{I}$ and $\mathcal{O}$ of $V$, such that for each $a$ in the domain of $R$ there is a node $\mathscr{I}(a)$ in $\mathscr{I}$ "representing" $a$. Similarly, for each $b$ in the range of $R$ there is a representative $\mathcal{O}(b)$ in $\mathcal{O}$.
(ii) The number of nodes of $G$ is $O(n)$ and the number of edges is $O(e) . G$ can be constructed from $\mathscr{E}$ and its arguments in $O(e)$ time.
(iii) No edge enters $\mathscr{I}$ or leaves $\mathscr{O}$.
(iv) There is a path from $\mathscr{I}(a)$ to $\mathscr{O}(b)$ if and only if $a R b$.

The following steps suffice to compute $R$ in $O(e)$ time.

1. Construct $G=(V, E)$, the representation graph for $R$.
2. Eliminate all nodes not reachable from a member of $\mathscr{I}$ or which do not reach a member of $\mathcal{O}$. This can be done by a straightforward application of depth-first search (see [1], [5], e.g.). Call the result $G^{\prime}$.
3. From $G^{\prime}$ construct $G^{\prime \prime}$, an undirected graph having an edge $(v, w)$ if and only if $G^{\prime}$ has an edge $v \rightarrow w$ or $w \rightarrow v$.
4. Find connected components of $G^{\prime \prime}$. Then $a R b$ if and only if $\mathscr{I}(a)$ and $\mathscr{O}(b)$ are in the same connected component of $G^{\prime \prime}$.

To show that the above works we must prove that $a R b$ if and only if there is a path from $\mathscr{I}(a)$ to $\mathscr{O}(b)$ in $G^{\prime \prime}$. The hard part is to show that if there is a sequence of nodes $v_{1}, v_{2}, \cdots, v_{k}$ of $G^{\prime}$, such that $v_{1}=\mathscr{I}(a), v_{k}=\mathscr{O}(b)$, and for $1 \leqq i<k$, either


Fig. 2. Paths in $G^{\prime}$
$v_{i} \rightarrow v_{i+1}$ or $v_{i+1} \rightarrow v_{i}$, then there is another path $\mathscr{I}(a) \rightarrow w_{2} \rightarrow w_{3} \rightarrow \cdots \rightarrow w_{r} \rightarrow \mathcal{O}(b)$ in $G^{\prime}$, so $a R b$.

We proceed by induction on the number of values of $i$ such that $v_{i} \rightarrow v_{i+1}$ in $G^{\prime}$ is false. The basis, zero, is trivial, as $v_{1} \rightarrow v_{2} \rightarrow \cdots \rightarrow v_{k}$ is then a path in $G$. For the induction, let $j$ be the smallest value for $i$ for which $v_{i} \rightarrow v_{i+1}$ is false. Then $v_{j+1} \rightarrow v_{j}$.

By step 2 of the algorithm, we can find $c$ and $d$ such that there are paths from $\mathscr{I}(c)$ to $v_{j+1}$ and from $v_{j}$ to $\mathcal{O}(d)$ in $G^{\prime}$, as shown in Fig. 2. Then there are in $G^{\prime}$, (and hence in $G$ ) paths from $\mathscr{I}(a)$ to $\mathscr{O}(d)$ and from $\mathscr{I}(c)$ to $\mathscr{O}(d)$. Moreover, by the inductive hypothesis, a path from $\mathscr{I}(c)$ to $\mathscr{O}(b)$ exists in $G$. Thus $a R d, c R d$ and $c R b$, so $a R b$ follows by property P .

Corollary. Let $\mathscr{E}$ be an expression over operators $\circ, \cup,^{*}$ and ${ }^{-1}$, and let $R$ be the result of applying $\mathscr{E}$ to a set of arguments with parameter $e$. Suppose that $R$ is known to be an equivalence relation. Then $R$ may be computed in $O(e)$ time in the sense of Theorem 1.

Proof. Every equivalence relation has property P.
Example 2. It is not necessary that $\mathscr{E}$ satisfy the condition of Theorem 1 or its corollary for every value of its arguments. The algorithm of Theorem 1 will work on any particular set of arguments that happen to make $\mathscr{E}$ have property P. Thus, if $G=(V, E)$ is any undirected graph, we can determine in $O(|E|+|V|)^{1}$ time a relation such that $v R w$ if and only if there is a path from $v$ to $w$ of even length. That is, $R=(E \circ E)^{*}$. Note that the expression $(E \circ E)^{*}$ is only an equivalence relation if $E$ is symmetric, as it will be for an undirected graph. We could also write the formula $R=\left(\left(E \cup E^{-1}\right) \circ\left(E \cup E^{-1}\right)\right)^{*}$ and be assured that $R$ was an equivalence relation independent of $E$.

Theorem 1 is slightly more general than its corollary in that certain expressions can be shown to yield relations which are not necessarily equivalence relations but which always have property $P$. The simplest such expression known to us is

$$
\left(R \circ R^{-2} \circ R \circ R^{-1} \circ R^{2} \circ R^{-1} \circ R \circ R^{-2} \circ R\right)^{*} .
$$

3. A tool for proving expressions hard. In this section we shall develop a theorem which may be used to prove that the evaluation of certain relational expressions requires asymptotically as much time as the composition of arbitrary relations. Although the theorem can be stated and proved for expressions with
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Fig. 3. Transformation to normal form
multiple operands, we shall develop the simpler case of single operand expressions. This less general result will still be sufficiently powerful to handle the applications in $\S 4$.

Definition 3. We say that an expression $\mathscr{E}$ is in normal form if in the tree corresponding to $\mathscr{E}$, all ${ }^{-1}$ operators are parents of leaves.

Any expression over the operators with which we are concerned may be uniquely put into normal form by repeated application of the following identities:

$$
\begin{aligned}
\left(\mathscr{E}_{1} \cup \mathscr{E}_{2}\right)^{-1} & =\mathscr{E}_{1}^{-1} \cup \mathscr{E}_{2}^{-1} \\
\left(\mathscr{E}_{1} \circ \mathscr{E}_{2}\right)^{-1} & =\mathscr{E}_{2}^{-1} \circ \mathscr{E}_{1}^{-1} \\
\left(\mathscr{E}_{1}^{*}\right)^{-1} & =\left(\mathscr{E}_{1}^{-1}\right)^{*} \\
\left(\mathscr{E}_{1}^{-1}\right)^{-1} & =\mathscr{E}_{1}
\end{aligned}
$$

Example 3. The expression $\left(R^{-1} \circ R^{*}\right)^{-1}$ may be transformed to normal form as shown in Fig. 3.

It should be clear that the transformation of an arbitrary expression to normal form can be performed efficiently and can at most double the number of operators in the expression. Moreover, the evaluation of the new expression is as hard as composition if and only if the evaluation of the original expression was as hard as composition.

Definition 4. Let $\mathscr{E}$ be an expression with one operand, in normal form. The set of path schemes of $\mathscr{E}$, denoted $P(\mathscr{E})$, is the set of strings over the two symbol alphabet $\left\{R, R^{-1}\right\}$ defined by interpreting $\mathscr{E}$ as a regular expression over this alphabet.

A path scheme can naturally be interpreted as a sequence of "go forward" and "go backward" instructions.

If we let $S$ be a relation, we may take a path scheme $p_{1} p_{2} \cdots p_{m}$ for $\mathscr{E}$, and starting at some $s$ in the domain of $S$, walk the edges of $S$. At the $i$ th step of the
walk we follow an edge forward if $p_{i}$ is $R$, i.e., a "go forward" instruction, and we follow an edge backward if $p_{i}$ is $R^{-1}$, i.e., a "go backward" instruction. After following "instructions" $p_{1} p_{2} \cdots p_{m}$ we arrive at some node $t$ of $S$ 's graph; there could be many such $t$ 's possible. We can show that the $t$ 's we can reach by this process are exactly the objects for which $s \mathscr{E}(S) t$, where $\mathscr{E}(S)$ is expression $\mathscr{E}$ with actual parameter $S$ substituted for formal parameter $R$. We make these statements precise with the next definition and lemma.

Definition 5. Let $S$ be any relation. A sequence of $S$ 's domain ${ }^{2}$ elements, $v_{1}, v_{2}, \cdots, v_{r}$ is said to be a path induced by $\mathscr{E}$ if there exists a path scheme $\Pi$ in $P(\mathscr{E})$ such that
(i) $\Pi=p_{1} p_{2} \cdots p_{r-1}$, where each $p_{i}$ is either $R$ or $R^{-1}$,
(ii) $v_{i} S v_{i+1}$ whenever $p_{i}=R$,
(iii) $v_{i} S^{-1} v_{i+1}$ whenever $p_{i}=R^{-1}$.

There is a natural correspondence between paths induced in $S$ by $\mathscr{E}$ and the relation $\mathscr{E}(S)$. This correspondence is described in the following lemma.

Lemma 1. Let $\mathscr{E}$ be a normal form expression with a single operand. Let $S$ be a relation and let s and tbe elements of the domain of $S$. Then $s \mathscr{E}(S) t$ if and only if $\mathscr{E}$ induces a path from sto $t$ in $S$.

Proof. The proof is a simple induction on the number of occurrences of the operators ${ }^{\circ}, *$ and $\cup$ in the normal form expression $\mathscr{E}$.

Example 4. Let us consider the single operand expression $\mathscr{E}=$ $\left[R \circ\left(R \cup R^{-1}\right)\right]^{*}$. The set of path schemes $P(\mathscr{E})$ of $\mathscr{E}$ is precisely the set of even length strings whose odd positions are $R$ and whose even positions are either $R$ or $R^{-1}$.

Now consider the relation $S$ depicted by the following directed graph.


The path 121 is induced in $S$ by the path scheme $R R^{-1}$ and so we conclude by Lemma 1 that $1 \mathscr{E}(S) 1$. The path 123 is induced by both $R R$ and $R R^{-1}$ and so $1 \mathscr{E}(S) 3$. Finally, $1 \mathscr{E}(S) 4$ because the path 1231234 is induced by the path scheme $R R^{-1} R R R R^{-1}$.

The motivation for considering path schemes is that we would like to show composition of relations to be embedded in particular expressions $\mathscr{E}$. The path scheme provides a useful formalism for discussing such embeddings.

The next theorem is the main result of this section. It says that if every path induced by an expression $\mathscr{E}$ in a particular relation $S$ is of a certain form, then any algorithm for evaluating $\mathscr{E}$ on an arbitrary argument $R$ requires as much time as the composition of arbitrary relations of the same size as $R$.

Theorem 2. Let $\mathscr{E}$ be an expression with a single operand. Suppose there exists a relation $S$ with domain elements $s, t, x, \bar{x}, y$ and $\bar{y}$ such that

[^11]1. $\mathscr{E}$ induces at least one path in $S$ from $s$ to $t$;
2. for every induced path $v_{1} \cdots v_{r}$ with $v_{1}=s$ and $v_{r}=t$ there exists a unique pair of integers $p$ and $q$ such that
(a) $1 \leqq p<q<r$,
(b) one of $v_{p}$ and $v_{p+1}$ is $x$, the other is $\bar{x}$,
(c) one of $v_{q}$ and $v_{q+1}$ is $y$, the other is $\bar{y}$.

Then the evaluation of $\mathscr{E}$ is as hard as composition.
Proof. Let $M$ be the domain of $S$, and let $R_{1}$ and $R_{2}$ be arbitrary relations with domain $N$ and parameters $n$ and $e$. Construct relation $T$ with domain $M \times N$ such that for all $i, j, k, l$ in $N$,

$$
\begin{array}{lll}
\langle x, i\rangle T\langle\bar{x}, j\rangle & \text { iff } & i R_{1} j \text { and } x S \bar{x}, \\
\langle\bar{x}, j\rangle T\langle x, i\rangle & \text { iff } & i R_{1} j \text { and } x S^{-1} \bar{x}, \\
\langle y, j\rangle T\langle\bar{y}, k\rangle & \text { iff } & j R_{2} k \text { and } y S \bar{y}, \\
\langle\bar{y}, k\rangle T\langle y, j\rangle & \text { iff } & j R_{2} k \text { and } y S^{-1} \bar{y}, \\
\langle z, l\rangle T\langle\bar{z}, l\rangle & \text { iff } & z S \bar{z} \text { and the pair }\langle z, \bar{z}\rangle \\
& & \text { is none of }\langle x, \bar{x}\rangle,\langle\bar{x}, x\rangle,\langle y, \bar{y}\rangle, \text { or }\langle\bar{y}, y\rangle .
\end{array}
$$

We claim that $\langle s, i\rangle \mathscr{E}(T)\langle t, k\rangle$ if and only if $i R_{1} \circ R_{2} k$.
Intuitively, $T$ allows us to walk around the graph of $S$ at will, using the first component of its elements. However, the fact that we are concerned with $\mathscr{E}(T)$ will force us to follow the instructions of some path scheme of $\mathscr{E}$ when determining whether to go forward or backward along edges of $S$. The second component of the elements cannot change unless we traverse the edge ( $x, \bar{x}$ ) or the edge $(y, \bar{y})$ in one direction or the other. When we traverse the former, we apply $R_{1}$ to the second component, and when we traverse the latter we apply $\boldsymbol{R}_{2}$. The fact that every path induced by $\mathscr{E}$ on $S$ involves exactly one traversal of each of the edges ( $x, \bar{x}$ ) and ( $y, \bar{y}$ ) in that order assures us that we apply $\boldsymbol{R}_{1} \circ \boldsymbol{R}_{2}$ to the second component.

Suppose first that $i R_{1} j R_{2} k$ for some $j$. Let $\Pi=v_{1} v_{2} \cdots v_{r}$ be any path induced in $T$ by $\mathscr{E}$ with $v_{1}=s$ and $v_{r}=t$. Such a path exists by condition 1 of the hypothesis. Let $p$ and $q$ be the unique integers of condition 2 of the hypothesis and consider the sequence

$$
\begin{aligned}
& \Pi^{\prime}=\left\langle v_{1}, l_{1}\right\rangle \cdots\left\langle v_{r}, l_{r}\right\rangle \\
& \text { with } \quad l_{1}=\cdots=l_{p}=i \text {, } \\
& l_{p+1}=\cdots=l_{q}=j, \\
& l_{q+1}=\cdots=l_{r}=k .
\end{aligned}
$$

It is easy to verify that $\Pi^{\prime}$ is induced in $T$ by the same path scheme that induced $\Pi$ in $S$. By Lemma 1, we conclude that

$$
\langle s, i\rangle \mathscr{E}(S)\langle t, k\rangle .
$$

On the other hand, suppose that

$$
\langle s, i\rangle \mathscr{E}(S)\langle t, k\rangle .
$$

By Lemma 1, there exists some path

$$
\Pi=\left\langle v_{1}, l_{1}\right\rangle \cdots\left\langle v_{r}, l_{r}\right\rangle
$$

induced in $T$ from $\langle s, i\rangle$ to $\langle t, k\rangle$. By definition of $T, \Pi^{\prime}=v_{1} \cdots v_{r}$ must be a path induced in $S$ by $\mathscr{E}$. Let $p$ and $q$ be as in condition 2. The definition of $T$ then implies that for some $k$,

$$
\begin{array}{r}
l_{1}=\cdots=l_{p}=i, \\
l_{p+1}=\cdots=l_{q}=j, \\
l_{q+1}=\cdots=l_{r}=k .
\end{array}
$$

But then we have $i R_{1} j R_{2} k$, so $i R_{1} \circ R_{2} k$ as was to be shown.
To complete the proof of the theorem, observe that the domain of $T$ has $|M| \cdot n$ elements and $T$ itself has at most $2 e+|M| n$ pairs. Therefore $T$ has at most $c n$ domain elements and $c e$ pairs for some constant $c$ depending only on $S$. Thus any algorithm for evaluating $\mathscr{E}$ on arbitrary arguments in $f(n, e)$ time can be used to compose arbitrary relations in $O(f(c n, c e))$ time.

Example 5. Let us show the known result that transitive closure is as hard as composition. Consider the single operand expression $\mathscr{E}=R^{*}$ and the relation $S$ depicted by the graph below.

$\mathscr{E}$ induces precisely one path in $S$ from 1 to 3 , namely, the path 123 . We may therefore apply Theorem 2 with

$$
s=x=1, \quad \bar{x}=y=2, \quad \bar{y}=t=3 .
$$

Example 6. Consider the more complicated expression $\mathscr{E}=\left[R \circ\left(R \cup R^{-1}\right)\right]^{*}$ of Example 4 and the graph $S$ depicted below.


The set of paths induced in $S$ by $\mathscr{E}$ may be expressed as the regular set (12)*123(43)*45. Theorem 2 may therefore be applied with $s=1, x=2, \bar{x}=3$, $y=4, \bar{y}=t=5$ to show that $\mathscr{E}$ is hard.
4. Expressions without ${ }^{\mathbf{- 1}}$ or without ${ }^{*}$. Since Theorem 1 says any equivalance relation is easy, we must look elsewhere for hard expressions. One interesting special case is expressions without inverse, which may not in general be symmetric, and another is expressions without *, which need not be transitive. In each of these cases we can divide expressions into two classes, those which are equivalent in complexity to general composition, and those which have $O\left(n e_{s}\right)$ algorithms, that is, are no harder than sparse transitive closure. The division can be expressed as follows.


Fig. 4. Construction for $R \circ E$
Definition 6. An expression $\mathscr{E}$ with expression tree $T$ is simple if
(i) no dense argument has an ancestor in $T$ labeled*,
(ii) no two dense arguments have a lowest common ancestor labeled 0 .

Example 7. The expression tree of Fig. 1 is simple. Since there is only one dense argument, rule (ii) of Definition 6 must be satisfied. Inspection shows rule (i) satisfied, since both ancestors of $D_{1}$ are labeled ${ }^{\circ}$. If the argument $S_{1}$ were replaced by a dense argument, say $D_{1}$ or $D_{2}$, then both rules (i) and (ii) would be violated.

Lemma 2. Let $E$ be the relation resulting from the application of some expression $\mathscr{E}$ to a set of arguments with parameters $n$ and $e$. Let $R$ be a relation whose domain is of size $O(n)$. Then the relations $E \circ R$ and $R \circ E$ can be found in $O(n e)$ time, that is, in time independent of the number of pairs in $R$.

Proof. We consider $R \circ E$ only. The proof for $E \circ R$ is a mirror image of what follows. Construct the representation graph $G$ for $E$ from $\mathscr{E}$ and its arguments. Create a new set $\mathscr{I}_{1}$ of nodes corresponding to the domain of $R$. Put an edge from $\mathscr{I}_{1}(a)$ to $\mathscr{I}(b)$ if and only if $a R b$, as shown in Fig. 4.

Construct a table $T(x, y)$ where $x \in \mathscr{I}_{1}$ and $y$ is a node of $G$, such that $T(x, y)=$ true if and only if there is a path from $x$ to $y$. Initialize $T(x, y)=$ true if and only if $y \in \mathscr{I}$ and $\left[\mathscr{I}_{1}^{-1}(x)\right] R\left[\mathscr{I}^{-1}(y)\right]$. Then use a standard stack oriented table filling algorithm to complete $T$ in $O(n e)$ time. The formal procedure is given in the following algorithm.

Table Filling Algorithm.
procedure $\operatorname{INSERT}(x, y) ; / *$ set $T(x, y)$ to true and stack $(x, y)$ if $T(x, y)$ was not previously true. */
if $T(x, y)=$ false then begin
$T(x, y)=$ true;
push ( $x, y$ ) onto STACK
end;
/* main program follows */
begin
(1) for $x$ in $\mathscr{I}_{1}$ and node $y$ of $G$ do $T(x, y)=$ false;
(2) for all $a$ and $b$ such that $a R b$ do INSERT $\left(\mathscr{I}_{1}(a), \mathscr{I}(b)\right)$;
/* above steps initialize $T * /$
while STACK not empty do begin

```
(4) for each edge \(y \rightarrow z\) in \(G\) do \(\operatorname{INSERT}(x, z)\)
end
end
```

We may easily check that the above algorithm never puts $(x, y)$ on STACK twice. It therefore terminates. An easy inductive argument shows that $T(x, y)$ is set to true if and only if there is some $z$ in $\mathscr{I}$ for which $\mathscr{I}_{1}^{-1}(x) R \mathscr{I}^{-1}(z)$ and there is a path in $G$ from $z$ to $y$. Thus, if $y \in \mathcal{O}$, we have $T(x, y)=$ true if and only if there is a $z$ in $\mathscr{I}$ for which $\mathscr{I}^{-1}(z) E O^{-1}(y)$. It is thus straightforward to see the correctness of the algorithm.

For the timing, note that steps (1) and (2) of the algorithm are each $O\left(n^{2}\right)$, since INSERT takes constant time. Step (3) is $O\left(n^{2}\right)$ since pairs are never placed on STACK twice. No $y$ can be the second component of a pair selected in step (3) more than $O(n)$ times, for the same reason. Thus the time spent in step (4) for fixed $y$ is no more than $O\left(n d_{y}\right)$ where $d_{y}$ is the out-degree of $y$ in $G$. The total time spent in step (4) over all possible $y$ 's is thus $O$ (ne).

Theorem 3. Any simple expression $\mathscr{E}$ may be evaluated in $O\left(n e_{s}\right)$ steps.
Proof. The proof is a construction. We evaluate, in a bottom up fashion, all nodes $v$ which have one or more dense descendants. If there are no dense arguments, we first construct the representation graph for $\mathscr{E}$ applied to the given set of arguments as explained in Theorem 1. We then follow all paths from the input set of the representation graph to the output set, thereby evaluating $\mathscr{E}$. This process takes $O\left(n e_{s}\right)$ time.

Assume that there are dense arguments. First we observe that by rule (i) in Definition 6 every node with a dense descendant is labeled $U, \circ$, or ${ }^{-1}$.

Case 1. The label of $v$ is $\cup$. Let the subexpression represented by $v$ be $\mathscr{E}_{1} \cup \mathscr{E}_{s}$. Then $\mathscr{E}_{1}$ and $\mathscr{E}_{2}$ have been evaluated or are single arguments. The union of their values may easily be taken in $O\left(n^{2}\right)$ steps.

Case 2. The label of $v$ is ${ }^{\circ}$. It is not possible that both children of $v$ have dense descendants by rule (ii) of Definition 6. Thus, assume without loss of generality that the subexpression represented by $v$ is of the form $\mathscr{E}_{1} \circ \mathscr{E}_{2}$, where $\mathscr{E}_{1}$ has a dense argument and $\mathscr{E}_{2}$ does not. Then either $\mathscr{E}_{1}$ is a single dense argument or an expression which has already been evaluated. In either event, let $R$ be the value of $\mathscr{E}_{1}$. Then $R \circ \mathscr{E}_{2}$ can be evaluated in $O\left(n e_{s}\right)$ steps by Lemma 2.

Case 3. The label of $v$ is $^{-1}$. It is easy to invert the relation represented by the subtree with root $v$ in $O\left(n^{2}\right)$ steps.

When we evaluate the root, we have evaluated the entire expression. Since evaluation consists of a fixed number of steps, each of which is $O(n e)$, we have our result.

Corollary. If all sparse arguments of a simple expression $\mathscr{E}$ have size $O(n)$, then $O\left(n^{2}\right)$ steps suffice to evaluate $\mathscr{E}$, independent of the number of pairs in the dense arguments.

One can argue that without parametrizing the problem further, the above corollary is optimal for simple expressions, since $O\left(n^{2}\right)$ time could be needed to print the answer.

Example 8. In [4], evaluation of the expression $\left(\rho^{-1}\right)^{*} \mu \lambda^{*}$ was done efficiently for dense $\mu$ and sparse $\rho$ and $\lambda$, by expressing $\mu$ in terms of operations
applied to sparse relations. However, Theorem 3 implies that the evaluation could have been done directly with dense $\mu$, since the expression is simple when $\rho$ and $\lambda$ are sparse. However, certain other expressions in [4] yield nonsimple expressions if the substitution for $\mu$ is not made.

Now, let us consider nonsimple expressions. Clearly, no expression over the four operators we have been considering is harder than general transitive closure. We establish lower bounds for the special cases mentioned at the beginning of the section.

Our first task is to reduce the evaluation of arbitrary expressions over operators $\circ, \cup, *^{*}$ and ${ }^{-1}$ to expressions with one dense and no sparse operators.

Definition 7. Let $\mathscr{E}$ be an expression with at least one dense argument. The pruning of $\mathscr{E}$ is constructed as follows.

1. Substitute $D$ for every dense argument of $\mathscr{E}$.
2. For each node in the expression tree for $\mathscr{E}$ having only sparse descendants, but whose parent has a dense descendant, substitute a leaf labeled $I$, the identity relation.
3. Propagate I's up the tree by using the following relations, always replacing left sides by right.
(i) $I \circ E \quad=E$,
(ii) $(I \cup E)^{*}=E^{*}$,
(iii) $(I \cup E)^{-1} \quad=I \cup E^{-1}$,
(iv) $\left(I \cup E_{1}\right) \circ E_{2} \quad=E_{2} \cup E_{1} \circ E_{2}$,
(v) $E_{1} \circ\left(I \cup E_{2}\right)=E_{1} \cup E_{1} \circ E_{2}$,
(vi) $\left(I \cup E_{1}\right) \circ\left(I \cup E_{2}\right)=I \cup\left(E_{1} \cup E_{2} \cup E_{1} \circ E_{2}\right)$,
(vii) $\left(I \cup E_{1}\right) \cup E_{2} \quad=I \cup\left(E_{1} \cup E_{2}\right)$,
(viii) $\left(I \cup E_{1}\right) \cup\left(I \cup E_{2}\right)=I \cup\left(E_{1} \cup E_{2}\right)$.

It is elementary to show that the result is an expression $\mathscr{E}$, which either has no instances of $I$ or which is of form $I \cup \mathscr{E}^{\prime \prime}$, where $\mathscr{E}^{\prime \prime}$ has no instances of $I$.

Example 9. Fig. 5(a) shows an expression $\mathscr{E}$. In Fig. 5(b) we have applied steps 1 and 2 of the pruning process (Definition 7). In Fig. 5(c) we have applied rule 3(vi), with $E_{1}=D$ and $E_{2}=D^{-1}$. In Fig. 5(d) we have applied rule 3(ii) to obtain the pruned expression.

Lemma 3. Let $\mathscr{E}$ be an expression with at least one dense operand, and let $\mathscr{E}^{\prime}$ be its pruning. Let $\mathscr{C}^{\prime \prime}$ be $\mathscr{E}^{\prime}$ if $\mathscr{E}^{\prime}$ involves no $I$, and let $\mathscr{E}^{\prime \prime}$ be such that $\mathscr{E}^{\prime}=I \cup \mathscr{E}^{\prime \prime}$ otherwise. Then (a) $\mathscr{E}$ is simple if and only if $\mathscr{E}^{\prime \prime}$ is simple. (b) If $\mathscr{C}^{\prime \prime}$ is as hard as composition, so is $\mathscr{E}$.

Proof. Part (a) follows from the fact that each step of the pruning process is easily seen to preserve simplicity and nonsimplicity.

For (b), suppose we are given an $f(n, e)$ time bounded algorithm to evaluate $\mathscr{E}$. We can evaluate $\mathscr{E} "$ with actual parameter $D$ as follows. First, for each $d$ in the domain of $D$, create another element $d^{\prime}$. Then for every pair $d_{1} D d_{2}$, add the pairs $d_{1} D d_{2}^{\prime}, d_{1}^{\prime} D d_{2}$ and $d_{1}^{\prime} D d_{2}^{\prime}$. Thus, $d^{\prime}$ is just a copy of $d$ which behaves the same way as $d$. The presence of $d^{\prime}$ will help us determine whether $d_{\mathscr{C}}{ }^{\prime \prime}(D) d$ however. Call the new relation $D^{\prime}$.

If we consider $\mathscr{E}$ with $D^{\prime}$ substituted for all dense arguments and $I$ for all sparse ones, we get $\mathscr{C}^{\prime}\left(D^{\prime}\right)$, the pruning of $\mathscr{E}$. In proof, note that any of the

(a)

(c)

(b)

(d)

Fig. 5. Pruning
operators ${ }^{\circ}, \cup,^{*}$ and ${ }^{-1}$ applied to $I ' s$ only produces $I$ as a result. Thus the nodes of $\mathscr{E}$ which are replaced by $I$ in step 2 of the pruning algorithm (Definition 7) are sure to get $I$ as a value anyway.

If we apply our supposed $f(n, e)$ time bounded algorithm to $\mathscr{E}^{\prime}\left(D^{\prime}\right)$, we get either $\mathscr{E}^{\prime \prime}\left(D^{\prime}\right)$ or $I \cup \mathscr{E}^{\prime \prime}\left(D^{\prime}\right)$. In either case, $\mathscr{E}^{\prime \prime}(D)$ can be recovered from $\mathscr{E}^{\prime}\left(D^{\prime}\right)$ by noting that $d_{1} \mathscr{E}^{\prime}\left(D^{\prime}\right) d_{2}^{\prime}$ if and only if $d_{1} \mathscr{E}^{\prime \prime}(D) d_{2}$. We thus have an $f(c n, c e)$ time algorithm to compute $\mathscr{E}^{\prime \prime}(D)$, which we supposed was as hard as composition.

Theorem 4. The evaluation of any nonsimple expression over the operators $\left(\circ, \cup,{ }^{*}\right)$ is as hard as composition.

Proof. By Lemma 3, it suffices to consider expressions with a single operand. Let $\mathscr{E}$ be such an expression and consider the relation $S$ depicted below.


Since $\mathscr{E}$ contains no ${ }^{-1}$ operators, $P(\mathscr{E}) \subseteq R^{*}$. Thus every path induced in $S$ by $\mathscr{E}$ is of the form $1233^{*}$. Moreover, since $\mathscr{E}$ is nonsimple, $P(\mathscr{E})$ must include at least one
element of length two or more. Thus $\mathscr{E}$ induces at least one path from 1 to 3 in $T$. We may therefore apply Theorem 2 with $s=x=1, \bar{x}=y=2$ and $\bar{y}=t=3$ to conclude that $\mathscr{E}$ is hard.

Theorem 5. The evaluation of any non-simple expression over the operators, $\left(\circ, \cup,^{-1}\right)$ is as hard as composition.

Proof. Once again, by virtue of Lemma 3, we need only consider expressions with a single operand. Without the * operator, the set of path schemes $P(\mathscr{E})$ must be finite. Let $\Pi=p_{1} \cdots p_{r}$ be a longest element of $P(\mathscr{E})$. Since $\mathscr{E}$ is nonsimple, $r$ must be at least two. Consider the relation $S$ whose domain is $\{1,2, \cdots, r+1\}$, which is defined by $(i) S(i+1)$ if and only if $p_{i}$ is $R$ and $(i+1) S(i)$ if and only if $p_{i}$ is $R^{-1} . P(\mathscr{C})$ induces exactly one path from 1 to $r+1$ in $S$, namely $1,2, \cdots, r, r+1$. Thus Theorem 2 applies with $s=x=1, \bar{x}=2, y=r$ and $\bar{y}=t=r+1$. Thus $\mathscr{E}$ is hard.

Example 10. Let us consider a specific example of the construction in Theorem 5. Suppose that $\mathscr{E}$ is $\left[D \circ\left(D \circ D^{-1} \cup D\right)\right] \cup\left[D \circ D^{-1} \circ D\right]$. Certainly $\mathscr{E}$ is nonsimple. $P(\mathscr{E})$ is the set $\left\{R R R^{-1}, R R, R R^{-1} R\right\}$. A longest path scheme $\Pi$ is $R R R^{-1}$ and the corresponding relation $T$ is


Consider the paths induced from 1 by $\mathscr{E}$. The scheme $R R R^{-1}$ induces paths 1234 and $1232, R R$ induces only 123 and $R R^{-1} R$ induces 1212 . Thus $\mathscr{E}$ induces exactly one path from 1 to 4 , namely 1234 .

A corollary of Theorems 4 and 5 is that the existence of an $O\left(n e_{s}\right)$ algorithm for any nonsimple expression over $\left(U,{ }^{\circ},{ }^{-1}\right)$ or ( $U, \circ,{ }^{*}$ ) implies the existence of an $O\left(n^{2}\right)$ algorithm for arbitrary composition, a rather unlikely possibility.
5. Summary. It has been shown that any expression involving a particular set of arguments which yields a relation having property P (a generalization of "equivalence relation") may be evaluated in $O(e)$ time. Since every equivalence relation has property $P$, we conclude that any equivalence relation defined as an expression over the operators $\left\{\cup,{ }^{\circ},,^{*},{ }^{-1}\right\}$ may be computed from the arguments of the expression in $O(e)$ time.

The "simple" expressions of $\S 4$ were shown to be no harder than sparse transitive closure, that is, they may be evaluated in $O\left(n e_{s}\right)$ time.

The classes of expressions over the operators $\left(U, \circ,{ }^{*}\right)$ and $\left(U, \circ,{ }^{-1}\right)$ were each divided into two categories, those which are "simple" and hence have $O\left(n e_{s}\right)$ evaluation algorithms, and those which are not simple and hence do not have $O\left(n e_{s}\right)$ evaluation algorithms unless arbitrary composition can be done in $O\left(n^{2}\right)$ time.

A general theorem was developed for showing that certain expressions require as much time for evaluation as does arbitrary composition or transitive closure. This theorem may be applied to many classes of expressions besides the ones we have considered here. Consider for example the class of expressions of the form

$$
\left(D^{e_{1}} \circ D^{e_{2}} \circ \cdots \circ D^{e_{k}}\right)^{*}
$$

where $e_{i}$ is either -1 denoting inverse, or +1 , denoting absence of an inverse operator. These expressions are always nonsimple, yet neither Theorem 4 nor 5 applies because both the ${ }^{-1}$ and ${ }^{*}$ operators may be simultaneously present. Nevertheless, Theorem 2 may be applied to show that expressions of this form are hard whenever $\sum e_{i} \neq 0$.

Theorems 1 and 2 of this paper give sufficient conditions for an expression being easy or hard to evaluate. In [7] we shall deal with the problem of determining when these theorems apply.
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# DERIVATION COMPLEXITY IN CONTEXT-FREE GRAMMAR FORMS* 
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#### Abstract

Let $F$ be an arbitrary context-free grammar form and $\mathscr{G}(F)$ the family of grammars defined by $F$. For each grammar $G$ in $\mathscr{G}(F)$, the derivation complexity function $\Phi_{G}$, on the language of $G$, is defined for each word $x$ as the number of steps in a minimal $G$-derivation of $x$. It is shown that derivations may always be speeded up by any constant factor $n$, in the sense that for each positive integer $n$, an equivalent grammar $G^{\prime}$ in $\mathscr{G}(F)$ can be found so that $\Phi_{G^{\prime}}(x) \leqq|x| / n$ for all large words $x,|x|$ denoting the length of $x$.


Key words. complexity theory, grammar complexity, grammar forms
Introduction. In [2] the notion of a (context-free) grammar form was introduced, to model the situation where all grammars structurally close to a master grammar are being considered. The research on grammar forms to date [2], [3], [5] has been concerned with grammatical, structural, and language-theoretic problems. The present paper initiates the study of complexity-theoretic questions. Specifically, the derivation complexity function $\Phi_{G}$, defined to be the minimal number of steps in a derivation of $x$, is examined with respect to all grammars defined by a grammar form $F$. It is trivial that $\Phi_{G}$ is at least linear and almost trivial that $\Phi_{G}$ is, in fact, linear. Our main result asserts that derivations may be speeded up by any constant factor $n$, in the sense that for each positive integer $n$, an equivalent grammar $G^{\prime}$ defined by $F$ can be found so that $\Phi_{G^{\prime}}(x) \leqq|x| / n$ for all large words $x,|x|$ denoting the length of $x$.

The basic question underlying this work is whether among the different grammar forms yielding the same family of languages, there are some which are more efficient than others. The results of this paper show that, if length of derivation is the only criterion, there is no difference among grammar forms. As will be seen, the cost of the speedup is a large increase in the size (e.g., number of productions) of the grammars used. It remains to study the resulting trade-offs.

The notion of derivation complexity was originally defined by Gladkii [6] and has been extensively studied by Book [1] for arbitrary phrase-structure grammars. Some of the results in [1] have a speedup flavor similar to ours, but the grammars in [1] accomplishing the speedup have structure very different from those of the original grammars. By carrying out our constructions within the framework of grammar forms, we preserve structure while speeding up derivations.

The paper is divided into three sections and an Appendix. Section 1 reviews grammar form concepts, defines the derivation complexity function, and determines a lower bound for it. Section 2 is concerned with proving Proposition 2.4, a special case of the main theorem. The main result itself, Theorem 3.2, is established in § 3. The proof involves first showing (Lemma 3.1) that the original grammar form may be assumed to have certain additional properties. An induction argument on the number of variables in the grammar form is then presented,

[^12]with the case for one variable being exactly the situation handled in § 2. The Appendix is devoted to proving a technical combinatorial lemma, needed in $\S 2$ to verify the main theorem for each grammar form defining the family of all context-free languages.

1. Preliminaries. In this section we first review the principal ideas relating to context-free grammar forms. Then we introduce the formalism for treating derivation complexity in grammar forms.

Definition. A (context-free) grammar form is a 6-tuple $F=$ $(V, \Sigma, \mathscr{V}, \mathscr{S}, \mathscr{P}, \sigma)$, where
(i) $V$ is an infinite set of abstract symbols,
(ii) $\Sigma$ is an infinite subset of $V$ such that $V-\Sigma$ is infinite, and
(iii) $G_{F}=(\mathscr{V}, \mathscr{S}, \mathscr{P}, \sigma)$, called the form grammar (of $F$ ) is a context-free grammar ${ }^{1}$ with $\mathscr{S} \subseteq \Sigma$ and $(\mathscr{V}-\mathscr{S}) \subseteq(V-\Sigma)$.

The reader is referred to [2] for motivation and further details about grammar forms.

Throughout, $V$ and $\Sigma$ are assumed to be fixed infinite sets satisfying conditions (i) and (ii) above. All context-free grammar forms considered here are with respect to this $V$ and $\Sigma$. Also, the adjective "context-free" is usually omitted from the expression "context-free grammar form."

The purpose of a grammar form is to specify a family of grammars, each "structurally close" to the form grammar. This is accomplished by the notion of:

Definition. An interpretation of a grammar form $F=(V, \Sigma, \mathscr{V}, \mathscr{S}, \mathscr{P}, \sigma)$ is a 5-tuple $I=\left(\mu, V_{I}, \Sigma_{I}, P_{I}, S_{I}\right)$, where

1. $\mu$ is a substitution on $\mathscr{V}^{*}$ such that $\mu(a)$ is a finite subset of $\Sigma^{*}, \mu(\xi)$ is a finite subset of $V-\Sigma$ for each $\xi$ in $\mathscr{V}-\mathscr{P}$, and $\mu(\xi) \cap \mu(\eta)=\varnothing$ for each $\xi$ and $\eta$, $\xi \neq \eta$, in $\mathscr{V}-\mathscr{P}$;
2. $P_{I}$ is a subset of $\mu(\mathscr{P})=\cup_{\pi \mathrm{in} \mathscr{P}} \mu(\pi)$, where $\mu(\alpha \rightarrow \beta)=\{u \rightarrow v / u$ in $\mu(\alpha)$, $v$ in $\mu(\beta)\}$;
3. $S_{I}$ is in $\mu(\sigma)$; and
4. $\Sigma_{I}\left(V_{I}\right)$ contains the set of all symbols in $\Sigma(V)$ which occur in $P_{I}$ (together with $S_{I}$ ).
$G_{I}=\left(V_{I}, \Sigma_{I}, P_{I}, S_{I}\right)$ is called the grammar of $I$.
An interpretation is usually exhibited by indicating $S_{I}, P_{I}$, and (implicitly or explicitly) $\mu$. The sets $V_{I}$ and $\Sigma_{I}$ are ordinarily not stated explicitly.

A grammar form determines a family of grammars and a family of languages as follows:

Definition. For each grammar form $F, \mathscr{G}(F)=\left\{G_{I} / I\right.$ an interpretation of $\left.F\right\}$ is called the family of grammars of $F$ and $\mathscr{L}(F)=\left\{L\left(G_{I}\right) \mid G_{I}\right.$ in $\left.\mathscr{G}(F)\right\}$ the grammatical family of $F$.

In this paper we are interested in studying derivation complexity in a grammar form, i.e., the derivation complexity of the grammars in $\mathscr{G}(F)$. To do this we consider the following:

[^13]Notation. For every context-free grammar $G=\left(V_{1}, \Sigma_{1}, P, S\right)$ let $\Phi_{G}$ be the function on $L(G)$ in which $\Phi_{G}(x)$ is the minimum number of steps among all $G$-derivations of $x,{ }^{2}$ for each $x$ in $L(G)$.

Thus $\Phi_{G}$ is the minimum derivation function, in the sense that $\Phi_{G}(x)$ is the minimum number of steps necessary to derive $x$.

Notation. For every context-free grammar $G$ let $\phi_{G}=\min \left\{\Phi_{G}(x) \mid x\right.$ in $L(G), x \neq \varepsilon\}$ if $G$ is not vacuous, ${ }^{3}$ and $\phi_{G}=\infty$ otherwise.

Thus $\phi_{G}$ is the fewest number of steps needed to derive at least one non- $\varepsilon$ word in $L(G)$.

The restriction in our definition of $\phi_{G}$ to non- $\varepsilon$ words is needed because of the construction used in Lemma 2.1 to make finite patches on grammars.

From Lemma 2.1 of [2] we immediately get:
Lemma 1.1. For each grammar form $F$ and each grammar $G$ in $\mathscr{G}(F)$, $\phi_{G} \geqq \phi_{G_{F}}$

Using the above lemma we now obtain a lower bound for $\Phi_{G}$.
Proposition 1.2. Let Fbe a grammar form and Gin $\mathscr{G}(F)$. Then there exists a positive integer $n$ so that $\Phi_{G}(x) \geqq \max \left\{\phi_{G_{F}}|x| / n\right\}$ for ${ }^{4}$ all $x \neq \varepsilon$ in $L(G)$.

Proof. Let $n$ be the largest number of terminal symbols on the right side of any production of $G$. Then for each $x \neq \varepsilon$ in $L(G)$, at least $|x| / n$ steps are needed to derive $x$ and

$$
\begin{aligned}
\Phi_{G}(x) & \geqq \phi_{G}, \quad \text { by definition }, \\
& \geqq \phi_{G_{F}}, \quad \text { by Lemma 1.1. }
\end{aligned}
$$

Hence the result.
Note that the right-hand expression in the conclusion of Proposition 1.2 decreases as $n$ increases. The question arises whether the lower bound on the right-hand side is attainable as $n$ gets larger.

Definition. A grammar form $F$ is minimal if for each $L$ in $\mathscr{L}(F)$ and each positive integer $n$, there exists a grammar $G$ in $\mathscr{G}(F)$ such that $L(G)=L$ and $\Phi_{G}(x) \leqq \max \left\{\phi_{G_{F}}|x| / n\right\}$ for all $x$ in $L$.

The purpose of the present paper is to prove that every grammar form is minimal. In other words, for each grammar form $F$ and each language $L$ in $\mathscr{L}(F)$ a grammar $G$ in $\mathscr{G}(F)$ can be found which speeds up the derivation as much as desired. Thus, if derivation complexity is the only criterion being considered, there is no reason to select one grammar form instead of another.
2. Minimal forms for specific grammatical families. In this section we show that all grammar forms defining the finite languages, the regular sets, the linear languages, and the context-free languages are minimal. Using this result we then prove in the next section that all grammar forms are minimal.

To establish the result about all grammar forms for the above four grammatical families we need two lemmas. The first states that if a grammar form $F$ has an

[^14]interpretation $I$ which derives all long words $x$ in $L\left(G_{I}\right)$ in at most $|x| / n$ steps, then $F$ has another interpretation defining $L\left(G_{I}\right)$ which derives all possible words $x$ in $L\left(G_{I}\right)$ in at most $|x| / n$ steps. In other words, a "finite patch" may be made for short words.

Lemma 2.1. Let $F$ be a nonvacuous form and n a positive integer. Suppose there exists a positive integer $k$ and a grammar $G$ in $\mathscr{G}(F)$ such that $\Phi_{G}(x) \leqq$ $\max \{k,|x| / n\}$ for all $x$ in $L(G)$. Then there exists a grammar $G^{\prime}$ in $\mathscr{G}(F)$ such that $L\left(G^{\prime}\right)=L(G)$ and $\Phi_{G^{\prime}}(x) \leqq \max \left\{\phi_{G_{F}}|x| / n\right\}$ for all $x$ in $L\left(G^{\prime}\right)$.

Proof. The argument consists of adding to $G$ productions that generate, in $\phi_{G_{F}}$ steps, the finite number of words $x$ in $L(G)$ for which $|x| / n<k$.

Since $F=(V, \Sigma, \mathscr{V}, \mathscr{S}, \mathscr{P}, \sigma)$ is not vacuous, there is a $\phi_{G_{F}}$-step derivation

$$
\begin{equation*}
\boldsymbol{\sigma}=z_{0} \underset{\boldsymbol{G}_{\boldsymbol{F}}}{\Rightarrow} \cdots \underset{\boldsymbol{G}_{\boldsymbol{F}}}{\Rightarrow} z_{\boldsymbol{\phi G}_{\boldsymbol{F}}}=z \tag{1}
\end{equation*}
$$

of a non- $\varepsilon$ word $z$ in $L\left(G_{F}\right)$. For each $i, 1 \leqq i \leqq \phi_{G_{F}}$, let

$$
\begin{equation*}
\beta_{i} \rightarrow w_{i} \tag{2}
\end{equation*}
$$

be the production used in $z_{i-1} \underset{G_{F}}{\Rightarrow} z_{i}$. Since $z \neq \varepsilon$, there exists some $j$ such that $z_{j}$ contains a symbol of $\mathscr{S}$, say $w_{j}=w_{j 1} a_{j} w_{j 2}$, where $a_{j}$ is in $\mathscr{S}$ and $w_{j 1}, w_{j 2}$ are in $\mathscr{V}^{*}$. Note that for every $i$ and every occurrence of a variable on the right side of the $i$ th production in (2), there is a unique integer $l$ such that $\beta_{l} \rightarrow w_{l}$ is the production applied to that variable in the derivation (1).

Now let $G=\left(V_{1}, \Sigma_{1}, P_{1}, S\right)$ and $x$ be an arbitrary word in $L(G)$, with $|x| / n<k$. For each $i, 2 \leqq i \leqq \phi_{G_{F}}$, let $A_{i, x}$ be a new variable (in $V-\Sigma$ ). Let $A_{1, x}=S$. For each $x$, consider the set of new productions

$$
\begin{equation*}
\left\{A_{i, x} \rightarrow v_{i, x} \mid 1 \leqq i \leqq \phi_{G_{F}}, i \neq j\right\} \cup\left\{A_{j, x} \rightarrow v_{j 1 x} x v_{j 2 x}\right\} \tag{3}
\end{equation*}
$$

where each $v_{i x}, v_{j 1 x}, v_{j 2 x}$ is obtained from the corresponding word $w_{i}, w_{j 1}, w_{j 2}$ by deleting all symbols in $\mathscr{S}$ and replacing each variable by the appropriate variable $A_{l, x}$. Clearly the rules in (3) derive just the word $x$ and no production $A_{i, x} \rightarrow v_{i, x}$ can be applied to any variable $A_{i^{\prime}, y}$ unless $i=i^{\prime}=1$.

Let $G^{\prime}=\left(V_{2}, \Sigma_{1}, P_{2}, S\right)$, where

$$
V_{2}=V_{1} \cup\left\{A_{i, x} \mid x \text { in } L(G), \frac{|x|}{n}<k, 2 \leqq i \leqq \phi_{G_{F}}\right\} .
$$

Obviously $G^{\prime}$ is in $\mathscr{G}(F), L\left(G^{\prime}\right)=L(G)$, and $G^{\prime}$ has a $\phi_{F}$-step derivation for all $x$ in $L(G)=L\left(G^{\prime}\right)$. Thus $G^{\prime}$ satisfies the conclusion of the lemma.

Remark. An alternative formulation of Lemma 2.1 is the following: Let $F$ be a nonvacuous form and $n$ a positive integer. Suppose there exists a positive integer $r$ such that $\Phi_{G}(x) \leqq|x| / n$ for all $x$ in $L(G)$ having $|x| \geqq r$. Then there exists a grammar $G^{\prime}$ in $\mathscr{G}(F)$ so that $L\left(G^{\prime}\right)=L(G)$ and $\Phi_{G^{\prime}}(x) \leqq \max \left\{\phi_{G_{F}},|x| / n\right\}$ for all $x$ in $L\left(G^{\prime}\right)$.

Corollary 2.2. Let $F=(V, \Sigma, \mathscr{V}, \mathscr{S}, \mathscr{P}, \sigma)$ and $F^{\prime}=\left(V, \Sigma, \mathscr{V}^{\prime}, \mathscr{S}^{\prime}, \mathscr{P}^{\prime}, \sigma\right)$ be equivalent grammar forms, ${ }^{5}$ with $\mathscr{P} \subseteq \mathscr{P}^{\prime}$. If $F$ is minimal, then so is $F^{\prime}$.

[^15]The second lemma states that minimal grammar forms are not affected by either adding or removing "redundant" productions.

LEMMA 2.3. Let $F$ be a nonvacuous grammar form and $\beta \underset{G_{F}}{*} w a$ derivation, with $\beta$ a variable. Let $F^{\prime}$ be the grammar form obtained by adding to $F$ the production $\beta \rightarrow w$. Then $F$ is minimal if and only if $F^{\prime}$ is minimal.

Proof. Suppose $F$ is minimal. By Proposition 2.1 of [2], $\mathscr{L}\left(F^{\prime}\right)=\mathscr{L}(F)$. Hence $F^{\prime}$ is minimal by Corollary 2.2.

Now assume that $F^{\prime}$ is minimal. Let $L$ be in $\mathscr{L}(F)=\mathscr{L}\left(F^{\prime}\right)$ and $n$ be a positive integer. Since $\beta \underset{G_{F}}{*} w, \beta \xrightarrow[G_{F}]{\stackrel{k}{\Longrightarrow}} w$ for $^{6}$ some nonnegative integer $k$. Suppose $k \geqq 1$. Then there exists $G^{\prime}=\left(V_{1}, \Sigma_{1}, P^{\prime}, S\right)$ in $\mathscr{G}\left(F^{\prime}\right)$ such that $L\left(G^{\prime}\right)=L$ and $\Phi_{G^{\prime}}(x) \leqq \max \left\{\phi_{G_{F}},|x| /(k n)\right\}$ for all $x$ in $L$. Also, there exists a sequence $\pi_{1}, \cdots, \pi_{k}$ of productions in $F$ which realize $\beta \stackrel{k}{\Longrightarrow} w$. Let $G=\left(V_{2}, \Sigma_{1}, P, S\right)$ in $\mathscr{G}(F)$ be obtained from $G^{\prime}$ as follows. Each production $A \rightarrow y$ in $G^{\prime}$ which comes from the production $\beta \rightarrow w$ in $F^{\prime}$ is replaced by a sequence of $k$ productions, corresponding to $\pi_{1}, \cdots, \pi_{k}$, which realizes $A \stackrel{*}{\Rightarrow} y$. As in the proof of Lemma 2.1, new intermediate variables are introduced in the sequence in such a way that
the new sequence can only derive $A \stackrel{*}{\Rightarrow} y$. Let $V_{2}$ be $V_{1}$ together with all the new variables introduced. Clearly $L(G)=L\left(G^{\prime}\right)$. Since every production of $G^{\prime}$ requires at most $k$ productions of $G$ to simulate it, $\Phi_{G}(x) \leqq \max \left\{k \phi_{G_{F}}, k|x| /(k n)\right\}$ for all $x$ in $L$. By Lemma 2.1, there exists $\bar{G}$ in $\mathscr{G}(F)$ such that $L(\bar{G})=L$ and $\Phi_{\bar{G}}(x) \leqq \max \left\{\phi_{G_{F}},|x| / n\right\}$ for all $x$ in $L$.

Suppose $k=0$. Then there exists $G^{\prime}=\left(V_{1}, \Sigma_{1}, P^{\prime}, S\right)$ in $\mathscr{G}\left(F^{\prime}\right)$ such that $L\left(G^{\prime}\right)=L$ and $\Phi_{G^{\prime}}(x) \leqq \max \left\{\phi_{G_{F}},|x| / n\right\}$ for all $x$ in $L$. Let $G=\left(V_{2}, \Sigma_{1}, P, S\right)$, where
$P=\left(P^{\prime}-\left\{A \rightarrow B\right.\right.$ in $P^{\prime} \mid A$ and $B$ in $\left.\left.\mu(\beta)\right\}\right) \cup\{A \rightarrow y \mid A$ in $\mu(\beta), y$ in $V^{*}-\mu(\beta)$, there exist $l \geqq 1$ and $A_{1}, \cdots, A_{l}$ in $\mu(\beta)$ such that $A \rightarrow A_{1}, A_{i} \rightarrow A_{i+1}, A_{l} \rightarrow y, 1 \leqq i \leqq l-1$, are in $\left.P^{\prime}\right\}$.
Clearly $G$ is in $\mathscr{G}(F)$ and $L(G)=L$. Since each derivation $\delta^{\prime}$ in $G^{\prime}$ of a word $x$ in $L$ has an obvious corresponding derivation $\delta$ in $G$ of $x$, with at most the same number of steps as in $\delta^{\prime}, \Phi_{G}(x) \leqq \max \left\{\phi_{G_{F}},|x| / n\right\}$ for each $x$ in L. By Lemma 2.1, there exists $\bar{G}$ in $\mathscr{G}(F)$ such that $L(\bar{G})=L$ and $\Phi_{\bar{G}}(x) \leqq \max \left\{\phi_{G_{F}}|x| / n\right\}$ for all $x$ in $L$.

Thus, for any value of $k$, there exists $\bar{G}$ in $\mathscr{G}(F)$ so that $L(\bar{G})=L$ and $\Phi_{\bar{G}}(x) \leqq \max \left\{\phi_{G_{F}},|x| / n\right\}$ for all $x$ in $L$. Hence $F$ is minimal.

We are now ready for the main result of the section.
Proposition 2.4. In each of the following cases, $F=(V, \Sigma, \mathscr{V}, \mathscr{S}, \mathscr{P}, \sigma)$ is minimal:
(a) $\mathscr{L}(F)$ is the family of all finite sets.
(b) $\mathscr{L}(F)$ is the family of all regular sets.
(c) $\mathscr{L}(F)$ is the family of all linear languages.
(d) $\mathscr{L}(F)$ is the family of all context-free languages.

[^16]Proof. (a) Since $\mathscr{L}(F)$ is the family of all finite sets, by Theorem 2.1 of [2] there is a word $w$ in $^{7} \mathscr{S}^{+}$such that $\sigma \underset{\vec{G}_{F}}{*} w$. Let $F^{\prime}$ be the grammar form obtained from $F$ by adding the production $\sigma \rightarrow w$. By Lemma 2.3 it suffices to show that $F^{\prime}$ is minimal.

Let $L=\left\{x_{1}, \cdots, x_{k}\right\}$ be any finite set and let $n$ be an arbitrary positive integer. If $k=0$ there is nothing to prove. Suppose $k \geqq 1$. Let $G=$ $\left(\{S\} \cup \Sigma_{1}, \Sigma_{1}, P, S\right)$ be the grammar where $\Sigma_{1}$ is the set of all symbols appearing in any of the $x_{i}, 1 \leqq i \leqq k$, and $P=\left\{S \rightarrow x_{i} \mid 1 \leqq i \leqq k\right\}$. Obviously $G$ is in $\mathscr{G}\left(F^{\prime}\right)$, $L(G)=L$, and $\Phi_{G}(x)=1 \leqq \max \left\{\phi_{G_{F}},|x| / n\right\}$ for all $x$ in $L$. Thus $F^{\prime}$ is minimal.
(b) Since $\mathscr{L}(F)$ is the class of all regular sets, $L\left(G_{F}\right)$ is an infinite set by Theorem 2.1 of [2]. By [9], there exist $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}$ in $\mathscr{S}^{*}$ and $\beta$ in $\mathscr{V}-\mathscr{S}$ such that $x_{5}$ is in $\mathscr{S}^{+}, x_{3} x_{4}$ is in $\mathscr{S}^{+}, \sigma \underset{\vec{G}_{F}}{\stackrel{*}{\Longrightarrow}} x_{1} \beta x_{2}, \beta \underset{\overrightarrow{G_{F}}}{*} x_{3} \beta x_{4}$, and $\beta \underset{G_{F}}{*} x_{5}$. By Lemma 2.3, there is no loss of generality in assuming that $\sigma \rightarrow x_{1} \beta x_{2}, \beta \rightarrow x_{3} \beta x_{4}$, and $\beta \rightarrow x_{5}$ are in $\mathscr{P}$. By symmetry, there is no loss in assuming $x_{3} \neq \varepsilon$.

Let $L$ be any regular set. Then $L=L(G)$ for some right-linear grammar $G=\left(V_{1}, \Sigma_{1}, P, S\right)$ in which $A \rightarrow w B$ in $P, A$ and $B$ variables, implies $w$ is in $\Sigma_{1}^{+}$. Let $n$ be an arbitrary positive integer. Let $S^{\prime}$ be a new variable, ${ }^{8}$

$$
\begin{aligned}
P_{2}=\left\{S^{\prime} \rightarrow S\right\} & \cup\left\{A \rightarrow w B \mid A, B \text { in } V_{1}-\Sigma_{1}, A \xrightarrow[G]{\leqq n+1} w B\right\} \\
& \cup\left\{A \rightarrow w \mid A \text { in } V_{1}-\Sigma_{1}, w \text { in } \Sigma_{1}^{*}, A \underset{G}{\leqq n+1} w\right\},
\end{aligned}
$$

and $G^{\prime}=\left(\left\{S^{\prime}\right\} \cup V_{1}, \Sigma_{1}, P_{2}, S^{\prime}\right)$. Clearly $L\left(G^{\prime}\right)=L(G)=L$. Also $G^{\prime}$ is in $\mathscr{G}(F)$. [For one can construct an interpretation ( $\mu, G^{\prime}$ ) of $F$ for which $S^{\prime} \rightarrow S$ is in $\mu\left(\sigma \rightarrow x_{1} \beta x_{2}\right), A \rightarrow w B$ is in $\mu\left(\beta \rightarrow x_{3} \beta x_{4}\right)$ for every production $A \rightarrow w B, A$ and $B$ variables, in $P_{2}$, and $A \rightarrow w$ is in $\mu\left(\beta \rightarrow x_{5}\right)$ for every production $A \rightarrow w, w$ in $\Sigma_{1}^{*}$, in $P_{2}$.] Consider any word $x$ in $L$. Obviously there exists a derivation in $G^{\prime}$ of $x$ so that except, perhaps, for the first and last productions, each production deposits at least $n+1$ terminals. Thus $\Phi_{G^{\prime}}(x) \leqq 2+|x| /(n+1)$. For $x$ sufficiently large, $2+|x| /(n+1)<|x| / n$. Hence, $\Phi_{G^{\prime}}(x) \leqq|x| / n$ for all large $x$. By Lemma 2.1, $F$ is minimal.
(c) Since $\mathscr{L}(F)$ is the family of all linear languages, by Theorem 2.4 of [2] there exist $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}$ in $\mathscr{S}^{*}$ and $\beta$ in $\mathscr{V}-\mathscr{S}$ such that $x_{3}, x_{4}, x_{5}$ are in $\mathscr{S}^{+}$and $\sigma \underset{G_{F}}{*} x_{1} \beta x_{2}, \beta \underset{G_{F}}{*} x_{3} \beta x_{4}$, and $\beta \underset{\overrightarrow{G_{F}}}{*} x_{5}$. By Lemma 2.3 , we may assume that $\sigma \rightarrow x_{1} \beta x_{2}, \beta \rightarrow x_{3} \beta x_{4}$, and $\beta \rightarrow x_{5}$ are in $\mathscr{P}$.

Now let $L$ be any linear language. Then $L=L(G)$ for some linear grammar $G=\left(V_{1}, \Sigma_{1}, P, S\right)$ such that $A \rightarrow u B v, A$ and $B$ in $\mathscr{V}-\mathscr{S}$, implies $u v$ in $\Sigma_{1}^{+}$. Let $n$ be

[^17]an arbitrary positive integer. Let $S^{\prime}$ be a new variable,
\[

$$
\begin{array}{r}
P_{2}=\left\{S^{\prime} \rightarrow S\right\} \cup\left\{A \rightarrow u B v \mid A, B \text { in } V_{1}-\Sigma_{1}, A \xlongequal[G]{\leftrightarrows n+1} u B v\right\} \\
\cup\left\{A \rightarrow w \mid A \text { in } V_{1}-\Sigma_{1}, w \text { in } \Sigma_{1}^{*}, A \xlongequal[G]{\leqq n+1} w\right\},
\end{array}
$$
\]

and $G^{\prime}=\left(\left\{S^{\prime}\right\} \cup V_{1}, \Sigma_{1}, P_{2}, S^{\prime}\right)$. The remainder of the argument is as in part (b).
(d) As often happens in proofs about grammar forms, the case where $\mathscr{L}(F)$ is the family of all context-free languages is proved very differently from the other cases, although the statement of the result is similar. Here we cannot simply compose productions as in (b) and (c), since the resulting productions would not necessarily be in the required form. Instead, we introduce productions where possible which simulate within the required form the result of composing sequences of productions. We then use a combinatorial lemma to show that the simulating productions are sufficient for the task at hand.

Since $\mathscr{L}(F)$ is the family of all context-free languages, by Theorem 2.2 of [2] there exist $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}$ in $\mathscr{S}^{*}, x_{6}$ in $\mathscr{S}^{+}$, and $\beta$ in $\mathscr{V}-\mathscr{S}$ such that $\sigma \underset{G_{F}}{*} x_{1} \beta x_{2}$, $\beta \underset{G_{F}}{*} x_{3} \beta x_{4} \beta x_{5}$, and $\beta \underset{G_{F}}{*} x_{6}$. By Lemma 2.3, we may assume that $\sigma \rightarrow x_{1} \beta x_{2}$, $\beta \rightarrow x_{3} \beta x_{4} \beta x_{5}$, and $\beta \rightarrow x_{6}$ are in $\mathscr{P}$. Intuitively this means that it suffices to prove the results for $G_{F}=(\{\sigma, a\} ;\{a\},\{\sigma \rightarrow \sigma \sigma, \sigma \rightarrow a\}, \sigma)$.

Now let $L$ be any context-free language. Then there exists a grammar $G=\left(V_{1}, \Sigma_{1}, P_{1}, S\right)$ such that $L=L(G)$ and each production of $P_{1}$ is of the type $A \rightarrow B C$ or $A \rightarrow w$, where $A, B, C$ are variables, $w$ is in $\Sigma_{1}^{*}$, neither $B$ nor $C$ is $S$, and $A=S$ if $w=\varepsilon$. (Thus $S$ never appears on the right side of any production and $S$ is the only variable which derives $\varepsilon$.) Intuitively, we shall construct a grammar $G^{\prime}$ as follows. We consider a derivation of a word $w$ in $G$, represented by a derivation tree. We put into $G^{\prime}$ productions which simulate the effects of $G$-productions used near the ends of branches. (See part 4 below.) Thus if the derivation tree of $w$ is very wide, then these productions yield the needed speed-up. On the other hand, the derivation tree of $w$ may be very narrow, with very little internal branching. In this case, the new productions do not speed up the derivation sufficiently. To obtain the speed-up here, we put into $G^{\prime}$ productions which "condense" long internal paths having little branching. (See part 6 below.)

Proceeding more formally, note that

1. if $A \underset{G}{\Rightarrow} w$, where $A$ is in $V_{1}-\Sigma_{1}$ and $w$ is in $\Sigma_{1}^{*}\left(V_{1}-\Sigma_{1}\right) \Sigma_{1}^{*}$, then $s \leqq 2|w|-2$, and
2. if $A \underset{G}{\stackrel{s}{\Rightarrow}} w$, where $A$ is in $V_{1}-\Sigma_{1}$ and $w$ is in $\Sigma_{1}^{+}$, then $s \leqq 2|w|-1$.

Let $n$ be an arbitrary positive integer. Let $G^{\prime}=\left(V_{2}, \Sigma_{1}, P_{2}, S^{\prime}\right)$, where $S^{\prime}$ is a new variable, $V_{2}$ consists of the symbols of $V_{1}$ together with all variables in $P_{2}$, and $P_{2}$ is defined as follows:
3. $S^{\prime} \rightarrow S$ is in $P_{2}$.
4. $A \rightarrow w$ is in $P_{2}$ if $A \xlongequal[G]{\leqq 112 n} w$, where $A$ is in $V_{1}-\Sigma_{1}$ and $w$ is in $\Sigma_{1}^{*}$.
5. $A \rightarrow B C$ if $A, B, C$ are in $V_{1}-\Sigma_{1}$ and $A \rightarrow B C$ is in $P_{1}$.
6. For each derivation $\delta: A \underset{G}{\Rightarrow} \cdots \underset{G}{\Rightarrow} v B w$ of at most $112 n$ steps, with $A, B$ in $V_{1}-\Sigma_{1}$ and $v, w$ in $\Sigma_{1}^{*}$, let $D_{\delta}, E_{\delta}$, and $H_{\delta}$ be new variables. Let $A \rightarrow D_{\delta} E_{\delta}$, $E_{\delta} \rightarrow B H_{\delta}, D_{\delta} \rightarrow v$, and $H_{\delta} \rightarrow w$ be in $P_{2}$.

The indexing of the variables in part 6 is done, as in the proof of Lemma 2.1, to keep the new variables distinct, so that each new production can be used only as part of the simulation of the derivation of $G$ for what it was intended.

From parts 2 and 4, we get
7. $A \rightarrow w$ is in $P_{2}$ if $A \xrightarrow[G]{*} w$, with $A$ in $V_{1}-\Sigma_{1}, w$ in $\Sigma_{1}^{*}$, and $|w| \leqq 56 n$.

It is easily seen that $G^{\prime}$ is in $\mathscr{G}(F)$. Since $P_{1} \subseteq P_{2}$ and new productions (except $S^{\prime} \rightarrow S$ ) in $P_{2}$ are only used to simulate productions in $P_{1}$, it follows that $L\left(G^{\prime}\right)=$ $L(G)=L$. To complete the argument, it remains to show that $G^{\prime}$ has sufficiently short derivations of all words in $L$.

Let $x$ be an arbitrary word in $L$. For each $G^{\prime}$-derivation of $x$, there is associated in the obvious way [4] a $G^{\prime}$-derivation tree ${ }^{9} T(x)$. Let $\bar{T}(x)$ be the tree obtained from $T(x)$ by deleting the root, all leaf nodes, and all edges incident to these nodes. Note that $\bar{T}(x)$ is a binary tree. ${ }^{10}$ Consider the set of all such derivation trees $\bar{T}(x)$ for $x$. Let $\bar{T}_{0}(x)$ be one such tree with the fewest number of nodes, and let $T_{0}(x)$ be a tree giving rise to $\bar{T}_{0}(x)$. Then $\bar{T}_{0}(x)$ has the following three properties:
8. No two consecutive ${ }^{11}$ internal nodes of $\bar{T}_{0}(x)$ have both their node names in $V_{2}-V_{1}$.
9. Each internal node of $\bar{T}_{0}(x)$ with at least one daughter an internal node generates a subtree of $T_{0}(x)$ whose terminal word is of length $\geqq 56 n$.
10. Let $n_{1}, \cdots, n_{6}$ be six consecutive internal nodes of $\bar{T}_{0}(x)$ and for each $i$, $2 \leqq i \leqq 6$, let $m_{i}$ be the other daughter of $n_{i-1}$. Suppose that each $m_{i}$ is a leaf in $\bar{T}_{0}(x)$ and $B_{i} \rightarrow w_{i}$ in $T_{0}(x), B_{i}$ the node name of $m_{i}$. Then $\left|w_{2} \cdots w_{6}\right| \geqq 56 n$.

For consider part 8 . Let $n_{1}$ and $n_{2}$ be consecutive internal nodes of $\bar{T}_{0}(x)$. Let $A$ and $B$ be the node names of $n_{1}$ and $n_{2}$ respectively. Suppose $A$ is in $V_{2}-V_{1}$. Then by part 6 , there is a $\delta$ such that $A$ is $E_{\delta}$ and $B$ is $H_{\delta}$. By construction, $B=H_{\delta}$ cannot be an internal node of $\bar{T}_{0}(x)$.

Consider part 9. Suppose it is false. Then there exist consecutive internal nodes $n_{1}$ and $n_{2}$ of $\bar{T}_{0}(x)$ such that $n_{1}$ (thus $\left.n_{2}\right)$ generates a subtree of $T_{0}(x)$ whose terminal word $w_{1}\left(w_{2}\right)$ is of length smaller than $56 n$. Let $A$ and $B$ be the node names of $n_{1}$ and $n_{2}$ respectively. By part 8 , one of the variables, say $A$, is in $V_{1}$. Then $A \underset{G}{\stackrel{*}{\Rightarrow}} w_{1}$. By part $7 A \rightarrow w_{1}$ is in $P_{2}$. Replacing the subtree in $T_{0}(x)$ realizing

[^18]$A \underset{G^{\prime}}{*} w_{1}$ by the subtree representing $A \rightarrow w_{1}$ gives rise to a $G^{\prime}$-derivation tree $T_{1}(x)$, deriving $x$, with the property that $\bar{T}_{1}(x)$ has fewer nodes than $\bar{T}_{0}(x)$. (The two daughter nodes of $n_{1}$ in $\bar{T}_{0}(x)$ are no longer present.) This is a contradiction. A similar contradiction arises if $B$ is in $V_{1}$. Hence part 9 holds.

Consider part 10. Suppose it is false. Let $A_{i}, 1 \leqq i \leqq 6$, and $B_{j}, 2 \leqq j \leqq 6$, be the node names of $n_{i}$ and $m_{j}$, respectively. By part 8 , either $A_{1}$ or $A_{2}$, say $A_{2}$, and either $A_{5}$ or $A_{6}$, say $A_{5}$, is in $V_{1}$. [An analogous argument holds if any of the other three possibilities occurs.] Since $m_{3}, n_{3}$ are daughters of $n_{2} ; m_{4}, n_{4}$ are daughters of $n_{3}$; and $m_{5}, n_{5}$ are daughters of $n_{4}$, we have as productions in $P_{2}, A_{2} \rightarrow A_{3} B_{3}$ or $A_{2} \rightarrow B_{3} A_{3}, A_{3} \rightarrow A_{4} B_{4}$ or $A_{3} \rightarrow B_{4} A_{4}$, and $A_{4} \rightarrow A_{5} B_{5}$ or $A_{4} \rightarrow B_{5} A_{5}$. Suppose $A_{2} \rightarrow B_{3} A_{3}, A_{3} \rightarrow A_{4} B_{4}$, and $A_{4} \rightarrow B_{5} A_{5}$ are the productions in $P_{2}$ realizing the above daughter relations. [An analogous argument holds if one of the other combinations occur.] Thus

$$
A_{2} \underset{G^{\prime}}{\Rightarrow} B_{3} A_{3} \underset{G^{\prime}}{\Rightarrow} B_{3} A_{4} B_{4} \underset{G^{\prime}}{\Rightarrow} B_{3} B_{5} A_{5} B_{4} \xrightarrow[\overrightarrow{G^{\prime}}]{\stackrel{*}{\Rightarrow}} w_{3} w_{5} A_{5} w_{4} .
$$

Since $A_{2}$ and $A_{5}$ are in $V_{1}, A_{2} \underset{G}{*} w_{3} w_{5} A_{5} w_{4}$. By assumption, $\left|w_{2} \cdots w_{6}\right|<56 n$. Thus $\left|w_{3} w_{5} w_{4}\right|<56 n$. By part 1, there exists a derivation $\delta: A_{2} \underset{G}{\Rightarrow} \cdots \underset{G}{\Rightarrow} w_{3} w_{5} A_{5} w_{4}$, of at most $112 n$ steps. Replacing in $T_{0}$ the subgraph realizing $A_{2} \rightarrow B_{3} A_{3}, B_{3} \rightarrow w_{3}, A_{3} \rightarrow A_{4} B_{4}, B_{4} \rightarrow w_{4}, A_{4} \rightarrow B_{5} A_{5}, B_{5} \rightarrow w_{5}$ by the graph realizing $A_{2} \rightarrow D_{\delta} E_{\delta}, E_{\delta} \rightarrow A_{5} H_{\delta}, D_{\delta} \rightarrow w_{3} w_{5}, H_{\delta} \rightarrow w_{4}$ gives rise to a $G^{\prime}$ derivation tree $T_{1}(x)$ for $x$. Then $\bar{T}_{1}(x)$ has two nodes fewer than $\bar{T}_{0}(x)$. This contradicts the minimality of $\bar{T}_{0}(x)$. Hence part 10 holds.

Using the above symbolism for trees, let $r$ be a positive integer such that $\bar{T}_{0}(x)$ has at least two internal nodes for each $x$ in $L,|x| \geqq r$. Clearly $r$ exists. By Lemma 2.1, it suffices to show that $\Phi_{G^{\prime}}(x) \leqq|x| / n$ for each word $x$ in $L,|x| \geqq r$.

Let $x$ be any word in $L$, with $|x| \geqq r$. Consider the following result, whose proof is in the Appendix.

Lemma 2.5. Let Tbe a binary tree with at least two internal nodes and exactlyl leaf nodes. Suppose there exists a positive integer $k$ and a weight function $\omega$ which assigns a nonnegative integer to every leaf node in such a way that the following two properties hold:
(a) For each internal node $n_{0}$ which has at least one daughter an internal node, $\sum_{m \text { in }} Q\left(n_{0}\right) \omega(m) \geqq k$, where $Q\left(n_{0}\right)$ is the set of all leaf nodes in the subtree generated by $n_{0}$.
(b) If $n_{1}, \cdots, n_{6}$ are six arbitrary consecutive internal nodes and $m_{2}, \cdots, m_{7}$ are leaf nodes such that each $m_{i}$ is a daughter of $n_{i-1}$, then $\sum_{i=2}^{7} \omega\left(m_{i}\right) \geqq k$. Then

$$
\sum_{m \text { a leaf }} \omega(m) \geqq \frac{k l}{28} .
$$

In Lemma 2.5, let $k=56 n$, let $T=\bar{T}_{0}(x)$, and for each leaf node $m$ in $\bar{T}_{0}(x)$ let $\omega(m)=|w|$, where $A$ is the node name of $m$ and $A \rightarrow w$ is the production in $P_{2}$ realizing the subtree in $T_{0}(x)$ generated by $m$. By parts 9 and 10 , (a) and (b) of

Lemma 2.5 are satisfied. (There is some redundancy in (b).) By the conclusion of Lemma $2.5, \sum_{m \text { a leaf }} \omega(m) \geqq(56 n / 28) l=2 n l$, where $l$ is the number of leaf nodes in $\bar{T}_{0}(x)$. Now the number of steps in any derivation realizing $T_{0}(x)$ is 1 (for $S^{\prime} \rightarrow S$ ) plus the number of internal nodes of $\bar{T}_{0}(x)$ plus $l$. Since $\bar{T}_{0}(x)$ is a binary tree, it is easily seen that $l$ is 1 plus the number of internal nodes. Hence the number of steps in any derivation realizing $T_{0}(x)$ is $2 l$. But $|x|=\sum_{m \text { a leaf }} \omega(m)$. Therefore $\Phi_{G^{\prime}}(x)=$ $2 l \leqq|x| / n$, and the proof of Proposition 2.4 is complete.
3. Minimality of arbitrary grammar forms. In the previous section we proved that all the grammar forms for some special types of grammatical families were minimal. In the present section we establish the result for all grammar forms for all grammatical families.

The argument for the main result is as follows. In § 3 of [2] a procedure was given for converting an arbitrary grammar form into an equivalent, completely reduced, sequential one. This procedure is exploited here to show that the transformation cannot convert a nonminimal grammar form into a minimal one. It is then proved that the resulting grammar form is always minimal.

Lemma 3.1. For every grammar form $F$ there exists an equivalent, completely reduced, ${ }^{12}$ sequential grammar form ${ }^{13} F^{\prime}$ such that $F$ is minimal if $F^{\prime}$ is.

Proof. If $F$ is vacuous then $L\left(G_{F}\right)=\varnothing$ or $L\left(G_{F}\right)=\{\varepsilon\}$. Thus $\mathscr{L}(F)=\{\varnothing\}$ or $\mathscr{L}(F)=\{\varnothing,\{\varepsilon\}\}$. In the former case, let $F^{\prime}$ be a form with no productions, and in the latter let $F^{\prime}$ be a grammar form with the single production $\sigma \rightarrow \varepsilon$. Clearly $F$ and $F^{\prime}$ are both minimal, and $F^{\prime}$ satisfies the conclusion of the lemma.

Suppose that $F$ is not vacuous. For the remainder of this proof, we assume the reader is familiar with the contents of $\S 3$ of [2]. We follow the transformation procedure given there, noting that each step of the procedure cannot change a nonminimal grammar form into a minimal one. There are five parts to consider.
(a) By the proof of Lemma 3.1 of [2] a reduced, equivalent grammar form $F_{a}$ is obtained from $F$. Since $F_{a}$ is constructed by deleting the useless productions of $F$, i.e., those productions involved in no derivation of a terminal word, only useless productions of each $G$ in $\mathscr{G}(F)$ are deleted. Thus $F$ is minimal if $F_{a}$ is.
(b) By Lemma 3.2 of [2], an equivalent, reduced, noncyclic grammar form $F_{b}$ is obtained from $F_{a}$. Assume $F_{b}$ is minimal. Let $F^{\prime \prime}$ be the grammar form obtained by adding to $F_{b}$ all productions $\beta \rightarrow \gamma, \beta$ and $\gamma$ variables, for which $\beta \underset{\vec{G}_{F_{a}}}{*} \gamma$. Then $\mathscr{L}\left(F_{b}\right)=\mathscr{L}\left(F_{a}\right)=\mathscr{L}\left(F^{\prime \prime}\right)$. Since each production in $F_{b}$ is in $F^{\prime \prime}$, it follows from Corollary 2.2 that $F^{\prime \prime}$ is minimal. By repeated use of Lemma 2.3, $F_{a}$ is minimal.
(c) By Lemma 3.3 of [2] an equivalent reduced grammar form $F_{c}$ containing no production of the kind $\xi \rightarrow \eta, \xi$ and $\eta$ variables, is obtained from $F_{b}$. Suppose $F_{c}$ is minimal. Repeating the argument in (b) above, with $F_{c}$ replaced by $F_{a}$ and $F_{a}$ by $F_{b}$, it is easily seen that $F_{b}$ is minimal.

[^19](d) By Lemma 3.4 of [2], an equivalent, completely reduced grammar form $F_{d}$ is obtained from $F_{c}$. Assume. $F_{d}$ is minimal. If every variable of $F_{c}$ is partially self-embedding, then $F_{c}$ is minimal by Lemma 2.3. Suppose that $F_{c}$ has exactly $k>0$ variables which are not partially self-embedding. The procedure in ( $\beta$ ) of Lemma 3.4 of [2] shows how to obtain from $F_{c}$ an equivalent, reduced grammar form $F_{c}^{\prime}$ having exactly $k-1$ variables which are not partially self-embedding. This procedure is iterated $k$ times until $F_{d}$ is obtained. To show that $F_{c}$ is minimal, it therefore suffices to prove that $F_{c}$ is minimal provided that $F_{c}^{\prime}$ is minimal.

Assume $F_{c}^{\prime}$ is minimal. Let $L$ be in $\mathscr{L}\left(F_{c}\right)=\mathscr{L}\left(F_{c}^{\prime}\right)$ and $n$ be an arbitrary positive integer. Let $l$ be 1 plus the maximum number of times any single variable appears on the right of any single production of $F_{c}$. Then there exists a grammar $G^{\prime}$ in $\mathscr{G}\left(F_{c}^{\prime}\right)$ such that $L\left(G^{\prime}\right)=L$ and $\Phi_{G^{\prime}}(x) \leqq \max \left\{\phi_{G_{F^{\prime}}},|x| /(\ln )\right\}$ for all $x$ in $L$. By the method of construction of $F_{c}^{\prime}$ from $F_{c}$, there exists a grammar $G$ in $\mathscr{G}\left(F_{c}\right)$ such that $L(G)=L$ and the following holds: For every $G^{\prime}$-derivation $\delta^{\prime}$ of a word $x$ in $L\left(G^{\prime}\right)$ there is a $G$-derivation $\delta$ of $x$ in which each step of $\delta^{\prime}$ is simulated by at most $l$ steps of $\delta$. Then $\Phi_{G}(x) \leqq \max \left\{l \phi_{G_{F_{c}}},|x| / n\right\}$ for all $x$ in $L$. The minimality of $F_{c}$ follows from Lemma 2.1.
(e) By Theorem 3.1 of [2], an equivalent, completely reduced, sequential grammar form $F^{\prime}$ is obtained from $F_{d}$. Assume $F^{\prime}$ is minimal. Let $F_{e}^{\prime}$ be a grammar form obtained by adding to $F_{d}$ one production of the kind $\beta \rightarrow v \gamma w, v$ and $w$ in $\mathscr{S}^{*}$, for all variables $\beta$ and $\gamma, \beta \neq \gamma$, in $F_{d}$ such that $\beta \underset{G_{F_{d}}}{\stackrel{*}{\Rightarrow}} v^{\prime} \gamma w^{\prime}$ for some $v^{\prime}$ and $w^{\prime}$ in $\mathscr{S}^{*}$. By Lemma 2.3, it suffices to show that $F_{c}^{\prime}$ is minimal.

Let $L$ be in $\mathscr{L}\left(F_{e}^{\prime}\right)=\mathscr{L}\left(F_{d}\right)=\mathscr{L}\left(F^{\prime}\right)$ and $n$ be an arbitrary positive integer. Let $k$ be 2 plus the maximum number of variables on the right side of any production in $F^{\prime}$. Then there exists a grammar $G^{\prime}$ in $\mathscr{G}\left(F^{\prime}\right)$ such that $L(G)=L$ and $\Phi_{G^{\prime}}(x)^{\circ} \leqq$ $\max \left\{\phi_{G_{F},},|x| /(k n)\right\}$. In an obvious way there exists a grammar $G_{e}^{\prime}$ in $\mathscr{G}\left(F_{e}^{\prime}\right)$ such that $L\left(G_{e}^{\prime}\right)=L\left(G^{\prime}\right)$ and for each $G^{\prime}$-derivation $\delta^{\prime}$ of a word $x$ in $L$ there corresponds a $G_{e}^{\prime}$-derivation $\delta_{e}^{\prime}$ of $x$ in which each step of $\delta^{\prime}$ is simulated by at most $k$ steps in $\delta_{e}^{\prime}$. (Specifically, each production $p$, corresponding to a production in $F^{\prime}$, may be replaced by one production corresponding to a production in $F_{d}$, plus one production corresponding to a production of the form $\beta \rightarrow v \gamma w$ for every variable in $p$.) Thus $L\left(G_{e}^{\prime}\right)=L$ and $\Phi_{G_{e}^{\prime}}(x) \leqq \max \left\{k \phi_{G_{F}},|x| / n\right\}$ for all $x$ in $L$. This implies the minimality of $F_{e}^{\prime}$.

Combining (a)-(e), we obtain our result.
THEOREM 3.2. Every grammar form is minimal.
Proof. Clearly each vacuous grammar form is minimal. Consider nonvacuous grammar forms. By Lemma 3.1, we may restrict our attention to completely reduced, sequential grammar forms. The proof will be by induction on the number $k$ of variables in the grammar form.

Suppose $F$ is a completely reduced, sequential grammar form with just one variable. By Lemma 5.1 of [2], $\mathscr{L}(F)$ is either the family of finite, regular, linear, or context-free languages. By Proposition 2.4, $F$ is minimal.

Now assume the theorem is true for all completely reduced, sequential grammar forms with at most $k$ variables. Let $F=(V, \Sigma, \mathscr{V}, \mathscr{S}, \mathscr{P}, \sigma)$ be a completely reduced, sequential grammar form with $k+1$ variables. Thus, the variables in $\mathscr{V}$ can be arranged into a sequence $\sigma=\alpha_{0}, \cdots, \alpha_{k}$ so that for each
production $\alpha_{i} \rightarrow u \alpha_{j} v$ in $\mathscr{P}, i \leqq j$. If $\mathscr{L}(F)$ is the family of context-free languages, then by Proposition 2.4 we are through. Thus assume $\mathscr{L}(F)$ is not the family of all context-free languages. We may assume similarly that $F$ is nontrivial ${ }^{14}$ (since otherwise $F$ is either vacuous or generates the family of all finite sets.) By Lemma 2.3 we may assume the following:

1. For each $i, 0 \leqq i \leqq k$, there exists $v_{i}$ in $\mathscr{S}^{+}$such that $\alpha_{i} \rightarrow v_{i}$ is in $\mathscr{P}$.
2. If there exist $w_{1}, w_{2}$ in $(\mathscr{V}-\{\sigma\})^{+}$such that $\sigma \underset{G_{F}}{*} w_{1} \sigma w_{2}$, then there exist $x_{1}, x_{2}$ in $\mathscr{S}^{+}$such that $\sigma \rightarrow x_{1} \sigma x_{2}$ is in $\mathscr{P}$.
3. If there exist $w$ in $(\mathscr{V}-\{\sigma\})^{+}$such that $\sigma \xrightarrow[G_{F}]{*} w \sigma(\sigma \rightarrow \sigma w)$ then there exists $x$ in $\mathscr{S}^{+}$such that $\sigma \rightarrow x \sigma(\sigma \rightarrow \sigma x)$ is in $\mathscr{P}$.

Intuitively, we proceed as follows. Consider the collection of "component" grammar forms arising from $F$ by treating each variable of $F$ except $\sigma$, in turn, as the start variable. Each such component form has at most $k$ variables and thus, by induction, is minimal. Given any interpretation grammar $G$ of $F$, the speed-up is accomplished by a grammar $G^{\prime}$ constructed as follows: Consider the collection of "components" of $G$, i.e., the parts of $G$ which correspond to respective component forms of $F$. By the minimality of the component forms, each component of $G$ may be sped up. The productions accomplishing this are then placed into $G^{\prime}$. (See part 6 below.) In addition, productions which speed up short derivations are also placed into $G^{\prime}$. (See part 4 below.) Similarly, productions which speed up the portion of $G$ not part of any component of $G$ (i.e., the portion involving variables corresponding to $\sigma$ ) are placed into $G^{\prime}$. (See part 5 below.)

More formally, let $F_{i}=\left(V, \Sigma, \mathscr{V}_{i}, \mathscr{S}, \mathscr{P}_{i}, \alpha_{i}\right)$ be the grammar form in which $\mathscr{V}_{i}=\mathscr{S} \cup\left\{\alpha_{j} \mid \alpha_{i} \underset{\vec{G}_{F}}{*} w_{1} \alpha_{j} w_{2}\right.$ for some $w_{1}, w_{2}$ in $\left.\mathscr{V}^{*}\right\}$ and $\mathscr{P}_{i}$ be the set of all productions in $F$ involving only variables in $\mathscr{V}_{i}$. Then $F_{i}$ is nontrivial, completely reduced, sequential, and has at most $k$ variables. For each $i, \phi_{G_{F_{i}}}=1$ by assumption 1 above.

Let $L$ be in $\mathscr{L}(F)$ and $n$ be an arbitrary positive integer. There exists an interpretation $(\mu, G)$ of $F$ such that $L(G)=L$. Let $G=\left(V_{1}, \Sigma_{1}, P, S\right)$. We shall modify $G$ to obtain a new grammar $G^{\prime}$ obtaining the speedup of $L$ by constant $n$. Let $A$ be an arbitrary variable in $V_{1}-\left(\Sigma_{1} \cup \mu(\sigma)\right)$. Then $A$ is in $\mu\left(\alpha_{i}\right)$ for some $i \geqq 1$. Let $G_{A}^{\prime}=\left(V_{A}^{\prime}, \Sigma_{1}, P_{A}^{\prime}, A\right)$, where $P_{A}^{\prime}=P \cap \mu\left(\mathscr{P}_{i}\right)$ and $V_{A}^{\prime}$ is $\{A\} \cup \Sigma_{1}$ together with all the symbols appearing in productions of $P_{A}^{\prime}$. Obviously $G_{A}^{\prime}$ is in $\mathscr{G}\left(F_{i}\right)$. By induction, there exists a grammar $G_{A}=\left(V_{A}, \Sigma_{1}, P_{A}, A^{\prime}\right)$ in $\mathscr{G}\left(F_{i}\right)$ such that $L\left(G_{A}\right)=L\left(G_{A}^{\prime}\right)$ and $\Phi_{G_{A}}(x) \leqq \max \{1,|x| /(2(n+1))\}=$ $\max \left\{\phi_{G_{F_{i}}},|x| /(2(n+1))\right\}$ for all $x$ in $L\left(G_{A}\right)$. There is no loss of generality in assuming that $A^{\prime}=A, A$ does not occur on the right side of any production in $P_{A}$, and each symbol in $V_{A}-\left(\Sigma_{1} \cup\{A\}\right)$ is a new symbol in $V-\Sigma$.

Let $s$ be the number of elements in $\mu(\sigma)$ and $r$ the maximum number of variables (not necessarily distinct) on the right side of any production in $\mathscr{P}$. Let $G^{\prime}=\left(V_{1}^{\prime}, \Sigma_{1}, P^{\prime}, S\right)$, where $V_{1}^{\prime}$ is $\Sigma_{1} \cup\{S\}$ together with all symbols in $P^{\prime}$, and $P^{\prime}$ consists of $P$ and the following productions:
${ }^{14}$ A grammar form $F$ is said to be nontrivial if $L\left(G_{F}\right)$ is infinite.
4. Foir every variable $A$ in $V_{1}-\Sigma_{1}$ and $w$ in $\Sigma_{1}^{*}$, with $|w| \leqq 2(n+1)(r+2)$ and $A \underset{G}{\stackrel{*}{\Rightarrow}} w$, let $A \rightarrow w$ be in $P^{\prime}$.
[Part 4 speeds up the $G$-derivation of short terminal words from variables.]
5. Suppose $A, B$ are in $\mu(\sigma)$ and $A \xlongequal[G]{\leftrightarrows(n+1) s} w_{1} B w_{2}$ for some $w_{1}, w_{2}$ in $V_{1}^{*}$. Let $B_{1}, \cdots, B_{q}$ be the variables (not necessarily distinct) of $G$ appearing in $w_{1} w_{2}$ in order from left to right, and for each $i$ suppose $B_{i} \xlongequal[G]{*} u_{i}$, where $u_{i}$ is in $\Sigma_{1}^{*}$ and $\left|u_{i}\right| \leqq 2(n+1)(r+2)$. Let $\bar{w}_{1}$ and $\bar{w}_{2}$ be the words obtained by replacing each $B_{i}$ by $u_{i}$ in $w_{1}$ and $w_{2}$ respectively. Then $A \rightarrow \bar{w}_{1} B \bar{w}_{2}$ is in $P^{\prime}$.
[Part 5 speeds up $G$-derivations of the form $A \xlongequal[G]{*} w_{1} B w_{2} \xrightarrow[G]{*} \bar{w}_{1} B \bar{w}_{2}, A$ and $B$ corresponding to $\sigma$, in which $A \xrightarrow[G]{*} w_{1} B w_{2}$ does not have too many steps and each variable of $w_{1} w_{2}$ has a $G$-derivation of a short terminal word.]
6. For each $A$ in $V_{1}-\left(\Sigma_{1} \cup \mu(\sigma)\right)$ let each production of $P_{A}$ be in $P^{\prime}$.
[Part 6 speeds up $G$-derivations of long words from variables not corresponding to $\sigma$.]

It is readily seen that $G^{\prime}$ is in $\mathscr{G}(F)$ and that $L\left(G^{\prime}\right)=L$. To show that $F$ is minimal, by Lemma 2.1 it suffices to show that $\Phi_{G^{\prime}}(x) \leqq|x| / n$ for all words $x$ in $L$ such that $|x| /(n+1)+4+2 r \leqq|x| / n$. [For the number of words $x$ in $L$ such that $|x| /(n+1)+4+2 r>|x| / n$ is finite.] Thus consider any word $x$ in $L$ such that $|x| /(n+1)+4+2 r \leqq|x| / n$. There exists a minimal $G$-derivation $\delta$ of $x$ so that productions (possibly none) of the type $A \rightarrow v B w, A, B$ in $\mu(\sigma)$ and $v, w$ in ( $\left.V_{1}-\mu(\sigma)\right)^{*}$ are applied first; then exactly one production of the type $A \rightarrow v, A$ in $\mu(\sigma)$ and $v$ in $\left(V_{1}-\mu(\sigma)\right)^{*}$, and finally productions involving only variables in $V_{1}-\left(\Sigma_{1} \cup \mu(\sigma)\right)$. Three cases arise. ${ }^{15}$
$(\alpha)$ There are $(n+1) s$ consecutive productions $p_{1}, \cdots, p_{(n+1) s}$ in $\delta$ with a variable in $\mu(\sigma)$ on both sides such that for each variable $A$ in $V-\mu(\sigma)$ generated by each of the $p_{i}$, the subword of $x$ generated by $A$ has length at most $2(n+1)(r+2)$. Then by part 5 , there is a production $\pi$ in $G^{\prime}$ which simulates the sequence $p_{1}, \cdots, p_{(n+1) s}$ as well as the derivations into subwords of $x$ by every variable not in $\mu(\sigma)$ produced by each of the $p_{i}$. Since $\delta$ is minimal, each time a variable in $\mu(\sigma)$ is repeated, either a terminal symbol or a variable deriving (in $\delta$ ) a terminal symbol is produced. Since there are only $s$ distinct variables in $\mu(\sigma)$ and the production $\pi$ simulates the effect of all the productions alluded to above, $\pi$ deposits at least $n+1$ symbols.
( $\beta$ ) Fewer than $(n+1) s$ consecutive productions as in $(\alpha)$ occur, followed by a production $p: A \rightarrow v B w$ such that $A, B$ are in $\mu(\sigma), v, w$ are in $\left(V_{1}-\mu(\sigma)\right)^{*}$, and $|u|>2(n+1)(r+2)$ for some subword $u$ of $x$ generated by some variable in $v w$. As in ( $\alpha$ ), there is a production $\pi$ of $G^{\prime}$ which simulates the sequence of productions preceding $p$, plus the derivation of variables not in $\mu(\sigma)$ into subwords of $x$. Let

[^20]$B_{1}, \cdots, B_{q}$ be the occurrences of the variables in $v w$, in order, and let $x_{1}, \cdots, x_{q}$ be the corresponding subwords of $x$ which the $B_{i}$ generate. Note that $q \leqq r$. For each $i$ such that $\left|x_{i}\right| \leqq 2(n+1)(r+2)$, there is a production $B_{i} \rightarrow x_{i}$ in $P^{\prime}$, by part 4. For each $i$ such that $\left|x_{i}\right|>2(n+1)(r+2)$, there is a sequence of at most $\left|x_{i}\right| /(2(n+1))$ productions in $P^{\prime}$ which converts $B_{i}$ into $x_{i}$ by part 6 . Thus, the simulation of the sequence of productions, plus $p$, plus the derivation into subwords of $x$ of all generated variables not in $\mu(\sigma)$, requires at most 1 (for the initial sequence of productions) +1 (for $p)+r$ (for expanding all $B_{i}$ such that $\left.\left|x_{i}\right| \leqq 2(n+1)(r+2)\right)+\sum_{i}^{q}\left|x_{i}\right| /(2(n+1))\left(\right.$ for $i$ such that $\left|x_{i}\right|>2(n+1)(r+2)$ ) productions of $G^{\prime}$, i.e., at most $2+r+\sum_{i=1}^{q}\left|x_{i}\right| /(2(n+1))$ productions. Since $\sum_{i=1}^{q}\left|x_{i}\right|>2(n+1)(r+2)$, the number of productions is at most $\sum_{i=1}^{q}\left|x_{i}\right| /(n+1)$. Since at least $\sum_{i=1}^{q}\left|x_{i}\right|$ terminals are deposited by these productions, it follows that at least $n+1$ terminal symbols are deposited for each production of $G^{\prime}$ used (although each production may not itself deposit $n+1$ terminals.)
$(\gamma)$ Fewer than $(n+1) s$ consecutive productions as in ( $\alpha$ ) occur, followed by a production $p: A \rightarrow v$, where $A$ is in $\mu(\sigma)$ and $v$ is in $\left(V_{1}-\mu(\sigma)\right)^{*}$. As in ( $\beta$ ), one production of $G^{\prime}$ simulates the sequence of productions preceding $p$, plus the derivation of the variables not in $\mu(\sigma)$ into subwords of $x$. Let $B_{1}, \cdots, B_{q}$ be the sequence of occurrences of variables, in order, and $x_{1}, \cdots, x_{q}$ the corresponding subwords of $x$. As in ( $\beta$ ), the total number of productions needed to simulate the initial productions, plus $p$, plus the derivation of all generated variables into subwords of $x$, is at most $2+r+\sum_{i=1}^{q}\left|x_{i}\right| /(2(n+1))$. If $\sum_{i=1}^{q}\left|x_{i}\right|>2(n+1)(r+2)$, then as in case ( $\beta$ ), $n+1$ terminals are deposited for every production of $G^{\prime}$ used.

We now apply $(\alpha)$ and $(\beta)$ to $\delta$ in the obvious way until $(\gamma)$ arises. The number of applications of productions in $G^{\prime}$ is at most $\sum_{i=1}^{q}\left|x_{i}\right| /(n+1)$, where the $x_{i}$ are the subwords of $x$ derived from the variables not in $\mu(\sigma)$. Suppose that $\sum_{i=1}^{q}\left|x_{i}\right|>$ $2(n+1)(r+2)$ for the $x_{i}$ arising in $(\gamma)$. Then $\Phi_{G^{\prime}}(x) \leqq|x| /(n+1)<|x| / n$. Suppose that $\sum_{i=1}^{q}\left|x_{i}\right| \leqq 2(n+1)(r+2)$ for the $x_{i}$ arising in $(\gamma)$. Then

$$
\begin{aligned}
\Phi_{G^{\prime}}(x) \leqq & \frac{|x|}{n+1} \quad(\text { from }(\alpha) \text { and }(\beta)) \\
& +2+r+\frac{\sum_{i=1}^{q}\left|x_{i}\right|}{2(n+1)} \quad\left(\text { for the } x_{i} \operatorname{arising} \text { in }(\gamma)\right) \\
\leqq & \frac{|x|}{n+1}+2+r+2+r \\
= & \frac{|x|}{n+1}+4+2 r \\
\leqq & \frac{|x|}{n}, \quad \text { by hypothesis on } x .
\end{aligned}
$$

Hence the result.
The basic question we are interested in is whether some grammar forms are "more efficient" than others, either for representing particular languages or for their entire language families. By our main result, this question has a negative answer if our measure of complexity is derivation length. (That is, each grammar
form has the power of expressing each language in its grammatical family as efficiently as liked.) Of course, derivation length is not the only criterion for judging the efficiency of a grammar. Other possibilities are "size" measures (e.g., total number of symbols needed to represent the grammar or number of productions in the grammar), as studied, for example, in [7], [8]. The reader will note that the cost of the speedup using our construction is a large increase in the size of the grammar: if $S(n)$ is the size of the grammar constructed to accomplish speedup of a language by constant $n$, then $S(n)$ can be roughly equal to $S(1)^{k n}$, where $k$ is a constant depending on the form and language. It remains to study comparative efficiency of forms with respect to size measures, and to examine trade-offs between the two types of measures.

Appendix. We now establish Lemma 2.5. Suppose there are at least $l / 7$ leaf nodes $m$ with the property that
(A.1) for some leaf $m^{\prime} \neq m, m$ and $m^{\prime}$ are daughters of the same father. Then there are at least $l / 14$ pairs of distinct leaf nodes, the two nodes in each pair having a common father. Thus there are at least $l / 14$ such fathers, and since $T$ has at least two internal nodes, $l / 28$ fathers of such fathers. Each such father of a father is an internal node with at least one daughter an internal node. By (a) of the hypothesis, the sum of the weights below each such father of a father is at least $k$. Thus $\sum_{m \text { a leaf }} \omega(m)>k(l / 28)$.

Suppose there are $e<l / 7$ leaf nodes $m$ satisfying (A.1). Call an internal node both of whose daughters are internal nodes a branch node. Let $i$ be the number of internal nodes and $b$ the number of branch nodes. Since $T$ is a binary tree, it is readily seen that $l=i+1$ and $e / 2=b+1$. Now remove all branch nodes and their incident edges from the tree $T$, obtaining a graph with $g$ connected components, $\Gamma_{1}, \cdots, \Gamma_{g}$. Clearly

$$
g \leqq 2 b+1=e-1<\frac{l}{7}
$$

Let $n$ be the number of original internal nodes in all the $g$ components. Then

$$
n=i-b=l-\frac{e}{2}>\frac{13}{14} l .
$$

Also observe that each component is one of the following two types:
(A.2) For some $r \geqq 1$, the nodes are $\left\{n_{i}, m_{i} \mid 1 \leqq i \leqq r\right\} \cup\left\{m_{r}^{\prime}\right\}$, where for each $i$, $1 \leqq i \leqq r, m_{i}$ is a daughter of $n_{i}$, and for each $i, 1 \leqq i \leqq r-1, n_{i+1}$ is a daughter of $n_{i}$. Also, $m_{r}^{\prime}$ is a daughter of $n_{r}$. In addition, $n_{1}, \cdots, n_{r}$ are internal nodes of $T$ but not branch nodes, and each $m_{i}, m_{r}^{\prime}$ is a leaf node of $T$.
(A.3) For some $r \geqq 1$, the nodes are $\left\{n_{i}, m_{i} \mid 1 \leqq i \leqq r\right\}$, where for each $i$, $1 \leqq i \leqq r, m_{i}$ is a daughter of $n_{i}$, and for each $i, 1 \leqq i \leqq r-1, n_{i+1}$ is a daughter of $n_{i}$. In addition, $n_{1}, \cdots, n_{r}$ are internal nodes of $T$ but not branch nodes, and each $m_{i}$ is a leaf node of $T$.

Define a 6 -chain as a 6 -tuple ( $n_{1}, \cdots, n_{6}$ ) in which each $n_{i}$ is an internal, nonbranch node of $T$, and $n_{j}$ is a daughter of $n_{j-1}$ for all $j \geqq 2$. All 6 nodes of a 6 -chain are in some common component since no $n_{i}$ is a branch node. For each $i$,
$1 \leqq i \leqq g$, let $a_{i}$ be the number of original internal nodes in $\Gamma_{i}$. Then there is a set of ${ }^{16}$

$$
\begin{aligned}
\sum_{i=1}^{g}\left\lfloor a_{i} / 6\right\rfloor & \geqq \frac{1}{6} \sum_{1}^{g} a_{i}-\frac{5}{6} g \\
& =\frac{1}{6}(n-5 g) \\
& >\frac{1}{6}\left(\frac{13}{14} l-\frac{5}{7} l\right) \\
& =l / 28
\end{aligned}
$$

pairwise disjoint 6 -chains (i.e., 6 -chains having no elements in common). Since every internal node not a branch node has a daughter which is a leaf, it follows from (b) of the hypothesis that the sum of the weights of the leaf nodes which are daughters of nodes in a given 6 -chain is at least $k$. Since there are at least $l / 28$ disjoint 6 -chains, the sum of the weights of the leaf nodes in $T$ is at least $k l / 28$, completing the proof of Lemma 2.5.
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# TWO ALGORITHMS FOR GENERATING WEIGHTED SPANNING TREES IN ORDER* 

HAROLD N. GABOW $\dagger$


#### Abstract

Two algorithms for generating spanning trees of a connected graph in order of increasing weight are presented. The first generates the $K$ smallest weight trees, where $K$ can be specified in advance or during execution of the algorithm. The run time is $O(K E \alpha(E, V)+E \log E)$ and the space is $O(K+E)$; here $V$ is the number of vertices, $E$ is the number of edges, and $\alpha$ is Tarjan's inverse of Ackermann's function and is very slow-growing. The algorithm uses a minimum weight spanning tree as a "reference tree", and exchanges edges to derive other trees. The second algorithm, a modification of the first, generates all spanning trees of the graph, in order. If $N$ is the number of spanning trees, the time is $O(N E)$ and the space is $O(N+E)$.


Key words. weighted spanning trees, edge exchange, set merging, branch and bound

1. Introduction. In many practical situations, one wants to generate the spanning trees of a graph in order of increasing weight. For example, consider this electrical wiring problem: $n$ pins must be wired together with as little wire as possible; further, the wiring must satisfy complicated and diverse constraints, e.g., at most $k$ wires can meet any pin, no two wires can be too close, etc. One way to solve the problem is to generate spanning trees in order of increasing length (weight) until a tree satisfying the constraints is found.

This paper presents an algorithm for generating the $K$ smallest spanning trees of a connected graph, in order of increasing weight. $K$ may be known in advance or specified as trees are generated. The algorithm requires time $O(K E \alpha(E, V)+$ $E \log E)$ and space $O(K+E)$. Here $V$ is the number of vertices, $E$ is the number of edges, and $\alpha$ is Tarjan's inverse of Ackermann's function and is very slowgrowing. A previously known algorithm for this problem [2] has slower run time, $O\left(K V^{2}+K V \log K\right)$. The algorithm works by using a minimum weight spanning tree as a "reference tree" [6], and exchanging edges to find other trees. It uses fast set merging algorithms [10], and a bounding technique for partitioning the solution space [5].

The algorithm is modified for the problem of generating all spanning trees of a connected graph, in order of increasing weight. The run time is $O(N E)$ and the space is $O(N+E)$, where $N$ is the number of spanning trees of the graph. Efficient algorithms for generating all spanning trees of a graph without weights [7], [8] can be applied to this problem. The best known algorithm gives time bound $O(N E)$ and space bound $O(N V+E)$. Since $N$ can be large, storage may be a limiting factor. So the improvement in space is significant.

Section 2 gives definitions from graph theory. Section 3 gives a result on edge exchanges that is the basis of the algorithm. Section 4 presents the algorithm, and analyzes time and space requirements. Section 5 describes the modified algorithm. Section 6 summarizes computational experience.

[^22]2. Definitions. A graph $G$ consists of a finite set of $V$ vertices and a finite set of $E$ edges. An edge is an (unordered) set of two distinct vertices. The edge containing vertices $v$ and $w$ is denoted ( $v, w)$; it joins $v$ and $w$.

A subgraph of $G$ is a graph whose vertices and edges are in $G$. If $H$ is a collection of edges on the vertices of $G$, graph $G-H$ consists of the vertices of $G$ and all edges in $G$ except $H$; graph $G \cup H$ consists of all vertices of $G$ and all edges in $G$ or $H$.

A path from $v_{1}$ to $v_{n}$ is a sequence of edges $\left(v_{1}, v_{2}\right),\left(v_{2}, v_{3}\right), \cdots,\left(v_{n-1}, v_{n}\right)$. If all vertices $v_{i}, 1 \leqq i \leqq n$, are distinct, the path is simple. A graph is connected if there is a path between any two distinct vertices. A bridge is an edge $(v, w)$ that is in every path from $v$ to $w$.

A tree is a connected graph, where any two distinct vertices are joined by a unique simple path. A spanning tree of $G$ is a tree that is a subgraph containing all vertices of $G$.

A rooted tree is a tree $T$ with one vertex $r$ chosen as the root. Let $v$ be a vertex in $T$, and let $v=v_{0}, v_{1}, \cdots, v_{n}=r$ be the sequence of vertices in the simple path from $v$ to $r$. Any vertex $v_{i}$, for $0 \leqq i \leqq n$, is an ancestor of $v ; v_{1}$ is the father of $v ; v$ is a son of $v_{1}$; the depth of $v$ is $n$. The first common ancestor of two vertices $v$ and $w$ is the ancestor of both $v$ and $w$ that has greatest depth. Two distinct sons of the same vertex are brothers. In an oriented tree, the sons of a vertex are ordered from left to right.

In a weighted graph, every edge $e$ has a number, $w(e)$, called its weight. If $H$ is a set of edges (such as a spanning tree), the weight of $H$ is $\sum_{e \in H}(e)$.
3. T-exchanges. This section describes how spanning trees can be derived by exchanging edges. $T$-exchanges are defined and a useful property is proved.

Let $T$ be a spanning tree of graph $G$. A $T$-exchange is a pair of edges $e, f$ where $e \in T, f \notin T$, and $T-e \cup f$ is a spanning tree. The weight of exchange $e$, $f$ is $w(f)-w(e)$. So the weight of tree $T-e \cup f$ is the weight of tree $T$ plus the weight of exchange $e, f$.

A $T$-exchange can be used to derive one minimum weight spanning tree from another, as shown below.

Lemma 1. A spanning tree $T$ has minimum weight if and only if no $T$ exchange has negative weight.

Proof. The necessity of this condition is obvious. Sufficiency is proved in [4].

Theorem 2. Let T be a minimum weight spanning tree of $G$, and let e be an edge in T. Let e, f be a T-exchange having the smallest weight of all $T$-exchanges $e, f^{\prime}$. Then $T-e \cup f$ is a minimum weight spanning tree of graph $G-e$.


Fig. 1. Edges in Theorem 2

Proof. Let $S=T-e \cup f$. Suppose $S$ does not have minimum weight. By Lemma 1 , there is an $S$-exchange $g, h$ having negative weight. We derive a contradiction below.

We first show edges $e, f, g, h$ are situated as in Fig. 1. Let $T-e$ consist of the two trees $U, V$. Edge $e$ joins $U$ and $V$. Edge $f$ also joins $U$ and $V$, since $e, f$ is a $T$-exchange.

Edge $h$ also joins $U$ and $V$. For if not, assume without loss of generality that $h$ joins two vertices in $U$. Since $g, h$ is an $S$-exchange, $g$ is in tree $U$. Thus $g, h$ is a $T$-exchange. But $g, h$ has negative weight, and $T$ is a minimum weight spanning tree. This contradiction proves $h$ joins $U$ and $V$.

Now we show edge $g \in U \cup V$. Since $e, h$ is a $T$-exchange, its weight is no smaller than that of $e, f$. Thus

$$
\begin{equation*}
w(f) \leqq w(h)<w(g) . \tag{1}
\end{equation*}
$$

So $g \neq f$, and $g \in S-f=U \cup V$.
Assume without loss of generality that $g \in U$. This gives Fig. 1.
Now let $U-g$ consist of the two trees $W, X$. Edge $e$ is incident to one of these trees, say $W$. Since $T-e-g \cup f \cup h$ is a spanning tree, either $f$ or $h$ is incident to $X$. So either $g, f$ or $g, h$ is a $T$-exchange. But (1) implies both of these exchanges have negative weight, a contradiction. This contradiction shows the original assumption is false. Thus $S$ has minimum weight.

Now let $T$ be a minimum weight spanning tree. The theorem shows a spanning tree with the next smallest weight is $T-e \cup f$, where $e, f$ is a minimum weight $T$-exchange. This observation is the basis of the algorithm.
4. Algorithm for $K$ spanning trees. The algorithm for generating $K$ spanning trees consists of procedures EX, GEN, and a main procedure GENK. This section describes these procedures in turn.

EX finds a minimum weight $T$-exchange $e, f$ subject to certain constraints, IN, OUT. We describe EX, first assuming there are no constraints and then incorporating the constraints.

For each edge $g \in T$, EX finds a minimum weight $T$-exchange $g, h$; it sets $e, f$ to the smallest of these exchanges. During the execution of EX, we call an edge $g \in T$ eligible if a minimum weight exchange $g, h$ has not been found.

EX works as follows. Originally all edges in $T$ are eligible. A list $L$ contains all edges $h_{1}, h_{2}, \cdots, h_{E}$ of $G$, sorted in order of increasing weight. EX begins by finding every $T$-exchange $g, h_{1}$. This is a minimum exchange for $g$, since $h_{1}$ has the smallest weight possible. Now all edges $g$ become ineligible.

Edge $h_{2}$ is processed similarly. EX finds every $T$-exchange $g, h_{2}$, where $g$ is eligible. This is a minimum exchange for $g$. The edges $g$ become ineligible.

The procedure is repeated for every edge $h_{k}$ in $L$. The smallest exchange found is the minimum $T$-exchange $e, f$.

The tree $T$ is represented by a father array $F$. Vertex 1 is the root; for any vertex $v \neq 1, F(v)$ is the father of $v$. Call a vertex $v \neq 1$ eligible if edge $(v, F(v))$ is eligible, i.e., a minimum exchange for $(v, F(v))$ has not been found; call vertex 1 eligible too.

Now suppose EX examines the edge $h_{k}=(x, y)$, as shown in Fig. 2. Vertex $a$ is the first common ancestor of $x$ and $y$ that is eligible; vertices $x_{i}$, for $1 \leqq i \leqq n$, are


Fig. 2. Exchanging ( $x, y$ ) into $T$
the other eligible vertices on the path from $x$ to $a$; vertices $y_{j}$, for $1 \leqq j \leqq m$, are defined similarly. Edge $h_{k}$ gives a minimum exchange for each edge ( $x_{i}, F\left(x_{i}\right)$ ), ( $y_{j}, F\left(y_{j}\right)$ ), and no others.

EX finds the vertices $x_{i}, y_{j}$, by using set merging techniques. A family of sets partitions the vertices of $G$. Each set contains a unique eligible vertex, which is used as the name of the set. Vertex $w$ is in the set named $v$ when $v$ is the first eligible ancestor of $w$. (Since 1 is eligible, $v$ exists for any $w$.) EX uses two procedures to manipulate these sets: $\operatorname{FIND}(v)$ computes the name of the set containing vertex $v ; \operatorname{UNION}(v, w, x)$ combines sets named $v$ and $w$ into a new set named $x$ (destroying sets $v$ and $w$ ).

EX computes the vertices $x_{i}$ using the equations $x_{1}=\operatorname{FIND}(x), x_{i+1}=$ $\operatorname{FIND}\left(F\left(x_{i}\right)\right)$. Vertices $y_{j}$ are computed similarly. Vertex $a$ is the first common value, $a=x_{n+1}=y_{m+1}$. In this manner, EX finds all minimum exchanges for edge $h_{k}$.

Now we discuss the constraint lists $I N$ and $O U T$. These lists prevent trees from being generated twice; their construction is described fully below. IN is a list of edges in $T$ that must remain in $T$; OUT is a list of edges out of $T$ that must remain out of $T$. Thus EX must find a $T$-exchange $e, f$, such that $e \in T-I N$, $f \in G-O U T$, and $e, f$ has the smallest weight possible.

To do this, EX begins by making all $I N$ edges ( $x, y$ ) ineligible. This is done by placing $x$ and $y$ in the same set (since they have the same first eligible ancestor). Also, EX marks all OUT edges in the list $L$, so they are not considered for exchanges. These edges are later unmarked, for subsequent calls to EX. In this manner, the constraints are handled.

The final array used is $W$, which specifies the weight $W(e)$ of each edge $e$.

The procedure below sets global variables $e, f$ and $r$, so $e, f$ is a minimum weight exchange subject to constraints $I N, O U T$, and $r$ is the weight of $e, f$.
procedure $\mathrm{EX}(F, I N, O U T)$; begin

1. initialize: $\quad r \leftarrow \infty$; make each vertex $v$ the only element in a set named $v$;
2. IN edges: for edge $(x, y)$ in $I N$ do begin wlog assume $F(x)=y$;
3. 

$y \leftarrow$ FIND ( $y$ ); UNION $(x, y, y)$;
end;
4. OUT edges: $\quad$ for edge $(x, y)$ in OUT do mark $(x, y)$ in $L$;
5. Ledges:
6.
7.
8. find exchanges :
9.
for edge ( $x, y$ ) in $L$ do comment edges in $L$ are in increasing weight order;
if $(x, y)$ is marked then unmark $(x, y)$
else if $F(x) \neq y$ and $F(y) \neq x$ then begin
for $v 1 \leftarrow x, y$ do begin $v \leftarrow \operatorname{FIND}(v 1)$;
10.
while $v \neq a$ do begin
11. check exchange:
$r 1 \leftarrow W(x, y)-W(v, F(v)) ; \quad$ comment $r 1$ is the exchange's weight;
12. if $r 1<r$ then begin $r \leftarrow r 1 ; e \leftarrow(v, F(v)) ; f \leftarrow(x, y)$; end;
13. advance: $\quad u \leftarrow \operatorname{FIND}(F(v))$; $\operatorname{UNION}(v, u, u) ; v \leftarrow u$;
end end end end $E X$;
Table 1 illustrates EX. Input parameters describe $T_{1}$ for the graph of Fig. 3. The exchanges found by EX in step 8 are listed, along with the output values describing $T_{2}$.

TAble 1

| EX processes $T_{1}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $F(2)$ | $F(3)$ | $F(4)$ | IN | out |  | $r$ | $e$ | $f$ |
| 1 | 2 | 3 | - | - | $(2,1),(3,1) ;(3,2),(3,1) ;(4,3),(4,1)$ | 0 | $(3,2)$ | $(3,1)$ |
| input exchanges output |  |  |  |  |  |  |  |  |



Fig. 3. Example graph

Lemma 3. Let $T$ be a minimum weight spanning tree subject to constraints $I N \subset T \subset G-O U T$. Then EX, called with a father array for $T$, sets $e, f$ so $T-e \cup f$ is the next smallest spanning tree subject to the same constraints.

Proof. Theorem 2 shows $T-e \cup f$ has the desired property if $e, f$ is a minimum weight $T$-exchange subject to constraints $e \notin I N, f \notin O U T$. The remarks preceding EX show EX finds such an exchange.

Lemma 4. EX runs in time $O(E \alpha(E, V)$ ).
Proof. First we bound the time for set operations. Lines 3 and 13 together do at most one UNION for each vertex. So they do $O(V)$ UNIONs, and also $O(V)$ FINDs. Line 9 does at most two FINDs for each edge in $G-T$. Thus, a total of $O(V)$ UNIONs and $O(E)$ FINDs are done. If fast set merging algorithms are used, the total time is $O(E \alpha(E, V))$ [10].

Line 4 can be done in time $O(E)$. For $O U T$ contains at most $E$ edges $e ; e$ can be marked (in $L$ ) in time $O(1)$, if $O U T$ contains a pointer to $e$ in $L$.

Next consider line 8. Vertex $a$ can actually be computed as exchanges for vertices $v$ are found (lines 9-13). To do this, the paths from $x$ to $a$ and $y$ to $a$ are processed simultaneously. Referring to Fig. 2, suppose $x_{i}$ and $y_{j}$ have been found, for some $i \leqq n, j \leqq m$; if $x_{i} \neq y_{j}$, the vertex with greater depth precedes $a$, and so is $x_{i+1}$ or $y_{j+1}$. In this manner, the exchanges for vertices $v$, and the vertex $a$, are found.

To do this efficiently, we use an array $D$, that gives the depth $D(v)$ of vertex $v$ in $T$. $D$ can be computed from $F$ in time $O(V)$. Thus, line 8 requires only $O(V)$ extra time.

The remaining lines in EX require time $O(E+V)$. This gives the desired time bound. $\square$

Procedures GEN and GENK call EX to generate spanning trees in correct order. A technique resembling branch and bound, described by Lawler [5], is used.

Let $T_{i}$, for $1 \leqq i \leqq N$, denote the spanning trees of $G$, in order of increasing weight. Suppose the algorithm has output the first $j-1$ trees, $j>1$. The remaining trees have been partitioned into $j-1$ disjoint sets of the form

$$
P_{i}^{i-1}=\left\{T_{k} \mid k>j-1 ; e_{1}, e_{2}, \cdots, e_{r} \in T_{k} ; e_{r+1}, \cdots, e_{s} \notin T_{k}\right\}
$$

for $1 \leqq i<j$ (here $r$ and $s$ vary over sets). Tree $T_{i}$ satisfies all conditions of this set except the first, $k>j-1$. The smallest tree in this set is known; it is the result of a $T_{i}$-exchange $e, f$.

Procedure GEN finds the next smallest tree $T_{j}$ from among the $j-1$ smallest trees in these sets. Suppose $T_{j}$ is in the above set $P_{i}^{i-1}$, and $T_{j}=T_{i}-e \cup f$. GEN computes $T_{j}$ and outputs it. Then a new partition $P_{k}^{j}, 1 \leqq k \leqq j$, is formed, by subdividing $P_{i}^{j-1}$. For all $k \neq i$ in $1 \leqq k<j$, set $P_{k}^{j}=P_{k}^{j-1}$; further,

$$
\begin{aligned}
& P_{i}^{j}=\left\{T_{k} \mid k>j ; e_{1}, \cdots, e_{r}, e \in T_{k} ; e_{r+1}, \cdots, e_{s} \notin T_{k}\right\} \\
& P_{j}^{j}=\left\{T_{k} \mid k>j ; e_{1}, \cdots, e_{r} \in T_{k} ; e_{r+1}, \cdots, e_{s}, e \notin T_{k}\right\} .
\end{aligned}
$$

$T_{i}$ satisfies all conditions of $P_{i}^{j}$ except the first. GEN finds the smallest tree in $P_{i}^{j}$ by executing EX on $T_{i}$, with edges $e_{1}, \cdots, e_{r}, e$ in $I N$, and $e_{r+1}, \cdots, e_{s}$ in OUT.
(Lemma 3 shows EX works correctly.) $P_{i}^{j}$ is processed similarly, using tree $T_{i}$. In this way, the partition is updated. Now $T_{i+1}$ can be found.

The algorithm uses a list $P$ to represent the partition. A set $P_{i}^{i}$ is represented by a tuple ( $t, e, f, F, I N, O U T$ ) in $P$. Here $t$ is the weight of the smallest tree in $P_{i}^{j} ; F$ is the father array for $T_{i}$; the smallest tree in $P_{i}^{i}$ results from the $T_{i}$-exchange $e, f$; $I N$ is the list of edges that are in all trees of $P_{i}^{j} ; O U T$ is the list of edges that are out of all trees of $P_{i}^{i}$.

Procedure GEN outputs the next smallest tree $T_{j}$ from set $P_{i}^{j-1}$, and puts the new sets $P_{i}^{i}, P_{j}^{i}$ in the partition.

## procedure GEN; begin

1. find $P_{i}^{j-1}$ : remove the tuple ( $\left.t, e, f, F, I N, O U T\right)$ with smallest weight $t$ from $P$;
2. if $t=\infty$ then stop; comment all spanning trees have been output,
3. output $T_{j}: \quad F j \leftarrow F$; modify $F j$ so edge $f$ replaces $e$; output $(F j)$;
4. $\quad t i \leftarrow t-W(f)+W(e)$; comment $t i$ is the weight of $T_{i}$;
5. form list $I N i$ by adding $e$ to $I N$; form list OUTj by adding $e$ to OUT;
6. form $P_{i}^{i}: \quad \mathrm{EX}(F, I N i, O U T)$; add $(t i+r, e, f, F, I N i, O U T)$ to $P$; comment EX sets $e, f, r$ for the minimum weight exchange;
7. form $P_{j}^{i}: \quad \mathrm{EX}\left(F_{j}, I N, O U T j\right)$; add $(t+r, e, f, F j, I N, O U T j)$ to $P$; end GEN;
Table 2 illustrates GEN, by showing the partition after tree $T_{2}$ for Fig. 3 is output.

Table 2
Partition $P_{i}^{2}$

|  | $t$ | $e$ | $f$ | $F(2)$ | $F(3)$ | $F(4)$ | $I N$ | OUT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{1}^{2}$ | 12 | $(4,3)$ | $(4,1)$ | 1 | 2 | 3 | $(3,2)$ | - |
| $P_{2}^{2}$ | 12 | $(4,3)$ | $(4,1)$ | 1 | 1 | 3 | - | $(3,2)$ |

Lemma 5. Let GEN be called, with $P$ containing tuples for the sets $P_{k}^{i-1}$, $1 \leqq k<j$. Then GEN outputs $T_{j}$, and changes $P$ to tuples for the sets $P_{k}^{\prime}, 1 \leqq k \leqq j$.

Proof. The Lemma follows from the remarks preceding GEN.
Lemma 6. GEN runs in time $O(E \alpha(E, V))$.
Proof. Lines 1, 6 and 7 of procedure GEN remove and add tuples to $P$. These operations can be done in time $O(E)$. For this, we use a heap [1]. The tuples in $P$ are numbered, by assigning $i$ to $P_{i}^{i}$. An entry in the heap is a number $i$; entries are ordered on the weight $t$ of the corresponding tuple. The heap contains at most $K$ entries. So an entry can be removed or added in time $O(\log K)$. Since $K<2^{E}$, this is $O(E)$.

Line 3 requires time $O(V)$ to derive $F j$. Referring to Fig. 2, let $e=$ $\left(x_{i}, F\left(x_{i}\right)\right), f=(x, y)$. To derive $F j$, array $F$ need only be changed on the path from $x$ to $x_{i}$.

The rest of the time is dominated by the two calls to EX. This gives the desired bound.

The main procedure GENK finds a minimum spanning tree, and calls GEN for the next $(K-1)$ trees.
procedure GENK ( $K$ ); begin

1. make $L$ a list of the edges of $G$, sorted in order of increasing weight;
2. find $T_{1}$ : make $F$ a father array for a minimum weight spanning tree, having weight $t$; output $(F)$;
3. form $P_{1}^{1}$ : $\quad \mathrm{EX}(F, \phi, \phi)$; make $(t+r, e, f, F, \phi, \phi)$ the only tuple in $P$;
4. generate $T_{j}$ : for $j \leftarrow 2$ to $K$ do GEN;
end GENK;
Table 3 shows the partition after all minimum weight spanning trees for Fig. 3 are output.

TABLE 3
Partition $P_{i}^{4}$

|  | $t$ | $e$ | $f$ | $F(2)$ | $F(3)$ | $F(4)$ | $I N$ | OUT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{1}^{4}$ | 13 | $(2,1)$ | $(3,1)$ | 1 | 2 | 3 | $(3,2),(4,3)$ | - |
| $P_{2}^{4}$ | 13 | $(3,1)$ | $(4,1)$ | 1 | 1 | 3 | $(4,3)$ | $(3,2)$ |
| $P_{3}^{4}$ | 13 | $(2,1)$ | $(3,1)$ | 1 | 2 | 1 | $(3,2)$ | $(4,3)$ |
| $P_{4}^{4}$ | $\infty$ | - | - | 1 | 1 | 1 | - | $(3,2),(4,3)$ |

Lemma 7. GENK generates the $K$ smallest weight spanning trees in order, in time $O(K E \alpha(E, V)+E \log E)$.

Proof. The correctness of GENK follows by induction, using Lemma 5. Now we analyze the time. Line 1 requires time $O(E \log E)$ to sort $E$ edges. Line 2 can be done in time $O(E \log E)$, using Kruskal's algorithm [1]. The rest of the time is dominated by $O(K)$ calls to GEN, requiring time $O(K E \alpha(E, V))$ by Lemma 6. $\square$

When $K$ is small, the term $E \log E$ in the run time is significant. It can be reduced to $E \log \log E$. This is done by using a faster minimum spanning tree algorithm [3], [12], and changing EX so the edges of $G$ need not be sorted. For the latter, the techniques developed by Tarjan [11] are used.

Now we examine the space requirements. The dominating requirement is for $P$. Since a tuple can contain $O(E)$ words, $P$ can use $O(K E)$ words. Below we modify the data structure to reduce this bound, without changing the run time.

Lemma 8. GENK uses $O(K+E)$ space.
Proof. We show the structures $F, I N, O U T$ in a tuple can be replaced by 6 words, and still be computed in time $O(E)$. The extra time is spent in line 1 of GEN, and does not change the algorithm's time bound; $P$ is reduced to $O(K)$ words. So this suffices to prove the Lemma.

Suppose the first $k$ trees $T_{j}, 1 \leqq j \leqq k$, have been output. Make these trees the vertices of an oriented tree $\tau$, as follows. Make $T_{1}$ the root of $\tau$. For $j>1$, make $T_{j}$
a son of $T_{i}$ if GEN derives $T_{j}$ from a $T_{i}$-exchange. Let $e_{j}$, $f_{j}$ denote this $T_{i}$ exchange. Arrange the sons $T_{j}$ of $T_{i}$ so $j$ increases from left to right.

For a set $P_{j}^{k}$, the structures $F, I N$, and $O U T$ can be derived from $\tau$, as follows. Let $A$ be the path in $\tau$ from $T_{j}$ to the root $T_{1}$. Consider these sets:

$$
\begin{aligned}
O_{1} & =\left\{e_{i} \mid T_{i} \text { is in } A \text { and } i>1\right\}, \\
O_{2} & =\left\{f_{i} \mid T_{i} \text { is in } A \text { and } i>1\right\}, \\
T & =\left(T_{1} \cup O_{2}\right)-O_{1}, \\
I_{1} & =\left\{e_{i} \mid T_{i} \text { is a left brother of some } T_{l} \text { in } A\right\}, \\
I_{2} & =\left\{e_{i} \mid T_{i} \text { is a son of } T_{j}\right\} .
\end{aligned}
$$

$T$ contains the edges of $T_{j}$; the father array $F$ for $T_{j}$ is easily derived. $I_{1} \cup I_{2}$ contains the edges of $I N$, and $O_{1}$ contains the edges of OUT.

Now for each set $P_{j}^{k}$, replace $F, I N, O U T$ by the 6 words $j, i, e j, f j, s, b$. Here $j$ is the index in $P_{j}^{k} ; i$ is the index of the father $T_{i}$ of $T_{j} ; e_{j}, f j$ is the exchange that derives $T_{j}$ from $T_{i} ; s$ is the index of the rightmost son (if any) of $T_{j} ; b$ is the index of the brother (if any) immediately to the left of $T_{j}$.

These 6 words are easily computed in GEN. Let the tuple found in line 1 be $(t, e, f, i, i l, e i, f i, s, b)$. Then line 6 adds the tuple $(t i+r, e, f, i, i l, e i, f i, j, b)$ to $P$; line 4 saves $e, f$ as $e j, f j$, and line 8 adds the tuple $(t+r, e, f, j, i, e j, f j, 0, s)$ to $P$.

Finally, it is easy to see the 5 sets above, and $F, I N, O U T$, can be constructed (in line 1 of GEN) in time $O(E)$.

Table 4 shows how the partition in Table 3 is changed using this scheme.

Table 4
Changes in $P_{i}^{4}$ using storage reduction scheme

|  | $j$ | $i$ | $e j$ | $f j$ | $s$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{1}^{4}$ | 1 | - | - | - | 3 | - |
| $P_{2}^{4}$ | 2 | 1 | $(3,2)$ | $(3,1)$ | 4 | - |
| $P_{3}^{4}$ | 3 | 1 | $(4,3)$ | $(4,1)$ | - | 2 |
| $P_{4}^{4}$ | 4 | 2 | $(4,3)$ | $(4,1)$ | - | - |

5. Algorithm for all spanning trees. This section describes a modification of the algorithm that generates all spanning trees of a connected graph, in order of increasing weight. The run time is $O(N E)$, a slight improvement over GENK. The three main changes are described below.

The first change eliminates extra calls to EX, by modifying the tuples for sets $P_{i}^{j}$ in $P$. The tuple's minimum $T_{i}$-exchange $e, f$ is replaced by $X$, a list of $T_{i}$-exchanges. For each edge $g \in T_{i}-I N, X$ contains $g, h$, the smallest exchange with $h \in G-O U T$. So $e, f$ is the smallest exchange in $X$.

EX is modified to generate $X . X$ is initialized to an empty list (in line 1), and a line is added after 12 :

$$
\text { 12.1. add exchange }(v, F(v)),(x, y) \text { to } X
$$

GEN is modified to use $X$. In line 1 , the minimum exchange $e, f$ is found by examining $X$. In line 6, the call to EX is eliminated; the tuple for $P_{i}^{j}$ is formed by removing $e, f$ from $X$, and computing the new minimum weight, $t$, using $X$.

The second change, in the set merging algorithms, speeds up FIND at the expense of UNION. Sets are represented by an array VSET, where VSET $(w)=v$ when $v$ is the name of the set containing $w$. With this approach, FIND takes time $O(1)$ and UNION takes time $O(V)$.

EX uses these algorithms to manipulate the sets of vertices. Also, lines 2-3 are modified to avoid calls to UNION:
$2^{\prime}$. IN edges: sort the edges $(x, y)$ of $I N$, so $F(x)=y$ and the depth of $x$ increases;
3'. for edge $(x, y)$ in $I N$ do $\operatorname{VSET}(x) \leftarrow \operatorname{VSET}(y)$;
When $(x, y)$ is processed in line $3^{\prime}, \operatorname{VSET}(y)$ already has its final value. So lines $2^{\prime}-3^{\prime}$ initialize the sets correctly.

The third change involves the main procedure. A new main procedure is used to insure all trees are generated:

```
procedure GENA; begin GENK ( }\infty)\mathrm{ end,
```

Note the algorithm halts in line 2 of GEN.
Further, GENK is modified to reduce the set-up time in lines $1-2$. Line 1 is changed:
$1^{\prime}$. make $B$ a list of the bridges of $G$; make $L$ a list of the edges of $G-B$, sorted in order of increasing weight;

In line 2 , the bridges $B$ are placed in the spanning tree, before the minimum spanning tree algorithm is called.

The remaining changes in the algorithm are typographical.
Lemma 9. GENA generates all spanning trees in order, in time $O(N E)$ and space $O(N+E)$, where $N$ is the number of spanning trees.

Proof. The correctness of GENA follows from Lemma 7 and the discussion above. Now we analyze the time, beginning with GENK.

Let $E^{\prime}$ be the number of edges that are not bridges. Then lines $1^{\prime}-2$ of GENK use time $O\left(E+E^{\prime} \log E^{\prime}\right)$. For in line $1^{\prime}$, the bridges $B$ can be found in time $O(E)$ [9]; $L$ can be sorted in time $O\left(E^{\prime} \log E^{\prime}\right)$. Line 2, using Kruskal's algorithm with the bridges already in the tree, uses time $O\left(E^{\prime} \log E^{\prime}\right)$.

Now we show $E^{\prime} \log E^{\prime}$ is $O(N E)$. It suffices to show $E^{\prime}<2 N$. Let $T$ be a spanning tree. We can list $T$-exchanges $e, f$, so each edge that is not a bridge occurs in the list. Since each exchange represents a distinct tree, $E^{\prime}<2 N$. Thus, lines $1^{\prime}-2$ use time $O(N E)$.

The rest of GENK is dominated by $O(N)$ calls to GEN. As before, the heap operations in GEN (lines $1,6,7$ ) require time $O(N E)$; the rest of GEN is dominated by $O(N)$ calls to EX (line 7).

In EX, line $2^{\prime}$ can be done once in time $O(V)$. First the depth of each vertex in the tree is computed, using $F$. Then the edges of $I N$ are sorted on depth, using a bucket sort [1] with one bucket for each depth. Thus, line $2^{\prime}$ uses total time $O(N V)$.

Line 13 of EX, using the modified FIND and UNION procedures, is done once in time $O(V)$. It is executed $N$ times, once for each spanning tree. So the total time is $O(N V)$.

The rest of EX uses time $O(N E)$. This gives the desired time bound for GENA.

Now we examine the space. The $X$ lists in $P$ require a total of $O(N)$ words, since each exchange in an $X$ list represents a distinct spanning tree. Using the modification of Lemma 8, the rest of $P$ uses $O(N)$ words. So $O(N+E)$ space is used.

Minty [7] and Read and Tarjan [8] give an algorithm that generates all spanning trees of a graph without weights. It requires time $O(N E)$ and space $O(E)$, assuming each tree is output as soon as it is generated. We can generate all spanning trees in a weighted graph, by first applying this algorithm, and then sorting the trees in order of increasing weight. This method requires time $O(N E)$. The space is $O(N V+E)$, since each tree must be stored until the sort is done. GENA has the same time bound but uses less space. Since $N$ can be large ( $N=V^{V-2}$ in a complete graph), space is likely to be a limiting factor, so this improvement is significant.
6. Computational experience. A version of GENK has been programmed in Pascal and run on the CDC 6400. The program stores tuples in a hybrid form (using the notation defined above, a tuple is ( $t, X, i, f j, F, I N$ )). The time bound for the program is $O(K E \alpha(E, V)+E \log E)$, and the space is $O(K V+E)$.

Experiments were conducted on random connected graphs with random integer edge weights between 50 and 10000. Tables 5-6 show results. The run time is specified by $\bar{T}$, the average time in milliseconds to generate one spanning tree. (Experiments show for a given graph, the time per spanning tree is approximately constant, as expected.) Table 5 shows $\bar{T}$ for graphs that are almost complete; $\bar{T}$ is computed from $K=15$. Table 6 shows $\bar{T}$ for graphs with 60 vertices; again $K=15$. When $\bar{T}$ is plotted against $E$, the data is almost linear. Least square fits for the two tables have slopes 0.72 and 0.68 , respectively. Almost linear performance is expected from the asymptotic time bound, since the factor $\alpha(E, V)$ is constant in this relatively small range.

TABLE 5
Time for generating one tree

| $V$ | 10 | 15 | 25 | 35 | 45 | 55 | 60 |
| :---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: |
| $E$ | 44 | 104 | 300 | 595 | 985 | 1476 | 1762 |
| $\bar{T}$ | 12 | 27 | 74 | 143 | 236 | 362 | 422 |

TABLE 6
Time for generating one tree, $V=60$

| $E$ | 159 | 336 | 513 | 690 | 867 | 1044 | 1221 | 1398 | 1575 | 1757 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{T}$ | 48 | 86 | 124 | 162 | 199 | 237 | 279 | 324 | 365 | 413 |
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# A LINEAR TREE PARTITIONING ALGORITHM* 
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#### Abstract

Given a rooted tree with a positive weight associated with every node, a linear algorithm is presented that will partition the tree into a minimum number of subtrees such that the sum of node weights in no subtree exceed a prespecified value $k$.


Key words. tree, partition

1. Introduction. Let $T$ be a rooted tree with a positive weight associated with every node. A feasible $k$-partition $C$ of $T$ is a set of edges such that upon removal of these edges from the tree, each of the resulting component subtrees has a total node weight (sum of node weights) at most $k$. The problem studied in this paper is to find a feasible $k$-partition of minimum cardinality (an optimal $k$-partition). Note that an optimal $k$-partition partitions the tree into minimum number of components each of whose total weight is less than or equal to $k$. We will use "partition" instead of " $k$-partition" when the context is understood. The weight of each node of $T$ is assumed to be at most $k$.

A more general problem is when the edges are also weighted, and it is required to find a $k$-partition that has minimum sum of edge weights. Lukes [5] has given an $O\left(k^{2} n\right)$ algorithm for this general problem, where $n=$ number of nodes in the tree. We present an $O(n)$ algorithm for the special case of unit edge weights. Our algorithm is also valid for weighted edges if the weights satisfy a certain monotone property, to be defined later. Note that for large $k$, say, order of $\sqrt{n}$, Lukes' algorithm will be less efficient than a linear algorithm.

The tree partition problem arises in partitioning any hierarchical structure into a minimum number of segments when there is a constraint on the size of a segment. For example, distributing a hierarchical data base into a minimum number of pages fits into this model; $k$ denotes the size of a page. Usually the nodes in the data base would be of different sizes reflected by the corresponding weights. Partitioning of logic modules into a minimum number of blocks (when block sizes are fixed) to minimize the total number of interconnections among blocks also fits into this model assuming that the modules are arranged in the form of a tree.

Problems of partitioning arise in several different contexts. For example [3], [4] consider the problem of optimal segmentation of a program into pages so that the average number of interpage branching is minimized ur idertain assumed probabilities of branching. The problem of optimally partitioning a tree into disjoint chains has been considered in [6].
2. Results. Let $T_{p}$ denote the subtree rooted at node $p, S(p)$ the set of sons of node $p, w(p)$ the weight of node $p$, and $W(p)$ the sum of node weights in $T_{p}$. The following lemma is fundamental to our algorithm.

[^23]Lemma 1. Let p be a node in Tsuch that $W(p)>k$ and $W(r) \leqq k, \forall r \in S(p)$. Then there exists an optimal $k$-partition containing the edge ( $p, r_{0}$ ), where

$$
W\left(r_{0}\right)=\max _{r \in S(p)}\{W(r)\} .
$$

Proof. Since $W(p)>k$, any feasible partition $C$ necessarily contains an edge from $T_{p}$. Let $(u, v)$ be such an edge in $C$ from $T_{p}$. If $u \neq p$, then $(u, v)$ is in the subtree $T_{r}, r \in S(p)$. Clearly, $C^{\prime}=C-\{(u, v)\}+\{(p, r)\}$ is a feasible $k$-partition, and is also optimal. We may thus assume that each edge of $C$ from $T_{p}$ is of the form ( $p, r$ ). The lemma follows by replacing one of the edges $(p, r)$ in $C$ by $\left(p, r_{0}\right)$.
$r_{0}$ is called a heaviest son of $p$. Note that the sum of the node weights in a subtree (not the weight of the node) determines the heaviest son. $T-T_{r}$ will denote the rooted tree obtained upon deletion of $T_{r}$ from $T$.

Lemma 2. Let $(p, r)$ be in some optimal partition of $T$. If $C_{1}, C_{2}$ are optimal partitions of $T-T_{r}$ and $T_{r}$ respectively, then $C=C_{1}+C_{2}+\{(p, r)\}$ is an optimal partition for $T$.

Proof. $C$ is a feasible partition. Let $C^{\prime}$ be any optimal partition containing $(p, r)$, and let $C_{1}^{\prime}, C_{2}^{\prime}$ denote the set of edges in $C^{\prime}$ from $T-T_{r}$ and $T_{r}$ respectively. Obviously, $\left|C_{1}\right| \leqq\left|C_{1}^{\prime}\right|$ and $\left|C_{2}\right| \leqq\left|C_{2}^{\prime}\right|$. Hence $|C| \leqq\left|C^{\prime}\right|$.

Lemmas 1 and 2 lead to the following algorithm. Find a node $p$ such that $W(p)>k$ and $W(r) \leqq k, \forall r \in S(p)$. Let $r_{0}$ be a heaviest son of $p$. Then construct an optimal $k$-partition $C_{1}$ of $T-T_{r_{0}}$ and let $C=C_{1}+\left\{\left(p, r_{0}\right)\right\}$. (Since $W\left(r_{0}\right) \leqq k$, the optimal partition of $T_{r_{0}}$ is null.)

A node $p$ as above can be located by proceeding along the tree level by level, beginning at the highest level (distance from root) and going down to the root level (level 1). At any stage of the algorithm, we have a single tree which is modified by deletion of a subtree. We let $W^{*}(p)$ denote the weight of subtree rooted at node $p$ in the modified tree.

## Algorithm for optimal $k$-partition

## begin

$C:=\varnothing$; assign $W^{*}(q):=w(q)$ to all leaf nodes in $T ;$
for $i:=$ maximum-level-in- $T$ downto 1 do
begin process $i$ th level:
while there is an unprocessed node $p$ in level $i$ do
begin process node $p$ :
remove heaviest sons of $p$ one by one from $S(p)$ until
$W^{*}(p)=\sum_{q \in S(p)} W^{*}(q)+w(p) \leqq k ;$
For every such son $r$ removed, add the edge $(p, r)$ to $C$
end process node
end process level
end algorithm;
A simple technique to process node $p$ is to rank order all the sons of $p$ based on their $W^{*}(\cdot)$ value. The heaviest sons can then be removed one by one until the total weight is less than or equal to $k-w(p)$. This step however, requires $O(|S(p)| \log |S(p)|)$ time to process node $p$ and hence the overall running time of the algorithm becomes $O(n \log n)$.

The following technique for processing node $p$ was suggested by an anonymous referee, resulting in a reduced running time for this step to $O(|S(p)|)$ only. "Process node $p$ " step essentially partitions $S(p)$ into two subsets $S_{\mathrm{L}}(p)$ and $S_{\mathrm{H}}(p)$ (light and heavy) such that

$$
\begin{equation*}
q \in S_{\mathrm{L}}(p) \quad \text { and } \quad r \in S_{\mathrm{H}}(p) \Rightarrow W^{*}(q) \leqq W^{*}(r), \tag{1}
\end{equation*}
$$

$$
\sum_{q \in S_{\mathrm{L}}(p)} W^{*}(q)+w(p) \leqq k
$$

$$
\begin{equation*}
\sum_{q \in S_{\mathrm{L}}(p)} W^{*}(q)+w(p)+W^{*}(r)>k, \quad \forall r \in S_{\mathrm{H}}(p) . \tag{3}
\end{equation*}
$$

This partitioning can be performed by successively splitting $S(p)$ using a linear median finding algorithm [1]. First $S(p)$ is split into two parts $S_{\mathrm{L}}(p), S_{\mathrm{H}}(p)$ satisfying (1) and $\left|S_{\mathrm{H}}(p)\right| \leqq S_{\mathrm{L}}(p)\left|\leqq\left|S_{\mathrm{H}}(p)\right|+1\right.$. Then conditions (2), (3) are checked in $O(|S(p)|)$ time. If both conditions hold, we have located the desired partition. If (2) holds but (3) does not hold, then $S_{\mathrm{H}}(p)$ is split into "lower" and "upper" parts and the algorithm is repeated. If (3) holds but (2) does not hold, then $S_{\mathrm{L}}(p)$ is split.

More formally, the following routine returns the set $S_{\mathrm{H}}$ as value given the inputs $S$ and $k-w(p)$. Medianfind-and-halve $\left(S, S_{1}\right)$ returns the "upper" half $S_{1}$ of $S$.
$\operatorname{split}(S, k)$ :
begin

$$
\text { if }|S|=1 \text { then [split := if } W^{*}(q), q \in S \leqq k \text { then } \varnothing
$$

else $S$ ]
else begin

```
medianfind-and-halve \(\left(S, S_{1}\right)\);
\(t:=\sum_{q \notin S_{1}} W^{*}(q)\);
case \(t\) of
                        \(t=k:\) split := \(S_{1} ;\)
                        \(t<k:\) split \(:=\operatorname{split}\left(S_{1}, k-t\right) ;\)
                        \(t>k:\) split \(:=\operatorname{split}\left(S-S_{1}, k\right)+S_{1}\)
            end
```

end split;

Medianfind-and-halve takes linear time. Since we examine a set of approximately half the size in every succeeding step, $\operatorname{split}(S(p), k)$ requires

$$
O\left(|S(p)|+\frac{|S(p)|}{2}+\frac{|S(p)|}{4}+\cdots\right)=O(|S(p)|)
$$

time. Hence the running time of the optimal $k$-partition algorithm is $O(n)$. For small values of $k$, good running time can be obtained by distributing $S(p)$ into $k$ buckets-node $q$ goes to the $i$ th bucket for $W^{*}(q)=i, q \in S(p)$. Then lighter sons' weights are successively added to obtain a value as close as possible, but not exceeding $k-w(p)$.

Remarks. The algorithm presented above can be applied to a few other similar problems. First, assume that the edges are also weighted and the weights satisfy the following monotone property: on each path from the root to a node of
the tree, the edges closer to the root have smaller weights than those that are further away, and all edges directed away from a node have equal weights. To obtain a $k$-partition with minimum sum of edge weights, the partition algorithm can be used successfully since at each iteration step an edge is added to $C$ which is as close to the root as possible.

Next, consider the partition problem where it is required that each rooted subtree of the partition be a simple chain with total weight not exceeding $k$. We process the nodes $p$ from higher to lower levels as before. In the step "process node $p$," we remove all but the lightest son of $p$, i.e., we find $r \in S(p)$, where

$$
W^{*}(r)=\min _{q \in S[p]}\left\{W^{*}(q)\right\}
$$

and add every $(p, q), q \neq r, q \in S(p)$ to $C$. If furthermore $w(p)+W^{*}(r)>k$, then $(p, r)$ is also added to $C$. The running time of this algorithm is also $O(n)$.

Acknowledgment. The authors are indebted to an anonymous referee who suggested the use of median finding algorithm in processing a node. This has lowered the running time to $O(n)$ from the previous bound of $O(n \log n)$.
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#### Abstract

We study the performance of LPT (largest processing time) schedules with respect to optimal schedules in a nonpreemptive multiprocessor environment. The processors are assumed to have different speeds and the tasks being scheduled are independent.
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1. Introduction. A uniform processor system [4] is one in which the processors $P_{1}, \cdots, P_{m}$ have relative speeds $s_{1}, \cdots, s_{m}$ respectively. It is assumed that the speeds have been normalized such that $s_{1}=1$ and $s_{i} \geqq 1,2 \leqq i \leqq m$. The problem of scheduling $n$ independent tasks ( $J_{1}, \cdots, J_{n}$ ) with execution times ( $t_{1}, \cdots, t_{n}$ ) on $m$ uniform processors to obtain a schedule with the optimal (least) finish time is known to be NP-complete [1], [4]. Hence, it appears unlikely that there is any polynomial time bounded algorithm to generate such schedules. For preemptive scheduling, however, optimal finish time algorithms can be obtained in polynomial time [6], [7]. Horowitz and Sahni [4] showed that for any m, polynomial time algorithms exist to obtain schedules with a finish time arbitrarily close to the optimal finish time. The complexity of these algorithms was, however, exponential in $m$. The purpose of this paper is to study the finish time properties of LPT schedules with respect to the optimal finish time.

Definition. An LPT (largest processing time) schedule is a schedule obtained by assigning tasks to processors in order of nonincreasing processing times. When a task is being considered for assignment to a processor, it is assigned to that processor on which its finishing time will be earliest. Ties are broken by assigning the task to the processor with least index.

One may easily verify that for identical processor systems, this definition is equivalent to that of [2, p. 100]. Graham [3] studied LPT schedules for the special case of identical processors, i.e., $s_{i}=1,1 \leqq i \leqq m$. If $\hat{f}$ is the finish time of the LPT schedule and $f^{*}$ the optimal finish time, then Graham's result is that $\hat{f} / f^{*} \leqq \frac{4}{3}-\frac{1}{3 m}$ and that this bound is the best possible bound. In § 2 we extend his work to the general case of uniform processors. While the bound we obtain is best possible for $m=2$, it appears that it is not so for $m>2$. In view of this, we turn our attention to another special case of uniform processors, i.e., $s_{1}=1,1 \leqq i<m$ and $s_{m}=s \geqq 1$. This case has previously been studied by J. W. S. Liu and C. L. Liu [5]. Using a priority assignment according to lengths of tasks, they show that $f / f^{*} \leqq$ $2(m-1+s) /(s+2)$ for $s \leqq 2$ and $f / f^{*} \leqq(m-1+s) / 2$ for $s \geqq 2$, where $f$ is the finish time of the priority schedule.

[^24]Similar bounds for list schedules are also obtained by them. We show that for $m \geqq 3, \hat{f} / f^{*} \leqq 3 / 2-1 /(2 m)$ and that this bound is the best possible for $m=3$. For $m>3$ we conjecture that $\hat{f} / f^{*} \leqq 4 / 3$.

Before presenting our results we develop the necessary notation and basic results. Throughout the remainder of this paper $\hat{f}$ and $f^{*}$ will denote the finish times of LPT and optimal schedules respectively. Let $S$ be the set of tasks being scheduled. It will sometimes be necessary to distinguish between finish times of different sets of tasks. To do this, $S$ will appear as a superscript along with $\hat{f}$ or $f^{*}$ as in $\hat{f}^{S}$ and $f^{* S}$. If the number of processors is important, then this number will appear as a subscript as in $\hat{f}_{m}, f_{m}^{* S}$ etc. We shall refer to the sets of tasks (jobs) by their task execution time. Thus, we speak of a set, $S$, of tasks $\left(t_{1} \geqq t_{2} \geqq \cdots \geqq t_{n}\right)$ meaning the execution time of task $i$ is $t_{i}$ and $t_{i} \geqq t_{i+1}, 1 \leqq i<n$. The $m$ processors $P_{1}, \cdots, P_{m}$ are assumed ordered such that $s_{1}=1$ and $1 \leqq s_{i} \leqq s_{i+1}, 2 \leqq i<m$. The following result from [2, p. 102] is made use of:

Lemma 1.1. If for any $m, S=\left(t_{1} \geqq t_{2} \geqq \cdots \geqq t_{n}\right)$ is the smallest set of tasks for which $\hat{f} / f^{*}>k$, then $t_{n}$ determines the finish time $\hat{f}$ (i.e., task $n$ has the latest completion time).
2. Basic results. In this section, we prove two important lemmas that are used throughout the paper (Lemmas 2.2 and 2.3). We also derive the bound $2 m /(m+1)$ for the ratio $\hat{f} / f^{*}$ for the general $m$-processor system. Examples are shown for which $\hat{f} / f^{*}$ approaches $3 / 2$ as $m \rightarrow \infty$.

We begin with the following lemma. Informally, it states that if either the LPT or optimal schedule of an $(m+1)$-processor system has an idle processor, then the ratio $\hat{f} / f^{*}$ for this schedule is no worse than $\hat{f} / f^{*}$ for $m$ processors.

LEMMA 2.1. For $m \geqq 1$, let $g\left(m, s_{2}, \cdots, s_{m}\right)$ be such that $\hat{f}_{m} / f_{m}^{*} \leqq$ $g\left(m, s_{2}, \cdots, s_{m}\right)$. Consider any $(m+1)$-processor system with job set $S=$ $\left(t_{1} \geqq t_{2} \geqq \cdots \geqq t_{n}\right)$ and processor speeds $1=s_{1} \leqq s_{2} \leqq \cdots \leqq s_{m+1}$. If a processor is idle in either the LPT or optimal schedule of $S$, then $\hat{f}_{m+1}^{S} / f_{m+1}^{* S} \leqq$ $g\left(m, s_{3} / s_{2}, \cdots, s_{m+1} / s_{2}\right)$.

Proof. Suppose in the LPT schedule of $S$ a processor $P_{i}$ is idle. Then it must be the case that in the optimal schedule, $P_{i}$ is also idle. Otherwise, $\hat{f}_{m+1}^{S} \leqq t_{n} / s_{i}$, $f_{m+1}^{* S} \geqq t_{n} / s_{i}$ and $\hat{f}_{m+1}^{S} / f_{m+1}^{* S}=1$. So we need only consider the case when $P_{i}$ is idle in the optimal schedule. If $P_{i}$ is idle then clearly $P_{1}$ is also idle or can be made idle without increasing $f^{*}$ by scheduling the jobs from $P_{1}$ onto $P_{i}$. Consider the $m$-processor system with job set $S$ and processor speeds $1=s_{2} / s_{2} \leqq s_{3} / s_{2} \leqq \cdots \leqq$ $s_{m+1} / s_{2}$. Then by assumption, for this system, $\hat{f}_{m}^{S} / f_{m}^{* S} \leqq g\left(m, s_{3} / s_{2}, \cdots, s_{m+1} / s_{2}\right)$. Moreover, $\hat{f}_{m+1}^{S} \leqq \hat{f}_{m}^{S} / s_{2}$ and $f_{m+1}^{* S}=f_{m}^{* S} / s_{2}$. It follows that $\hat{f}_{m+1}^{S} / \hat{f}_{m+1}^{* S} \leqq$ $g\left(m, s_{3} / s_{2}, \cdots, s_{m+1} / s_{2}\right)$.

The next lemma gives an estimate of $\hat{f} / f^{*}$ for the case when $\hat{f}$ is determined by the job with the smallest execution time.

Lemma 2.2. Consider an m-processor system with job set $S=$ $\left(t_{1} \geqq t_{2} \geqq \cdots \geqq t_{n}\right)$ and speeds $s_{1}, \cdots, s_{m}$. If in the LPT schedule of $S$, the finish time $\hat{f}$ is determined by $t_{n}$, (i.e., if task $n$ has the latest completion time), then $\hat{f} / f^{*} \leqq$ $1+(m-1) t_{n} /\left(Q f^{*}\right)$, where $Q=\sum s_{i}$.

Proof. Let the LPT schedule be as shown in Fig. 2.1, where $P_{k}$ determines the finish time. Each $T_{i}$ is the sum (possibly 0 ) of task times of jobs scheduled on $P_{i}$
prior to $t_{n}$ 's assignment, $T_{1}+\cdots+T_{m}=t_{1}+\cdots+t_{n-1}$.
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Since task $n$ determines the finish time, $\hat{f}=\left(T_{k}+t_{n}\right) / s_{k}$ and $\left(T_{i}+t_{n}\right) / s_{i} \geqq \hat{f}$ for $i \neq k$. Hence, $\hat{f}_{s_{i}}-T_{i} \leqq t_{n}$ and so $\hat{f} \sum_{i \neq k} s_{i}-\sum_{i \neq k} T_{i} \leqq(m-1) t_{n}$. This, together with $\hat{f}_{k}=T_{k}+t_{n}$ yields

$$
\begin{aligned}
\hat{f} Q & \leqq \sum T_{i}+m t_{n} \\
& =\sum t_{i}+(m-1) t_{n} .
\end{aligned}
$$

Since $f^{*} \geqq \sum t_{i} / Q$, we get $\hat{f} / f^{*} \leqq 1+(m-1) t_{n} /\left(f^{*} Q\right)$.
Using Lemmas 2.1 and 2.2, we can now derive a bound for the $m$ processor system.

Theorem 2.1. For an $m$-processor system, $\hat{f} / f^{*} \leqq 2 m /(m+1)$.
Proof. For $m=1$, the theorem obviously holds. Now suppose the theorem holds for $1,2, \cdots, m-1$ processors but fails for $m$-processors. Let $S=$ $\left(t_{1} \geqq t_{2} \geqq \cdots \geqq t_{n}\right)$ be the smallest set of jobs which gives a bound $\hat{f}_{m} / f_{m}^{*}>$ $2 m /(m+1)$. Then by Lemma 1.1, $t_{n}$ determines the finish time. There are two cases to consider. Both lead to a contradiction.

Case 1. $n \geqq m+1$. Then by Lemma 2.2,

$$
\begin{aligned}
\hat{f}_{m} / f_{m}^{*} & \leqq 1+\frac{(m-1) t_{n}}{Q f^{*}} \\
& \leqq 1+(m-1) t_{n} /\left[Q\left(\sum t_{i} / Q\right)\right] \\
& \leqq 1+\frac{(m-1) t_{n}}{n t_{n}}=1+\frac{(m-1)}{n} \leqq 1+\frac{m-1}{m+1}=\frac{2 m}{m+1}, \quad \text { a contradiction. }
\end{aligned}
$$

Case 2. $n \leqq m$. Then in the optimal schedule, either each processor has exactly one job or a processor is idle. In the first case, $\hat{f}_{m} / f_{m}^{*}=1$, since no processor can be idle in the LPT schedule (see proof of Lemma 2.1). For the second case $\hat{f}_{m}^{S} / f_{m}^{* S} \leqq \hat{f}_{m-1}^{S} / f_{m-1}^{* S} \leqq 2(m-1) / m \leqq 2 m /(m+1)$ by Lemma 2.1. Either case leads to a contradiction.

Corollary 2.1. For an $m$-processor system, $\hat{f} / f^{*}<2$.

The bound of Theorem 2.1 is probably not a tight bound. However, we can show that there are examples approaching the bound 1.5 as $m \rightarrow \infty$.

Theorem 2.2. For every $m \geqq 2$, there is an example of an $m$-processor system and a set of jobs $S$ for which $\hat{f}^{S} / f^{S *}=c$, where $c$ is a positive root of the equation $2 s^{m}-s^{m-1}-\cdots-s-2=0$.

Proof. The example we shall construct has job set $S=$ ( $t_{1} \geqq t_{2} \geqq \cdots \geqq t_{m} \geqq t_{m+1}$ ) (where $m$ is the number of processors) and processor speeds $1=s_{1} \leqq \cdots \leqq s_{m}$. The $t_{i}$ 's and $s_{i}$ 's will satisfy the following properties (see Fig. 2.2):
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$$
\begin{align*}
& \hat{f}=t_{m}+t_{m+1} \quad \text { and } \quad f^{*}=\frac{t_{m}+t_{m+1}}{s_{m}},  \tag{2.1}\\
& t_{m}=t_{m+1}=t,  \tag{2.2}\\
& t_{m}+t_{m+1}=2 t=\frac{t_{i}+t}{s_{m-i+1}} \quad \text { for } \quad 1 \leqq i \leqq m-1,  \tag{2.3}\\
& \frac{t_{m}+t_{m+1}}{s_{m}}=\frac{2 t}{s_{m}}=\frac{t_{i}}{s_{m-i}} \quad \text { for } \quad 1 \leqq i \leqq m-1 . \tag{2.4}
\end{align*}
$$

Then $\hat{f} / f^{*}=2 t /\left(2 t / s_{m}\right)=s_{m}$. From properties (2.1)-(2.4) we can derive the equation for $s_{m}$. From (2.3) we get

$$
\begin{equation*}
t_{i}=2 t s_{m-i+1}-t=t\left(2 s_{m-i+1}-1\right) . \tag{2.5}
\end{equation*}
$$

From (2.4), we have

$$
\begin{equation*}
s_{m} t_{i}=2 t s_{m-i} \tag{2.6}
\end{equation*}
$$

Equations (2.5) and (2.6) yield

$$
\begin{equation*}
s_{m-i+1}=\frac{2 s_{m-i}+s_{m}}{2 s_{m}} \quad \text { for } \quad 1 \leqq i \leqq m-1 \tag{2.7}
\end{equation*}
$$

Using (2.7) repeatedly for $i=1,2, \cdots, m-1$ we get

$$
\begin{aligned}
s_{m} & =\frac{2 s_{m-1}+s_{m}}{2 s_{m}}=\frac{2\left(\frac{2 s_{m-2}+s_{m}}{2 s_{m}}\right)+s_{m}}{2 s_{m}} \\
& =\frac{2 s_{m-2}+s_{m}+s_{m}^{2}}{2 s_{m}^{2}}=\frac{2\left(\frac{2 s_{m-3}+s_{m}}{2 s_{m}}\right)+s_{m}+s_{m}^{2}}{2 s_{m}^{2}} \\
& =\frac{2 s_{m-3}+s_{m}+s_{m}^{2}+s_{m}^{3}}{2 s_{m}^{3}} \\
& \vdots \\
& =\frac{2 s_{1}+s_{m}+s_{m}^{2}+\cdots+s_{m}^{m-1}}{2 s_{m}^{m-1}}
\end{aligned}
$$

Hence,

$$
s_{m}=\frac{2+s_{m}+s_{m}^{2}+\cdots+s_{m}^{m-1}}{2 s_{m}^{m-1}} \quad\left(\text { since } s_{1}=1\right)
$$

or

$$
\begin{equation*}
2 s_{m}^{m}-s_{m}^{m-1}-s_{m}^{m-2}-\cdots-s_{m}-2=0 . \tag{2.8}
\end{equation*}
$$

The polynomial on the left-hand side of (2.8) has one sign change and so from Descartes' rule of sign it also has one positive real root. This root must clearly be $>1$ as otherwise the left-hand side is $<0$.

Let $c$ be this positive real root of equation (2.8). We can construct an example of an $m$-processor system with $\hat{f} / f^{*}=c$ by setting $s_{m}=c$ and computing $s_{2}, \cdots, s_{m-1}$ in terms of $c$ using (2.7). (Of course, $s_{1}=1$.) Then by letting $t_{m}=t_{m+1}=t$, we can determine the values of $t_{1}, \cdots, t_{m-1}$ in terms of $t$ using (2.4).

Corollary 2.2. There exist uniform processor systems and job sets $S$ for which $\hat{f} / f^{*} \approx 1.5$.

Proof. From Theorem 2.2 we know that there are job sets, $S$, for which $\hat{f} / f^{*}=c$ where $c$ is a positive root of (2.8). Let $s$ be a root. Rearranging terms, we get

$$
\begin{aligned}
2 s^{m}-1 & =\sum_{0 \leqq i<m} s^{i} \\
& =\frac{s^{m}-1}{s-1}
\end{aligned}
$$

or $2 s^{m+1}-3 s^{m}-s+2=0$.
Since $s>1$, for $m \rightarrow \infty$ we have $s \rightarrow 3 / 2$ as a root.

Example. (a) $m=2$ : Then we have $2 s_{2}^{2}-s_{2}-s=0$, where we find $s_{2}=$ $(1+\sqrt{17}) / 4$. Of course, $s_{1}=1$. Let $t_{2}=t_{3}=1$. From (2.4), we find

$$
t_{1}=\frac{2 t}{s_{2}} \cdot s_{1}=\frac{8}{1+\sqrt{17}}
$$

One easily verifies that $\hat{f} / f^{*}=(1+\sqrt{17}) / 4$.
(b) $m=3$ : The equation to use is $2 s_{3}^{3}-s_{3}^{2}-s_{3}-2=0 . s_{3}=1.384$ is an approximate root of this equation. Using (2.7), we find $s_{2}=s_{3}\left(2 s_{3}-1\right) / 2=1.223 ; s_{1}=1$. Let $t_{3}=t_{4}=t=1$. Using (2.4), find $t_{2}=\left(2 t / s_{3}\right) \cdot s_{2}=1.767$ and $t_{1}=\left(2 t / s_{3}\right) \cdot s_{1}=$ 1.445. Again we can check that $\hat{f} / f^{*}$ is approximately 1.384 .
(c) Some other roots of (2.8) are 1.493 for $m=10$ and 1.499 for $m=20$.
3. The case $s_{i}=1,1 \leqq i \leqq m$, and $s_{m} \geqq 1$. In this section we study the special case in which all but one of the $m \geqq 1$ processors has a speed of 1 . The $m$ th processor $P_{m}$ has a speed $s \geqq 1$. The main result of this section is stated below as Theorem 3.1.

THEOREM 3.1. For $m \geqq 2$ the ratio $\hat{f} / f^{*}$ has the following bounds:
(i) $\hat{f} / f^{*} \leqq(1+\sqrt{17}) / 4$ for $m=2$,
(ii) $f / f^{*} \leqq 3 / 2-1 /(2 m)$ for $m>2$.

Proof. (i) is proved in Lemma 3.2. (ii) follows from Lemmas 3.1-3.6 and the fact that the bound is a monotone increasing function in $m$.

Before proving the theorem we derive a general bound for $\hat{f} / f^{*}$ in terms of $m$ and $s$.

Lemma 3.1. For an $m$-processor system with $s_{i}=1$ for $1 \leqq i<m$ and $s_{m}=s$, $\hat{f} / f^{*} \leqq 2(m-1+s) /(m-1+2 s)$.

Proof. If $m=1$, the lemma is obviously true since $\hat{f} / f^{*}=1$. Now assume that the lemma holds for $1,2, \cdots, m-1$ processors but fails for $m(m \geqq 2)$. For this $m$, let $S=\left(t_{1} \geqq t_{2} \geqq \cdots \geqq t_{n}\right)$ be the smallest set of jobs for which $\hat{f} / f^{*}>$ $2(m-1+s) /(m-1+2 s)$. Suppose a processor is idle in either the LPT or optimal schedule of $S$. Then $\hat{f}_{m}^{S} / f_{m}^{* S} \leqq \hat{f}_{m-1}^{S} / f_{m-1}^{* S} \leqq 2(m-2+s) /(m-2+2 s) \leqq$ $2(m-1+s) /(m-1+2 s)$ by Lemma 2.1.

So we may assume that no processor is idle in either the LPT or optimal schedule of $S$. We consider two cases, both leading to a contradiction.

Case 1. The LPT schedule is as shown in Fig. 3.1, where each $T_{i}$ represents the sum of execution times of jobs scheduled on $P_{i}$ prior to the assignment of $t_{n}, T_{1}+\cdots+T_{m}=t_{1}+\cdots+t_{n-1}$. By assumption, no processor is idle. Hence $T_{i}>0$ for $2 \leqq i \leqq m$. Since the first $m-1$ processors have speed 1 , we may assume that $T_{i} \geqq T_{1}$ for $1 \leqq i \leqq m-1$. Now if $T_{1}=0$, then $\hat{f}=t_{n}$. But $f^{*} \geqq t_{n}$ since by assumption no processor is idle in the optimal schedule. Then $\hat{f} / f^{*}=1$. So we may also assume that $T_{1} \geqq t_{n}$.

Thus, $\hat{f} \geqq 2 t_{n}$. From Lemma 2.2 we have $\hat{f} / f^{*} \leqq 1+(m-1) t_{n} /\left(Q f^{*}\right)$, where $Q=(m-1)+s$. This implies that $Q f^{*} \geqq Q \hat{f}-(m-1) t_{n} \geqq 2 Q t_{n}-(m-1) t_{n}$. Substituting this inequality back into Lemma 2.2 gives

$$
\frac{\hat{f}}{f^{*}} \leqq 1+\frac{(m-1) t_{n}}{2 Q t_{n}-(m-1) t_{n}}=1+\frac{m-1}{2 Q-m+1}=\frac{2 Q}{2 Q-m+1}=\frac{2(m-1+s)}{m-1+2 s},
$$

a contradiction.
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Case 2. Suppose the LPT schedule is as shown in Fig. 3.2, where we agan assume that $T_{i} \geqq T_{1} \geqslant t_{n}$. We may also assume that $T_{m}>0$; otherwise $\hat{f} / f^{*}=1$ since $\hat{f}=t_{n} / s$. If $\hat{f} \geqq 2 t_{n}$ then the proof proceeds as in Case 1. Other wise, $\hat{j}<2 t_{n}$ Note that $\sum t_{i} \geqq s \hat{f}+(m-1) t_{n}$. Therefore,

$$
\frac{\hat{f}}{f^{*}} \leqq \frac{Q \hat{f}}{s \hat{f}+(m-1) t_{n}}=\frac{Q}{s+(m-1) t_{n} / \hat{f}^{\prime}}
$$

Since $\hat{f}<2 t_{n}$ we have

$$
\frac{\hat{f}}{f^{*}} \leqq \frac{Q}{s+(m-1) / 2}=\frac{2 Q}{m-1+2 s}=\frac{2(m-1+s)}{m-1+2 s}
$$

The bound for $m=2$ follows from the following lemma.
Lemma 3.2. For an $m$ processor system with $s_{i}=1,1 \leqq i<m$ and $s_{m}=s$, $/ f^{*} \leqq \frac{1}{4}\left[(3-m)+\sqrt{(3-m)^{2}+16(m-1)}\right]$. Moreover, for $m=2$, the bound is tight.

Proof. Let $k>1$ be the desired bound for $\hat{f} / f^{*}$. Let $Q=\Sigma s_{l}=m-1+s$. First we show that if $s \leqq 2 Q(k-1) /(m-1)$, then $\hat{f} / f^{*} \leqq k$. Suppose not. Let $S=$ $\left(t_{1} \geqq \cdots \geqq t_{n}\right)$ be the smallest set of jobs for which $\hat{f} / f^{*}>k$. Then $t_{n}$ determines the finish time and by Lemma 2.2, $\hat{f} / f^{*} \leqq 1+(m-1) t_{n} /\left(Q f^{*}\right)$. Hence $f^{*}<$ $(m-1) t_{n} /[Q(k-1)]$. It follows that the number of jobs on each processor in the optimal schedule of $S$ is less than $(m-1) s /[Q(k-1)] \leqq 2$. But then in this case, $\hat{f} / f^{*}=1$. This contradicts the assumption that $S$ produces a bound $>k$. Thus if $s \leqq 2 Q(k-1) /(m-1)$, then $\hat{f} / f^{*} \leqq k$. This, in turn, implies that if $Q \leqq$ $(m-1)+2 Q(k-1) /(m-1)$, then $\hat{f} / f^{*} \leqq k$ or that

$$
\begin{equation*}
\text { if } \quad Q \leqq \frac{(m-1)^{2}}{m-2 k+1}, \quad \text { then } \quad \hat{f} / f^{*} \leqq k \tag{3.1}
\end{equation*}
$$

Now by Lemma 3.1, we have

$$
\frac{\hat{f}}{f^{*}} \leqq \frac{2(m-1+s)}{m-1+2 s}=\frac{2(m-1+s)}{2(m-1+s)-(m-1)}=\frac{2 Q}{2 Q-(m-1)} .
$$

It follows that if $2 Q /(2 Q-(m-1)) \leqq k$, then $\hat{f} / f^{*} \leqq k$ or

$$
\begin{equation*}
\text { if } \quad Q \geqq \frac{(m-1) k}{2(k-1)} \quad \text { then } \quad \hat{f} / f^{*} \leqq k . \tag{3.2}
\end{equation*}
$$

To satisfy (3.1) and (3.2) simultaneously, we must have $(m-1)^{2} /(m-2 k+1) \geqq$ $(m-1) k /(2(k-1))$, from which we get $k \geqq \frac{1}{4}\left[(3-m)+\sqrt{(3-m)^{2}+16(m-1)}\right]$. For all such $k, \hat{f} / f^{*} \leqq k$ for all $Q$.

For the case $m=2$, we have $k=(1+\sqrt{17}) / 4$. In § 2 we saw an example with $s_{2}=(1+\sqrt{17}) / 4$ for which $\hat{f} / f^{*}=(1+\sqrt{17}) / 4$. Hence, this bound is tight for $m=2$.

In arriving at the proof of the theorem for $m>2$, it is necessary to prove four lemmas. To begin with, we show that if for any set of jobs, $S$, an optimal schedule has more than one job on any of the processors $P_{1}, \cdots, P_{m-1}$ then $\hat{f}^{S} / f^{* S} \leqq$ $3 / 2-1 /(2 m)$.

Lemma 3.3. For any set of jobs, $S$, either (i) processors $P_{1}-P_{m-1}$ have at most one job scheduled on each in every optimal schedule or

$$
\begin{equation*}
\frac{\hat{f}_{m}^{S}}{f_{m}^{* S}} \leqq \frac{3}{2}-\frac{1}{2 m} . \tag{ii}
\end{equation*}
$$

Proof. Suppose (ii) is not true for some set of jobs. Let $S=\left(t_{1} \geqq t_{2} \geqq \cdots \geqq t_{n}\right)$ be the smallest set of jobs for which $\hat{f}_{m}^{S} / f_{m}^{* S}>3 / 2-1 /(2 m)$. From Lemma 2.2 we get

$$
\frac{\hat{f}_{m}^{s}}{f_{m}^{* s}} \leqq 1+\frac{(m-1) t_{n}}{(m-1+s) f_{m}^{*}}>\frac{3}{2}-\frac{1}{2 m}
$$

or

$$
\frac{(m-1) t_{n}}{(m-1+s) f_{m}^{*}}>\frac{m-1}{2 m}
$$

or

$$
\begin{aligned}
t_{n} & >\frac{m-1+s}{2 m} f_{m}^{*} \\
& \geqq \frac{1}{2} f_{m}^{*}
\end{aligned}
$$

i.e., $f_{m}^{*}<2 t_{n}$ which, in turn, means that none of the processors $P_{1}-P_{m-1}$ can have more than one job scheduled on them in an optimal schedule.

Next, we prove that if $s \geqq m-1$ then $\hat{f} / f^{*} \leqq 4 / 3$.
Lemma 3.4. If $s \geqq m-1$ then $\hat{f} / f^{*} \leqq 4 / 3 \leqq 3 / 2-1 /(2 m)$ for $m>2$.
Proof. Lemma 3.1 gives

$$
\hat{f} / f^{*} \leqq \frac{2(m-1+s)}{m-1+2 s}
$$

The right-hand side of the above inequality is a decreasing function of $s$. Hence, for $s \geqq m-1$ we obtain

$$
\begin{aligned}
\frac{\hat{f}_{m}}{f_{m}^{*}} & \leqq \frac{4 m-4}{3(m-1)} \\
& =4 / 3 \\
& \leqq 3 / 2-1 /(2 m), \quad m>2
\end{aligned}
$$

As a result of Lemmas 3.3 and 3.4 the only counterexamples to Theorem 3.1 are sets of jobs, $S$, for which the optimal schedules have at most one job on each of $P_{1}-P_{m-1}$ and the speed, $s$, of $P_{m}$ is $<m-1$. The next two lemmas show that for this kind of an optimal schedule and $s<m-1$ the bound of Theorem 3.1 cannot be violated.

LEMMA 3.5. Let $S=\left(t_{1} \geqq t_{2} \geqq \cdots \geqq t_{n}\right)$ be the smallest set of jobs for which $\hat{f} / f^{*}>3 / 2-1 /(2 m)$. If in the LPT schedule, $t_{i}$ is the only job scheduled on one of the processors, $P_{1}, \cdots, P_{m-1}$ and if in an optimal schedule $t_{j}$ is the only job scheduled on one of the processors, $P_{1}, \cdots, P_{m-1}$ then, either

$$
\begin{equation*}
\hat{f}_{m}^{S} / f_{m}^{* S} \leqq \hat{f}_{m-1} / f_{m-1}^{*} \tag{i}
\end{equation*}
$$

or
(ii)

$$
t_{i}<t_{j}
$$

Proof. From Lemma 1.1 it follows that $t_{n}$ determines the finish time $\hat{f}^{S}$. If any one of the processors $P_{1}, \cdots, P_{m}$ is idle in an optimal solution (i.e. no jobs have been scheduled on it), then $f_{m}^{* S}=f_{m-1}^{* S}$. But, $\hat{f}_{m}^{S} \leqq f_{m-1}^{S}$ and so $\hat{f}_{m}^{S} / f_{m}^{* S} \leqq \hat{f}_{m-1}^{S} / f_{m-1}^{* S}$. We may therefore assume that no processor is idle in any optimal solution. Hence, $f_{m}^{* S} \geqq t_{n}$. If $i=n$, then $\hat{f}_{m}^{S}=t_{n}$ (as $t_{i}$ is the only job on some processor $P_{1}, \cdots, P_{m-1}$ ) and $\hat{f}_{m}^{S} / f_{m}^{* S} \leqq 1$. Therefore $i \neq n$. Now, we have

$$
\begin{aligned}
f_{m}^{* S} & =\max \left\{t_{j}, f_{m-1}^{* S-\left\{t_{j}\right\}}\right\} \\
& \geqq f_{m-1}^{* S-\left\{t_{j}\right\}} \\
& \geqq f_{m-1}^{* S-\left\{t_{i}\right\}} \cdots \quad \text { as } \quad t_{i} \geqq t_{j}
\end{aligned}
$$

but

$$
\hat{f}_{m}^{S}=\hat{f}_{m-1}^{S-\left\{t_{i}\right\}} \cdots \quad \text { as } \quad i \neq n
$$

Therefore,

$$
\frac{\hat{f}_{m}^{S}}{f_{m}^{* S}} \leqq \frac{\hat{f}_{m-1}^{S-\left\{t_{i}\right\}}}{f_{m-1}^{* S-\left\{t_{i}\right\}}} \leqq \frac{\hat{f}_{m-1}}{f_{m-1}^{*}}
$$

Lemma 3.6. When $s<m-1$ and an optimal schedule for any set of jobs $S$ has at most one job on each of processors $P_{1}-P_{m-1}$, then $\hat{f}_{m} / f_{m}^{*} \leqq 3 / 2-1 /(2 m)$.

Proof. Let $S=\left(t_{1} \geqq t_{2} \geqq \cdots \geqq t_{n}\right)$ be the smallest set of jobs and $m$ the least $m>2$ for which the lemma is not true. From Lemma 3.1 we obtain $\hat{f} / f^{*} \leqq$ $1+(m-1) /(m-1+s)\left(t_{n} / f^{*}\right)$. By assumption $\hat{f} / f^{*}>3 / 2-1 /(2 m)$. Therefore,

$$
1+\frac{(m-1)}{m-1+s} \frac{t_{n}}{f^{*}}>\frac{3}{2}-\frac{1}{2 m}
$$

or

$$
\begin{equation*}
f^{*}<\frac{2 m}{m-1+s} t_{n} . \tag{3.3}
\end{equation*}
$$

If $\#_{m}$ is the number of jobs on $P_{m}$ in an optimal schedule then, $f^{*} \geqq \#_{m} t_{n} / s$. Substituting this inequality into (3.3) yields

$$
\begin{equation*}
\#_{m}<\frac{2 s m}{m-1+s} \tag{3.4}
\end{equation*}
$$

The right-hand side of the inequality (3.4) is an increasing function of $s$. Since $s<m-1$, (3.4) yields the following bound on $\#_{m}$ :

$$
\#_{m} \leqq \frac{2(m-1) m}{2(m-1)}=m .
$$

The optimal schedule has at most one job on each of $P_{1}-P_{m-1}$. Hence, $n \leqq$ $2 m-2$.

The remainder of the proof shows that if $n \leqq 2 m-2$ then Lemma 3.5 can be used to show that $\hat{f}_{m}^{S} / f_{m}^{* S} \leqq \hat{f}_{m-1}^{S} / f_{m-1}^{* S}$, thus contradicting the assumption that this was the least $m$ for which the lemma was false. (The contradiction comes about as $3 / 2-1 /(2 m)$ is monotone increasing in $m$ and the fact that when $m=3$ this bound is $4 / 3$ which is greater than the known bound for $m=2$.) Clearly, we may assume that each processor has at least one job scheduled on it in every optimal schedule.

Let $k$ be the smallest index (i.e. largest job) on any of the processors $P_{1}-P_{m-1}$ in an optimal schedule. Then, the schedule obtained by assigning job $t_{k+i-1}$ to processor $P_{i}, 1 \leqq i<m$, and the remaining jobs to processor $P_{m}$ has a finish time no greater than the optimal finish time $f_{m}^{* S}$. Such a schedule shall be denoted by $\mathrm{OPT}_{k}$. Clearly, $1 \leqq k \leqq n-m+2$. Since, $n \leqq 2 m-2$ at least one of the processors $P_{1}-P_{m-1}$ has exactly one job scheduled on it (every processor must have at least one job on it as otherwise, by the definition of LPT, $\hat{f} \leqq t_{n}$ but $f^{*} \geqq t_{n}$ ). Let the index of this job be $i$. Then, $t_{i}$ must be the largest job amongst jobs scheduled on $P_{1}-P_{m-1}$ in the LPT schedule (this again follows from the definition of LPT). But, $s<m-1$ implies $t_{i} \geqq t_{m-1}$ as LPT cannot schedule all of the first $m-1$ jobs on $P_{m}$ when $s<m-1$. For all $k \geqq 1, \mathrm{OPT}_{k}$ has a job with index $j=k+m-2 \geqq m-1$ on $P_{m-1}$ and this is the only job on $P_{m-1}$. By the ordering on the jobs, $t_{j} \leqq t_{m-1}$. So, $t_{i} \geqq t_{j}$. Lemma 3.5 now implies that $\hat{f}_{m}^{S} / f_{m}^{* S} \leqq \hat{f}_{m-1} / f_{m-1}^{*}$; a contradiction.

Having shown that $\hat{f} / f^{*}$ is indeed bounded as in Theorem 3.1, the next question is: How good is the bound. From the previous section we know that the
bound for $m=2$ is tight. Lemma 3.7 shows that the bound is also tight for $m=3$ and that for all $m>3$ it is possible to have an $\hat{f} / f^{*}$ arbitrarily close to $4 / 3$. Lemma 3.8 shows that for $m=4$ and 5 there is no set of jobs $S$ for which $\hat{f} / f^{*}>4 / 3$. This shows that the bound of $3 / 2-1 /(2 m)$ is not a tight bound for all values of $m$ and leads us to conjecture that for $m \geqq 3$ the bound is in fact $4 / 3$. Note the closeness of this bound of $4 / 3$ to the bound $4 / 3-1 /(3 m)$ obtained by Graham [3] for the case of $s=1$ (i.e., $m$ identical processors).

Lemma 3.7. For $m \geqq 3$ and any $\varepsilon>0$, there is a set of jobs, $S$, and a speed $s>1$ for which $\hat{f} / f^{*}>4 / 3-\varepsilon$.

Proof. For any $m \geqq 3$ consider the set of jobs $t_{1}=1.5, t_{2}=1.5, t_{j}=1,3 \leqq j \leqq$ $m+2$ and $s=2+\varepsilon^{\prime}$ with $\varepsilon^{\prime}$ very close to zero. The LPT schedule has jobs $t_{1}, t_{2}$ and $t_{m+2}$ on $P_{m}$ with $\hat{f}=4 /\left(2+\varepsilon^{\prime}\right)$. One optimal schedule is shown in Fig. 3.3. $f^{*}=1.5$. Hence, $\hat{f} / f^{*}=8 /\left(6+3 \varepsilon^{\prime}\right) \rightarrow 4 / 3$ as $\varepsilon^{\prime} \rightarrow 0$.


Fig. 3.3. LPTand optimal schedules for Lemma 3.7
Lemma 3.8. For $m=4$ and $5, \hat{f} / f^{*} \leqq 4 / 3$.
Proof. The proof is omitted and may be found in [8].
Conjecture. $\hat{f} / f^{*} \leqq 4 / 3$ for $m \geqq 3$ and $s_{i}=1,1 \leqq i<m$ and $s_{m} \geqq 1$.
4. Conclusions. We have shown that in the case of uniform processors LPT schedules have a finish time at most twice the optimal finish time. The worst examples we could construct result in LPT schedules with finish times 1.5 times the optimal for $m \rightarrow \infty$. For the special case studied in [5] it is shown that $\hat{f} / f^{*} \leqq 3 / 2-1 /(2 m)$.
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# TASK SCHEDULING ON A MULTIPROCESSOR SYSTEM WITH INDEPENDENT MEMORIES* 
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#### Abstract

This paper considers a model of a computing system with several independent but identical processors, each with a private memory of limited, and possibly different, storage capacity. The tasks are assumed to have known resource demands expressed as processing times and memory requirements. Several scheduling strategies are evaluated by worst-case performance bounds and simulation results. Both preemptive and nonpreemptive scheduling are considered. An optimal preemptive algorithm is given to find the shortest schedule for a task set with no precedence constraints.
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1. Introduction. This paper analyzes a model of computation with processors and memory as resources. The allocation of memory has the constraint that only fixed (but possibly different) amounts can be allocated during the scheduling process. The analysis differs from previous investigations which consider only the processors as the resource to be scheduled [3], [6], [9]-[11], [22], [23], or which consider the memory resource as a contiguous quantity such that each memory request may be satisfied by allocating the exact amount requested [8], [19], [20]. Since the problem of finding the optimal schedule for most interesting models of computation is "polynomial complete" [4], [17], [25], this paper analyzes heuristic algorithms in terms of their worst-case behavior except in the case that an optimal algorithm is available. The measure of performance in this investigation is the maximum finishing time ([9], [10], etc.) rather than the mean finishing time sometimes used [1].

The model of computation being analyzed consists of $m$ identical, independent, abstract processors $P_{1}, P_{2}, \cdots, P_{m}$. Associated with the $j$ th processor is a private memory with fixed size denoted by $\left|P_{j}\right|$. Each memory is private in the sense that information contained in the $j$ th memory is accessible only by $P_{j}$. The memory sizes are fixed since $\left|P_{1}\right|,\left|P_{2}\right|, \cdots,\left|P_{m}\right|$ remain constant throughout the execution of a task set. For convenience, we will index the processors so that $\left|P_{j}\right| \geqq\left|P_{j+1}\right|$. The task set, $J$, consists of $n$ tasks, $\left\{J_{1}, J_{2}, \cdots, J_{n}\right\}$, where the $i$ th task, $J_{i}:\left(m_{i}, t_{i}\right)$, specifies both a memory requirement, $m_{i}$, and a time requirement, $t_{i}$. An important scheduling parameter is the number of processors which can execute a given task under the memory constraint. For the $i$ th task the number of such processors will be denoted by $n_{i}$. The tasks in $J$ are partially ordered by a precedence relation, $<$. This relation is interpreted to mean that if $J_{i}<J_{k}$, then $J_{k}$ cannot begin in any valid schedule before $J_{i}$ has completed. In this case $J_{i}$ is called a predecessor of $J_{k}$. If the precedence relation is empty, the tasks are considered to be mutually independent. An example of a task set is shown in Fig. 1.1.

[^25]| Task set |  | Precedence relation |  |
| :---: | :--- | :--- | :---: |
| $J_{1}:(20,5)$ | $J_{5}:(20,2)$ | $J_{1}<J_{5}$ | $J_{3}<J_{6}$ |
| $J_{2}:(30,5)$ | $J_{6}:(10,1)$ | $J_{1}<J_{3}$ | $J_{5}<J_{6}$ |
| $J_{3}:(20,1)$ | $J_{7}:(10,4)$ | $J_{4}<J_{5}$ | $J_{5}<J_{7}$ |
| $J_{4}:(20,3)$ | $J_{8}:(10,5)$ |  |  |

Fig. 1.1. Example of a task set and precedence relation
Based on $J$ a task list, $L$, is formed. $L$ is a permutation (renumbering) of the tasks in $J, J_{i_{1}}, J_{i_{2}}, \cdots, J_{i_{n}}$. The scheduling of task proceeds as follows: whenever $P_{j}$ becomes idle, it instantaneously scans the tasks list from left to right until it finds the first task, $J_{i}$, such that $\left|P_{j}\right| \geqq m_{i}$ (the task can be contained in $P_{j}$ 's private memory) and all of the predecessors of $J_{i}$ are completed. $J_{i}$ is then removed from $L$ and begins executing on $P_{j}$. If two or more precessors become available simultaneously we use the "tie-breaking" rule which allows the processor with the smallest index (largest memory) to proceed first. ${ }^{1}$ Figure -1.2 shows a task list and the resulting schedule using the task set described in Fig. 1.1. A schedule is pictured as a two-dimensional Gantt chart. The size of each memory will be indicated as in Fig. 1.2.

$$
\begin{aligned}
& L=\left(J_{2}, J_{1}, J_{4}, J_{5}, J_{3}, J_{7}, J_{6}, J_{8}\right)
\end{aligned}
$$

Fig. 1.2. A sample schedule
The maximum finishing time (final completion time) used as a performance measure is considered equivalent to a measure to processor utilization. The schedule in Fig. 1.2 has a final completion time of 14. An optimal schedule is one having the minimum final completion time among all possible valid schedules. Figure 1.3 shows the task list which produces an optimal schedule for the task set presented in Fig. 1.1. Since a task list defines the resulting schedule, these two terms will be used interchangeably.

$$
L=\left(J_{4}, J_{1}, J_{2}, J_{3}, J_{5}, J_{6}, J_{7}, J_{8}\right)
$$

Fig. 1.3. An optimal schedule

[^26]It should be observed that, for a nonpreemptive scheduling strategy, this model subsumes as a special case the model considered in [1]. Thus, the problem of finding an optimal nonpreemptive strategy for this model is polynomial complete.

The model may be interpreted in three ways. First, we may consider a network of minicomputers (uniprocessors) composed of processors with identical capabilities, but where the private memories associated with the processors may be of different sizes. The idea of a network of small computers collaborating to produce the computing power of a single, large machine has recently gained some attention [5], [13], [26]. The network approach offers advantages in terms of reliability and flexibility over a single machine and also makes possible an incremental acquisition of computing power. The second interpretation of the model is of a partitioned memory operating system such as the IBM 360-OS/MFT [12] or SINGER 10. In these cases, the private memories correspond to fixed memory partitions and the processors to the degree of multiprogramming which is supported. Although such systems may not be in the mainstream of operating system development, there are environments which do not require sophisticated operating system features, and for which a partitioned memory operating system represents adequate support with reduced overhead. The third interpretation is a combinatorial problem related to bin-packing [15]. The problem may be viewed as one of packing a number of two-dimensional objects into a fixed number of unequal-size bins. The questions for various packing rules is: how long must the longest bin be in order to accommodate all the objects.

Section 2 of this paper analyzes several basic scheduling algorithms by deriving worst-case bounds on their performance as compared to the optimal. The bounds are shown to be the best possible by exhibiting general examples that achieve these bounds in the limit. Section 3 considers two more sophisticated strategies for obtaining improved performance over the basic strategies discussed in $\S 2$. Section 4 shows an efficient, optimal preemptive strategy for mutually independent tasks. Finally, in §5, a summary of simulation studies is presented. These results suggest that the worst-case bounds are good indicators of the average performance of scheduling strategies.
2. Analysis of basic scheduling heuristics. The investigation of this model begins with an analysis of an arbitrary demand scheduling strategy. Such a strategy constructs task lists, hence schedules, from an arbitrary (random) ordering of the task set. The worst-case bound for the arbitrary demand strategy bounds all other strategies since the arbitrary task list ordering can be chosen to be the same ordering produced by any other strategy.

If $T_{\mathrm{DS}}$ represents the final completion time of an arbitrary demand schedule, the following theorem establishes a bound on the ratio between $T_{\mathrm{DS}}$ and the length of the optimal schedule, $T_{\text {min }}$.

Theorem 2.1.

$$
\begin{equation*}
T_{\mathrm{DS}} / T_{\mathrm{MIN}} \leqq m \tag{2.1}
\end{equation*}
$$

Proof.

$$
\begin{equation*}
T_{\mathrm{DS}} \leqq \sum_{i=1}^{n} t_{i} \leqq m T_{\mathrm{MIN}} \tag{2.2}
\end{equation*}
$$

The left inequality is true since at least one processor must be active at every time during the schedule. The right inequality holds since the total time available in the optimal schedule must be large enough to contain the total time in $J$.

The bound of Theorem 2.1 can be reached by the following general task set:

$$
\begin{array}{ll}
\left|P_{1}\right|=2, & \left|P_{i}\right|=1 \quad \text { for } 2 \leqq i \leqq m, \\
J_{i}^{*}:(2, \varepsilon), & 1 \leqq i \leqq m, \\
J_{i, 1}:(1,1), & 1 \leqq i \leqq m, \\
J_{i, j}:(1, \varepsilon), & 1 \leqq i \leqq m, \quad 2 \leqq j \leqq m .
\end{array}
$$

The task execution sequence is constrained by the precedence relation:

$$
J_{i}^{*}<J_{i, j}, \quad 1 \leqq i \leqq m, \quad 2 \leqq j \leqq m .
$$

The worst-case schedule is obtained from the task list:

$$
L=\left(J_{1,1}, J_{1,2}, \cdots, J_{1, m}, J_{2,1}, \cdots, J_{m, m}, J_{1}^{*}, \cdots, J_{m}^{*}\right)
$$

In the worst-case schedule the $2 m$ tasks, $J_{i}^{*}, \cdots, J_{m}^{*}, J_{1, m}, \cdots, J_{m, m}$, are all executed by $P_{1}$, finishing at time $m+m \varepsilon$. The optimal schedule results from the task list:

$$
L^{\prime}=\left(J_{1}^{*}, \cdots, J_{m}^{*}, J_{1,2}, \cdots, J_{1, m}, J_{2,2}, \cdots, J_{m, m}, J_{1,1}, J_{2,1}, \cdots, J_{m, 1}\right)
$$

In this schedule tasks $J_{1}^{*}, \cdots, J_{m}^{*}$ are executed by $P_{1}$ in sequence overlapping the execution of the block of tasks, $J_{1,1}, \cdots, J_{1, m-1}, \cdots, J_{m, m-1}$. Finally, the unit time tasks are executed in parallel finishing at time $1+m \varepsilon$. As $\varepsilon \rightarrow 0$ the ratio of these finishing times is $m$.

The fact that Theorem 2.1 is best possible depends heavily on the use of precedence constraints to delay the scheduling of tasks until a single, assigned resource becomes available. The impact of the precedence constraints is revealed by the next theorem which analyzes an arbitrary demand strategy for mutually independent tasks (the precedence relation is empty).

Because of the scarcity of known results involving precedence constraints (together with arbitrary task times and an arbitrary number of processors) the assumption of mutually independent tasks will be used throughout the remainder of this paper.

Theorem 2.2. For mutually independent tasks,

$$
\begin{equation*}
T_{\mathrm{DS}} / T_{\mathrm{MIN}} \leqq n+1+\frac{i}{2^{n}} \leqq 1+\log _{2}(m), \tag{2.3}
\end{equation*}
$$

where $n$ and $i$ are chosen so that $m=2^{n}+i$ and $i<2^{n}$. This bound is the best possible.
Proof. The proof is by contradiction. Assume for a given system there exists a list of tasks whose demand schedule has length $T_{\mathrm{DS}}>\left(n+1+i / 2^{n}\right) T_{\text {min }}$ where $m=2^{n}+i$. We shall analyze the structure of such a schedule and derive several conditions that must be satisfied by the given tasks.

The demand schedule is divided from right-to-left into $n+2$ intervals $\left\{d_{1}, d_{2}, \cdots, d_{n+2}\right\}$. Each of the first $n+1$ intervals has length $T_{\text {MIN }}$, covering the time period $\left[T_{\mathrm{DS}}-(n+1) T_{\mathrm{MIN}}, T_{\mathrm{DS}}\right]$ in the schedule. The $i$ th interval is the half
open time period [ $\left.T_{\mathrm{DS}}-i T_{\mathrm{MIN}}, T_{\mathrm{DS}}-(i-1) T_{\mathrm{MIN}}\right)$. The final interval, $d_{n+2}$, covers the time period $\left[0, T_{\mathrm{DS}}-(n+1) T_{\text {MIN }}\right)$. With the $i$ th task we have associated the label, $n_{j}$, which is the number of memories into which the task will fit.

The following notations are used in the proof:
$a_{i}$ is the number of processors containing no idle time in the interval $d_{i}$;
$x_{i}$ is the largest label of any task beginning in the interval $d_{i}$;
$T_{i}$ is the total task time in the closed interval [ $\left.T_{\mathrm{DS}}-i T_{\mathrm{MIN}}, T_{\mathrm{DS}}\right]$.
Three relations apply to the interval $d_{1}$ :

$$
\begin{align*}
& a_{1} \geqq 1,  \tag{2.4}\\
& T_{1} \geqq T_{\mathrm{MIN}} \tag{2.5}
\end{align*}
$$

and

$$
\begin{equation*}
x_{1} \geqq 1 . \tag{2.6}
\end{equation*}
$$

Relation (2.4) is true since every interval must have at least one processor which is continuously active. This also implies (2.5) since the length of $d_{1}$ is $T_{\text {miN }}$. Since no task can have length greater than $T_{\text {miN }}$, at least one task begins in $d_{1}$. Relation (2.6) follows immediately, as no task has label less than 1.

We now derive three recursive formulas defining $a_{i}, T_{i}$, and $x_{i}$ for $2 \leqq i \leqq$ $n+1$. The first of these is:

$$
\begin{equation*}
a_{i} \geqq x_{i-1} . \tag{2.7}
\end{equation*}
$$

This can be seen since, if there is some task in the interval $d_{i-1}$ which can fit into the $x_{i-1}$ largest memories then the corresponding processors cannot be idle prior to the beginning of the task. In particular, these processors cannot be idle during the interval $d_{i}$.

The second formula follows immediately from the definitions of $a_{i}$ and $T_{i}$ :

$$
\begin{equation*}
T_{i} \geqq T_{i-1}+a_{i} T_{\mathrm{MIN}} \tag{2.8}
\end{equation*}
$$

By expansion,

$$
\begin{equation*}
T_{i} \geqq a_{i} T_{\mathrm{MIN}}+a_{i-1} T_{\mathrm{MIN}}+\cdots+a_{1} T_{\mathrm{MIN}} \tag{2.9}
\end{equation*}
$$

or

$$
\begin{equation*}
T_{i} \geqq T_{\mathrm{MIN}} \sum_{j=1}^{i} a_{j} \tag{2.10}
\end{equation*}
$$

which is an expression to be used in proving the third formula.
Also needed in proving the third formula is the inequality:

$$
\begin{equation*}
x_{i} \geqq x_{i-1} \tag{2.11}
\end{equation*}
$$

If this inequality did not hold, there would exist a task in $d_{i-1}$ which could fit into some memory which no task beginning in $d_{i}$ could fit into. This would imply that the given task could have begun earlier, violating the demand scheduling principle. This shows that the inequality must hold in any valid schedule.

Consider the interval [ $T_{\mathrm{DS}}-i T_{\mathrm{MIN}}, T_{\mathrm{DS}}$ ]. By definition there are $T_{i}$ units of task time contained in that interval. Inequality (2.11) implies that the largest
number of memories which can contain the tasks in this interval is $x_{i}$. By the definition of $T_{\text {MIN }}$ we must have:

$$
\begin{equation*}
T_{\mathrm{MIN}} \geqq T_{i} / x_{i}, \tag{2.12}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{i} \geqq T_{i} / T_{\mathrm{MIN}} \tag{2.13}
\end{equation*}
$$

Substituting from (2.10), we finally obtain

$$
\begin{equation*}
x_{i} \geqq T_{\mathrm{MIN}} \sum_{j=1}^{i} a_{j} / T_{\mathrm{MIN}}=\sum_{j=1}^{i} a_{j} . \tag{2.14}
\end{equation*}
$$

Thus we obtain the third formula:

$$
\begin{equation*}
x_{i} \geqq \sum_{j=1}^{i} a_{j} . \tag{2.15}
\end{equation*}
$$

We thus have three recursive formulas given by (2.7), (2.8) and (2.15) with the initial conditions given by (2.4)-(2.6). It is easy to show by induction that formulas (2.7), (2.8) and (2.15) yield the following:

$$
\begin{align*}
& a_{i} \geqq 2^{i-2},  \tag{2.16}\\
& x_{i} \geqq 2^{i-1}, \tag{2.17}
\end{align*}
$$

and

$$
\begin{equation*}
T_{i} \geqq 2^{i-1} T_{\mathrm{MIN}} \tag{2.18}
\end{equation*}
$$

Now, in the large interval $\left[T_{\mathrm{DS}}-(n+1) T_{\mathrm{MIN}}, T_{\mathrm{DS}}\right], T_{N+1}$ total task time has been used. By the induction proof above, $T_{n+1} \geqq 2^{n} T_{\text {MIN }}$. This leaves at most $i T_{\text {MIN }}$ task time to be used in $d_{n+2}$, since the total task time cannot exceed $m T_{\mathrm{MIN}}=\left(2^{n}+i\right) T_{\mathrm{MIN}}$. In the interval $d_{n+1}$ there begins a task with label at least $2^{n}$, since $x_{n+1} \geqq 2^{n}$. Thus, in the interval $d_{n+2}$ at least $2^{n}$ processors contain no idle time. This implies that the length of the interval $d_{n+2}$ is at most $i T_{\text {MIN }} / 2^{n}$. Since each of the other $n+1$ intervals is at length $T_{\text {MIN }}$ we obtain

$$
\begin{equation*}
T_{\mathrm{DS}} \leqq(n+1) T_{\mathrm{MIN}}+i T_{\mathrm{MIN}} / 2^{n} \tag{2.19}
\end{equation*}
$$

This contradicts our original assumption that the length of the demand schedule exceeded the length $\left(n+1+i / 2^{n}\right) T_{\text {MIN }}$. Hence, the original assumption is incorrect and the first part of the theorem is established.

The second inequality,

$$
\begin{equation*}
n+1+\frac{i}{2^{n}} \leqq 1+\log _{2}(m) \tag{2.20}
\end{equation*}
$$

may be shown directly by mathematical analysis. It is of interest to know that the function $n+1+i / 2^{n}$ is a piecewise linear function lying below the curve $1+$ $\log _{2}(m)$ and touching it at those points where $m=2^{n}$ for some integer $n$.

As with the preceding theorem we would like to demonstrate that the bound of Theorem 2.2 is best possible by exhibiting a method for constructing task sets which achieve this bound at arbitrary values of $m$. The construction of this family
of examples is directly related to the analysis of the scheduling strategies considered in Theorem 2.3. Therefore, the examples reaching the bound of Theorem 2.2 are contained in the proof of Theorem 2.3.

A comparison of Theorems 2.1 and 2.2 reveals that while the assumption of mutual independence improves the worst-case performance, both bounds increase without limit as $m$ increases. This means that the guaranteed performance level continues to decline as the number of processors increases. Even for a fixed number of processors these bounds compare unfavorably with the bounds derived for related models [9], [19].

One natural method to obtain improved performance over the arbitrary demand strategy is to adopt a heuristic rule for ordering the task list. Such a heuristic attempts to place the most critical tasks at the beginning of the task list (assign them higher priority). We will analyze four basic heuristics. They are:
-smallest time first (STF)
-smallest memory first (SMF)
-largest time first (LTF)
-largest memory first (LMF)
In previous work, the smallest-first strategies usually lead to desirable meanfinishing time properties while the largest-first strategies possess better final completion time properties. The simplicity of these heuristics guarantees that they are easy to implement, possible to analyze and modest in the time required to produce a task list (schedule).

The next theorem analyzes the smallest-first strategies and also contains the examples illustrating the reachability of Theorem 2.2.

Theorem 2.3.

$$
\left.\begin{array}{l}
T_{\mathrm{SMF}} / T_{\mathrm{MIN}}  \tag{2.21}\\
T_{\mathrm{STF}} / T_{\mathrm{MIN}}
\end{array}\right\} \leqq n+1+i / 2^{n} \leqq 1+\log _{2}(m),
$$

where $m=2^{n}+i$ and $i<2^{n}$ for integers $n$ and $i$, and this is the best possible bound.
Proof. The two functions have already been shown to be upper bounds by Theorem 2.2. The analysis to show how these bounds can be achieved is divided into three cases. Case 1 demonstrates that the bound $1+\log _{2}(m)$ can be reached when $m=2^{n}$ and $i=0$. This case establishes the important characteristic of the smallest-first strategies. Case 2 demonstrates that the bound of $n+1+i / 2^{n}$ is achieved when $m=2^{n}$ and $i=2^{k}$ for some integer $k$. Finally, Case 3 demonstrates that when $i>0$ but not a power of 2 , a lower bound "close" to $n+1+i / 2^{n}$ is at least obtainable.

Only the first of these cases is presented here. The other two cases may be found in [16]. In each of the following examples it is assumed that the memory sizes are distinct (i.e., $\left|P_{1}\right|>\left|P_{2}\right|>\cdots>\left|P_{m}\right|$ ). ${ }^{2}$

Case 1. $m=2^{n}$ and $i=0$. Consider the task set $\left\{J_{1}, J_{2}, \cdots, J_{m}\right\}$ where the resource requirement of $J_{i}$ is $\left(\left|P_{m-i+1}\right|, 1\right)$, for $1 \leqq i \leqq m$. The ordering $L=$ $\left(J_{1}, J_{2}, \cdots, J_{m}\right)$ is easily seen to be both an SMF and an STF ordering. At the

[^27]beginning of the schedule $P_{1}$ selects $J_{1}$ for execution, $P_{2}$ selects $J_{2}$, and, in general, $P_{k}$ selects $J_{k}$. When $k=m / 2, P_{k}$ can execute $J_{k}$ since:
\[

$$
\begin{equation*}
m_{k}=\left|P_{m-k+1}\right|=\left|P_{m / 2+1}\right|<\left|P_{m / 2}\right|=\left|P_{k}\right| \tag{2.22}
\end{equation*}
$$

\]

However, when $k \geqq m / 2+1$, we find that:

$$
\begin{equation*}
m_{k}=\left|P_{m-k+1}\right| \geqq\left|P_{m-(m / 2+1)-1}\right| \geqq\left|P_{m / 2}\right|>\left|P_{m / 2+1}\right| \geqq\left|P_{k}\right| . \tag{2.23}
\end{equation*}
$$

This means that the $m / 2$ processors $P_{m / 2+1}, \cdots, P_{m}$ remain idle. The interval $[0,1)$, then, only contains $m / 2=2^{n-1}$ active processors.

The ordering of tasks in $L$ forces the processors with the largest memory capacity to select from the remaining tasks those with the smallest memory requirement. This causes a progressive halving of the number of active processors as shown in Fig. 2.1. Thus, the interval $[k-1, k)$ contains only $2^{n-k}$ processors which are not idle. When $k=n$, there is a single active processor. At the end of this interval the total number of completed tasks is:

$$
\begin{equation*}
\sum_{k=1}^{n} 2^{n-k}=\sum_{k=0}^{n-1} 2^{k}=2^{n}-1=m-1 \tag{2.24}
\end{equation*}
$$

The single remaining task, $J_{m}$, has a memory requirement of $\left|P_{1}\right|$. This task executes alone during the interval $[n, n+1)$. The final completion time of the SMF-STF schedule is then $n+1$.

An optimal schedule of length 1 can be formed by executing all $m$ tasks in parallel, task $J_{k}$ scheduled on processor $P_{m-k+1}$. The ratio of these completion times is $n+1=1+\log _{2}(m)$.

Cases 2 and 3. See [16].
The next heuristic to be considered is the largest-time-first strategy (LTF). Although a tight bound is not yet known, the following theorem shows that it must contain a logarithmic factor that increases as $m$ increases.

Theorem 2.4. A lower limit on the worst-case bound of LTF is ${ }^{3}$

$$
\begin{equation*}
\max \left[\frac{T_{\mathrm{LTF}}}{T_{\mathrm{MIN}}}\right] \geqq \sum_{i=1}^{m} \frac{1}{i} \approx \ln (m) . \tag{2.25}
\end{equation*}
$$



FIG. 2.1. General Case 1 schedule

[^28]Proof. Because a lower limit is being proven, a method will be given which achieves the bound for arbitrary $m$.

The general example consists of $m$ groups of tasks. All tasks within a group are identical. In the LTF task list (and in the resulting schedule) all tasks in group $k+1$ preceed those in group $k$. The total time required for group $k$ will be 1 and the memory requirement of each task will be $\left|P_{k}\right|$. Thus, each task in group $k$ can only fit into $k$ memories. The number of tasks in group $k$ is contrived so that the tasks in group $k$ contributes a solid block to the schedule of length $1 / k$. The final schedule length will then be $\sum_{i=1}^{m} 1 / i$. Finally, it will be shown that an optimal schedule of length 1 can be formed. The example, then, reaches the bound given in the theorem statement. In general, the group $m-k, 0 \leqq k \leqq m-1$, consists of $2^{k}(m-k)$ tasks each with a memory requirement of $\left|P_{k}\right|$ and a time requirement of $1 /\left(2^{k}(m-k)\right)$. The $m$ tasks in group $m$ all terminate at the same time. In an inductive-like manner let us assume that the final $k+1$ tasks in group $k+1$ terminate at the same time. Hence, the $k$ processors capable of executing the tasks in group $k$ begin executing these tasks simultaneously. All tasks in group $k$ are of the same length and by definition their number is divisible by $k$. Thus, each of the $k$ active processors will execute the same number of tasks and finish at the same time. Group $k$ then contributes $1 / k$ to the schedule length. The appearance of the general schedule for these tasks is given in Fig. 2.2.

The total schedule length is then $\sum_{k=1}^{m} 1 / k$. By construction, if processor $P_{k}$ executed only tasks in group $k$, then all processors would terminate at time 1 . This is the optimal schedule. The bound produced by this example is the bound given in the theorem.

The final heuristic to be considered is the largest-memory-first strategy (LMF). The nest theorem establishes a well-behaved bound for this strategy.

Theorem 2.5 .

$$
\begin{equation*}
T_{\mathrm{LMF}} / T_{\mathrm{MIN}} \leqq 2-1 / m \tag{2.26}
\end{equation*}
$$

Proof. The proof is by contradiction. Assume that there exists a counterexample to the theorem. Let $J_{k}$ be the longest task in the counterexample schedule


Fig. 2.2. General LTF schedule
to finish at time $T_{\text {LMF }}$. Let $r$ be the number of memories which can contain $J_{k}$. Due to the LMF ordering the tasks $J_{i}$ of $1 \leqq i \leqq k-1$ all have memory requirements at least as large as $J_{k}$. These tasks must be scheduled in the $r$ largest memories prior to $J_{k}$ such that none of $P_{1}, \cdots, P_{r}$ become idle prior to the beginning of $J_{k}$. This implies:

$$
\begin{equation*}
T_{\mathrm{LMF}} \leqq \frac{\sum_{i=1}^{k-1} t_{i}}{r}+t_{k} . \tag{2.27}
\end{equation*}
$$

The $k$ tasks with largest-memory requirements are constrained to be scheduled only on the $r$ largest memories in any schedule. The optimal schedule for the entire task set is, then, at least as long as the optimal schedule for the $k$ tasks using only the largest $r$ memories. So

$$
\begin{equation*}
T_{\mathrm{MIN}} \geqq \frac{\sum_{i=1}^{k} t_{i}}{r} \tag{2.28}
\end{equation*}
$$

Combining (2.27) and (2.28) with the contradictory hypothesis and rearranging, we have

$$
\begin{equation*}
2-\frac{1}{m}<\frac{\frac{\sum_{i=1}^{k} t_{i}}{r}+t_{k}(1-1 / r)}{T_{\mathrm{MIN}}} \tag{2.29}
\end{equation*}
$$

which simplifies to

$$
\begin{equation*}
T_{\mathrm{MIN}}(1-1 / m)<t_{k}(1-1 / r) \tag{2.30}
\end{equation*}
$$

Since $r \leqq m$, this last line implies that $T_{\text {MIN }}<t_{k}$, which is a contradiction. Theorem 2.5 represents the best possible bound on the LMF strategy as shown by the following general task set:

$$
\begin{aligned}
& J_{i, j}:\left(\left|P_{m}\right|, 1\right), \quad 1 \leqq i \leqq m-1, \quad 1 \leqq j \leqq m \\
& J^{*}:\left(\left|P_{m}\right|-\varepsilon, m\right) .
\end{aligned}
$$

The LMF task list is given by:

$$
L=\left(J_{1,1}, J_{1,2}, \cdots, J_{1, m}, J_{2,1}, J_{2,2}, \cdots, J_{2, m}, \cdots, J_{m-1, m}, J^{*}\right) .
$$

In the LMF schedules the first $m(m-1)$ tasks form a solid block ending at time: $m-1$. Task $J^{*}$, of length $m$, then completes at time $T_{\mathrm{LMF}}=2 m-1$. In the optimal schedule task $J^{*}$ begins at time 0 and the remaining $m(m-1)$ tasks are distributed among the other $m-1$ processors. All processors finish at time $T_{\text {MIN }}=m$. So $T_{\mathrm{LMF}} / T_{\mathrm{MIN}}=(2 m-1) / m=2-1 / m$.
3. Analysis of improved scheduling strategies. This section presents the analysis of two scheduling algorithms which attempt to improve on the LMF bound by expending more time in constructing the task ordering.

Consider two tasks, $J_{i}$ and $J_{k}$ with $n_{i}=n_{k}$. Given a choice between these two tasks, past results in similar models [9], [19] suggest that the task with the larger time requirement should be scheduled earlier in order to reduce the final completion time.

An LMTF-ordered task list is defined by the following principle: task $J_{i}$ preceeds task $J_{k}$ if: (i) $n_{i}<n_{k}$ or (ii) $n_{i}=n_{k}$ and $t_{i} \geqq t_{k}$.

The analysis of the LMTF strategy is presented in two parts. The first part develops the bound for $m \geqq 3$.

Theorem 3.1. For $m \geqq 3$,

$$
\begin{equation*}
T_{\mathrm{LMTF}} / T_{\mathrm{MIN}} \leqq 2-1 /(m-1) . \tag{3.1}
\end{equation*}
$$

Proof. Renumber the tasks in $J$ so that $\left(J_{1}, J_{2}, \cdots, J_{n}\right)$ is an LMTF ordering. Let $J_{k}$ be the longest task to finish at time $T_{\text {LmtF }}$. Define $r=n_{k}$. Consider the truncated task list $\left(J_{1}, J_{2}, \cdots, J_{k}\right)$. Let $T_{\text {LMTF }}^{\prime}$ denote the completion time of this truncated list on $P_{1}, P_{2}, \cdots, P_{r}$, and let $T_{\text {MIN }}^{\prime}$ denote the corresponding optimal completion time. Clearly, $T_{\text {LMTF }}^{\prime}=T_{\text {LMTF. }}$. By the definition of an LMTF order, $n_{i} \geqq n_{k}$, for $i<k$. Thus, $J_{1}, \cdots, J_{k}$ can only be executed by $P_{1}, \cdots, P_{r}$. This implies that $T_{\text {MIN }}^{\prime} \leqq T_{\text {MIN }}$. The conclusion of this argument is that

$$
\begin{equation*}
T_{\mathrm{LMTF}} / T_{\mathrm{MIN}} \leqq T_{\mathrm{LMTF}}^{\prime} / T_{\mathrm{MIN}}^{\prime} . \tag{3.2}
\end{equation*}
$$

The analaysis, then, need only be concerned with the truncated task list and $P_{1}, \cdots, P_{r}$.

Now let $y$ be the time in the LMTF schedule at which $J_{k}$ begins. Since $m_{k} \leqq\left|P_{r}\right|$, no processor can become idle prior to the beginning of $J_{k}$. In addition, the scheduling algorithm requires that all tasks executing on $P_{r}$ have at least as long a time requirement as $J_{k}$. Thus, the total task time on $P_{r}$ is at least $t_{k}$. Figure 3.1 illustrates the form of the LMTF schedule using these facts.

By examining the total task time we find

$$
\begin{equation*}
(r-1) y+2 t_{k} \leqq \sum_{i=1}^{k} t_{i} \leqq r T_{\mathrm{MIN}}^{\prime} \tag{3.3}
\end{equation*}
$$

Rearranging terms yields the following definition for $y$ :

$$
\begin{equation*}
y \leqq \frac{r T_{\mathrm{MIN}}^{\prime}-2 t_{k}}{r-1} \tag{3.4}
\end{equation*}
$$

By the definition of $y$ it is also true that:


Fig. 3.1. General form of the LMTF schedule

Substituting for $y$ produces:

$$
\begin{equation*}
T_{\mathrm{LMTF}}^{\prime} \leqq \frac{r T_{\mathrm{MIN}}^{\prime}-2 t_{k}}{r-1}+t_{k}=\frac{r T_{\mathrm{MIN}}^{\prime}+(r-3) t_{k}}{r-1} \tag{3.6}
\end{equation*}
$$

The case $r=2$ is covered in Theorem 3.2. Assume $r \geqq 3$. Since $t_{k} \leqq T_{\text {MIN }}^{\prime}$ we obtain

$$
\begin{equation*}
T_{\mathrm{LMTF}}^{\prime} \leqq \frac{r T_{\mathrm{MIN}}^{\prime}+(r-3) T_{\mathrm{MIN}}^{\prime}}{r-1} \leqq\left(2-\frac{1}{r-1}\right) T_{\mathrm{MIN}}^{\prime} \tag{3.7}
\end{equation*}
$$

Finally, since $m \geqq r$ this last line becomes

$$
\begin{equation*}
T_{\mathrm{LMTF}}^{\prime} / T_{\mathrm{MIN}}^{\prime} \leqq 2-1 /(m-1) . \tag{3.8}
\end{equation*}
$$

The general task set which illustrates that the bound of Theorem 3.1 is the best possible is defined by:

$$
\begin{array}{ll}
J_{i}:\left(\left|P_{m-1}\right|, \frac{m-2}{m-1}\right), & 1 \leqq i \leqq m-2, \\
J_{i}:\left(\left|P_{m-1}\right|, \frac{1}{(m-1)}\right), & m-1 \leqq i \leqq 2(m-2), \\
J_{i}:\left(\left|P_{m}\right|, 1\right), & 2(m-2)+1 \leqq i \leqq 2(m-2)+2 .
\end{array}
$$

Clearly, the task list $\left(J_{1}, J_{2}, \cdots, J_{2 m-2}\right)$ is an LMTF ordering. The schedule resulting from this task list is shown in Fig. 3.2. The corresponding optimal schedule is given in Fig. 3.3. The ratio of the completion times of these two schedules is the value predicted by Theorem 3.1.

The situation for the LMTF strategy is slightly different when there are only two processors ( $m=2$ ). This also covers the case of $r=2$ for the previous theorem.

Theorem 3.2. For $\dot{m}=2$,

$$
\begin{equation*}
T_{\mathrm{LMTF}} / T_{\mathrm{MIN}} \leqq 5 / 4 \tag{3.9}
\end{equation*}
$$



Fig. 3.2. Worst-case schedule illustrating Theorem 3.1


Fig. 3.3. Optimal schedule illustrating Theorem 3.1
and there exist task sets which realize this bound.
Proof. See [16].
The LMTF performance bound is not significantly better than that of LMF itself. Another possible technique for achieving such improved performance, called a two-dimensional strategy, is suggested by previous research results [14], [19], [20]. In general, such a strategy iteratively selects a final completion time and, by means of a placement policy, attempts to construct a schedule completing at the chosen time. Improved performance can be achieved if the placement policy is effective and the iteration scheme tends toward minimal-length schedules.

In the two-dimensional strategy considered below the placement policy will be used which selects tasks from an LMF ordering and assigns the next task to the processor with the largest available memory such that the task's finishing time does not exceed the current schedule completion time. More formally, assuming that the tasks are in LMF order and the current schedule length is $T$, the placement policy is defined as:

Step 1. Set $i=1$; set $T_{1}=T_{2}=\cdots,=T_{m}=0$.
Step 2. Let $j$ be the smallest integer such that $T_{j}+t_{i} \leqq T$ and $m_{i} \leqq\left|P_{j}\right|$. If such a $j$ exists then proceed to Step 3; otherwise, indicate failure.
Step 3. Set $T_{j}=T_{j}+t_{i}$; set $i=i+1$;
Step 4. If $i \leqq n$, then return to Step 2; otherwise indicate success.
The iteration scheme to be analyzed is an incremental method (INC). In this method, $u$ is defined as the greatest common divisor of all tasks in the system. Beginning with a lower bound, $L_{0}$, on the optimal schedule length, the target final completion time is successively incremented by $u$ until the placement policy is successful in creating a schedule.

An example of this strategy is seen by examining the task set and system described in Fig. 3.4. If the incremental method chooses $L_{0}=9\left(=\sum t_{i} / m\right)$ and $u=1$, then it will successively try schedules of lengths 9 and 10 before succeeding at $T_{\mathrm{INC}}=10$. This compares to $T_{\mathrm{MIN}}=9$ and $T_{\mathrm{LMF}}=12$.

Task set

```
\(J_{1}:(30,1) \quad J_{4}:(10,5)\)
\(J_{2}:(10,4) \quad J_{5}:(10,5)\)
\(J_{3}:(10,4) \quad J_{6}:(5,8)\)
Processing system: \(m=3,\left|P_{1}\right|=30,\left|P_{2}\right|=20,\left|P_{3}\right|=10\).
```

Fig. 3.4. A task set and system
The final schedules produced by the two-dimensional algorithm may violate the demand principle since tasks are assigned to each processor regardless of the earlier availability of another processor, so long as the total schedule length is not exceeded. However, the demand principle may be satisfied by allowing some tasks to start earlier in previously idle periods. The result of this rearrangement is a valid schedule with length no longer than the final schedule produced by the algorithm.

Formally, the INC algorithm is stated as:
Step 1. Order the task list on a largest-memory-first basis. Set $u$ equal to the maximum divisor of the $t_{i}$ 's.
Step 2. Select an optimistic value for the final completion time

$$
T_{\mathrm{INC}}=\left[\max \left(\max \left(t_{i}\right), \sum_{i=1}^{n} t_{i} / m, \sum_{i=1}^{n} m_{i} t_{i} / M\right)\right]
$$

where $M$ is the total available memory.
Step 3. Apply the placement policy to a schedule of length $T_{\text {INC }}$. If this succeeds then stop, otherwise set $T_{\mathrm{INC}}=T_{\mathrm{INC}}+u$ and repeat Step 2 .
The optimistic value chosen as the initial value for $T_{\text {INC }}$ is actually a lower bound on the optimal schedule length. This lower bound is the smallest integer greater than the maximum of three quantities. These three quantities correspond to the length of the longest single task, the completion time if all processors are busy all the time, and the completion time if all the memory is used all the time. The optimal schedule cannot be shorter than the maximum of these three quantities. Analysis of this algorithm shows that it also produces only a slight improvement over the LMF strategy.

Theorem 3.3.

$$
\begin{equation*}
T_{\mathrm{INC}} / T_{\mathrm{MIN}} \leqq 2-2 /(m+1) \tag{3.10}
\end{equation*}
$$

Proof. For task set $J$ suppose the INC algorithm stops with final completion time $T_{\text {INC }}$. If the algorithm succeeded in placing all the tasks on its first attempt, then the schedule is optimal. However, if several iterations were required to produce the final schedule, then consider the partial schedule, $S$, formed by the algorithm when attempting a completion time of $T_{\text {INC }}-u$. Let $J_{1}, J_{2}, \cdots, J_{k-1}$ be successfully placed in $S$ and $J_{k}$ be the first task which cannot be placed using this estimate for the schedule length. Define $r$ as the number of memories which can contain $J_{k}$. Since an LMF task list is being used, tasks $J_{1}, \cdots, J_{k}$ can only be placed on $P_{1}, \cdots, P_{r}$ in any schedule. Thus, if $T_{\text {MIN }}^{\prime}$ represents the optimal schedule for $J_{1}, \cdots, J_{k}$ on $P_{1}, \cdots, P_{r}$, then it follows that

$$
\begin{equation*}
T_{\mathrm{INC}} / T_{\mathrm{MIN}} \leqq T_{\mathrm{INC}} / T_{\mathrm{MIN}}^{\prime} \tag{3.11}
\end{equation*}
$$

The analysis, then, will only consider the case of the first $k$ tasks and the first $r$ processors.

Define $T_{i}, 1 \leqq i \leqq r$, as the time in $S$ when $P_{i}$ becomes idle. The operation of the algorithm requires that for $1 \leqq i, j \leqq r$ and $i \neq j$ :

$$
\begin{equation*}
T_{i}+T_{j}>T_{\mathrm{INC}}-u \tag{3.12}
\end{equation*}
$$

If this were not true then for some $i$ and $j$ the algorithm would have successfully scheduled all tasks contributing to $T_{j}$ on $P_{i}$, which is a contradiction. In addition, since $J_{k}$ cannot be placed in $S$, it follows that for $1 \leqq i \leqq r$ :

$$
\begin{equation*}
T_{i}+t_{k}>T_{\mathrm{INC}}-u \tag{3.13}
\end{equation*}
$$

By the definition of $u$, these last two conditions are equivalent to:

$$
\begin{equation*}
T_{i}+T_{j} \geqq T_{\mathrm{INC}} \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{i}+t_{k} \geqq T_{\mathrm{INC}}, \tag{3.15}
\end{equation*}
$$

for $1 \leqq i, j \leqq r$ and $i \neq j$. Equation (3.14) implies that there is at most one $T_{x}$, $1 \leqq x \leqq r$, such that

$$
\begin{equation*}
T_{x}<T_{\mathrm{INC}} / 2 \tag{3.16}
\end{equation*}
$$

Hence, for $1 \leqq i \leqq r$ and $i \neq x$,

$$
\begin{equation*}
T_{i} \geqq T_{\mathrm{INC}} / 2, \tag{3.17}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{i=1}^{r} T_{i} \geqq \frac{(r-1) T_{\mathrm{INC}}}{2} . \tag{3.18}
\end{equation*}
$$

By (3.15) it is apparent that

$$
\begin{equation*}
T_{x}+t_{k} \geqq T_{\mathrm{INC}} \tag{3.19}
\end{equation*}
$$

Examining the total task times reveals

$$
\begin{equation*}
\sum_{i=1}^{k} t_{i} \geqq \sum_{\substack{i=1 \\ i \neq x}}^{r} T_{i}+\left(T_{x}+t_{k}\right) . \tag{3.20}
\end{equation*}
$$

Using (3.18) and (3.19) in (3.20) we conclude that

$$
\begin{equation*}
\sum_{i=1}^{k} t_{i} \geqq(r-1) T_{\mathrm{INC}} / 2+T_{\mathrm{INC}} \geqq(r+1) T_{\mathrm{INC}} / 2 \tag{3.21}
\end{equation*}
$$

By definition $T_{\text {MIN }}^{\prime} \geqq \sum_{i=1}^{k} t_{i} / r$. Thus,

$$
\begin{equation*}
T_{\mathrm{MIN}}^{\prime} \geqq(r+1) T_{\mathrm{INC}} /(2 r) . \tag{3.22}
\end{equation*}
$$

Rearranging terms yields

$$
\begin{equation*}
T_{\mathrm{INC}} / T_{\mathrm{MIN}}^{\prime} \leqq 2 r /(r+1)=2-2 /(r+1) \tag{3.23}
\end{equation*}
$$

Since $r \leqq m$, we finally obtain

$$
\begin{equation*}
T_{\mathrm{INC}} / T_{\mathrm{MIN}}^{\prime} \leqq 2-2 /(m+1) \tag{3.24}
\end{equation*}
$$

This bound can be reached for arbitrary $m$ by the following general task set:

$$
\begin{array}{ll}
J_{i}:\left(\left|P_{i}\right|, 1\right), & 1 \leqq i \leqq m \\
J_{m+1}:\left(\left|P_{m}\right|, m\right), & 1 \leqq i \leqq m .
\end{array}
$$

The final completion time of the schedule produced by INC is $2 m$. The optimal schedule finishes at time $m+1$. The ratio of these times is $2-2 /(m+1)$.

The bounds derived in this section indicate that two more sophisticated scheduling techniques cannot perform significantly better than the LMF strategy. It may be conjectured that the inherent complexity of the model precludes such a possibility.
4. Preemptive scheduling. The results of the previous section indicate that significantly improved scheduling performance may only be possible by enhancing the basic capability of the model. One standard improvement is the addition of a preempt-resume feature which allows an executing task to be suspended and removed from the memory of the processor to which it was assigned. The processor is then assigned to execute another task from the task list or to resume some previously preempted task. At some later time the preempted task resumes its execution on a possibly different processor constrained only by the task's memory requirement. It is assumed here, as in [20], [22] and [23], that the preempt and resume operations are instantaneous and do not affect the computation performed by the task.

There are several conditions which must be observed in constructing valid preemptive schedules. First, the total execution time of a task, over all the processors to which it has been assigned, must satisfy the task's time requirement. Second, no two processors can ever simultaneously execute parts of the same task. Lastly, the demand principle must still be observed. No processor is allowed to remain idle if there is a task in the task list or in a preempted state which it could execute. A preemptive, two-dimensional algorithm P2D, is presented for constructing such schedules. This algorithm is an extension of [24].

The preemptive capability allows the optimal final completion time for a given task set to be calculated exactly. This computation requires the following notation. Let $F_{i}$ be the set of all tasks which, because of their memory requirements, can only be scheduled on $P_{1}, P_{2}, \cdots, P_{i}$. Thus, $F_{1} \subseteq F_{2} \subseteq \cdots \subseteq F_{m}=J$. Let $X_{i}$ be the sum of all the task times in $F_{i}$ (if $F_{i}$ is empty, then $X_{i}=0$ ).

Using this notation, the P2D algorithm is formally defined by:
Step 1. Order the task list on an LMF basis.
Step 2. Compute the values of $F_{i}$ and $X_{i}$, for $1 \leqq i \leqq m$, and set $T_{X}=$ $\max _{i}\left(X_{i} / i\right), t_{\mathrm{max}}=\max _{i}\left(t_{i}\right)$, and $T_{\mathrm{P} 2 \mathrm{D}}=\max \left(t_{\mathrm{max}}, T_{X}\right)$. Set $j=1$.
Step 3. (a) If all tasks have been scheduled, then stop. Otherwise, select the next task, $J_{k}$, from the task list and proceed to Step 3(b).
(b) If the placement of $J_{k}$ on $P_{j}$ does not cause the completion time of the task to exceed $T_{\text {P2D }}$, then schedule $J_{k}$ on $P_{j}$ and return to Step 3(a). If $T_{\mathrm{P} 2 \mathrm{D}}$ is exceeded, proceed to Step 3(c).
(c) Suppose the placement of $J_{k}$ on $P_{j}$ causes $t_{a}$ (of $J_{k}$ 's total time requirement, $t_{k}$ ) to occur before $T_{\mathrm{P} 2 \mathrm{D}}$ and $t_{b}$ after $T_{\mathrm{P} 2 \mathrm{D}}$. Schedule $t_{a}$ of $J_{k}$ on $P_{j}$ and $t_{b}$ on $P_{j+1}$. Increment $j$ by 1 and return to Step 3(a).
An example of the P2D strategy is shown in Fig. 4.1.

## Task set

$$
\begin{array}{cc}
J_{1}:(30,4) & J_{5}:(20,1) \\
J_{2}:(20,4) & J_{6}:(20,2) \\
J_{3}:(20,5) & J_{7}:(10,4) \\
J_{4}:(20,4) & \\
F_{1}=\left\{J_{1}\right\} & X_{1}=4 \\
F_{2}=\left\{J_{1}, J_{2}, \cdots, J_{6}\right\} & X_{2}=20 \\
F_{3}=\left\{J_{1}, J_{2}, \cdots, J_{7}\right\} & X_{3}=24 \\
T_{X}=\max _{i}\left\{X_{i} / i\right\}=\max \{4,10,8\}=10 \\
t_{\max }=\max _{i}\left\{t_{i}\right\}=5 & \\
T_{\text {P2D }}=\max _{\{ }\left\{t_{\max }, T_{X}\right\}=\max \{5,10\}=10
\end{array}
$$

## Schedule



Fig. 4.1. Example of the P2D strategy
To show that the P2D strategy generates valid schedules we need only examine the placement of tasks as determined by Step 3(c) of the algorithm. Each task, $J_{k}$, is preempted at most once into a portion of length $t_{a}$ and one of length $t_{b}$. Since $T_{\mathrm{P} 2 \mathrm{D}} \geqq t_{\mathrm{max}} \geqq t_{k}=t_{a}+t_{b}$, we are assured that sufficient processor time has been allocated to the task and that its two parts do not overlap. The strategy also guarantees that if some part of $J_{k}$ is scheduled on $P_{j}$, then $m_{k} \leqq P_{j}$. If this were not true, then the tasks being in an LMF order, we would have the following contradiction:

$$
X_{k} / k>T_{\mathrm{P} 2 \mathrm{D}} \geqq T_{X}=\max _{i}\left(X_{i} / i\right) .
$$

Since $T_{\mathrm{P} 2 \mathrm{D}}$ is clearly a lower bound on $T_{\mathrm{MIN}}$, we have the following: Theorem 4.1. The P2D strategy is optimal.


Fig. 5.1. A sample result

The P2D algorithm is computationally efficient. Step 1 (sorting) can be performed in the order of $n \log n$ steps, where $n$ is the number of tasks (see, for example, [18]). Once the tasks are sorted in LMF order the computation of the $F_{i}$ 's and the $X_{i}$ 's can be performed in the order of $n$ steps. The determ ination of the processor assignments can also be carried out in the order of $n$ steps. Thus, $O(n \log n)$ steps are required to produce the final schedule.

This algorithm also requires few preemptions to achieve the optimal schedule. In fact, it never requires more than $m-1$ preemptions, since preemptions occur only at the end of the assignments for the first $m-1$ processors.
5. Simulation results. The scheduling strategies considered in $\S \S 2$ and 3 were evaluated by bounding their worst-case performance. This method of analysis is applicable to systems where a guaranteed level of performance must be provided. Such systems arise when dealing with critical, real-time events. A contrasting type of analysis evaluates the performance of a scheduling strategy by its expected (average, mean) behavior. In systems where there are no critical
deadlines, the expected performance of a strategy may be a more meaningful measure than the worst-case bound. Aside from the obvious fact that the worst-case bound limits the expected performance, the literature contains little evidence relating these two measures of scheduling performance.

To examine the relationship between expected and worst-case behavior, a computer program was written that simulated the model of computation and evaluated the various scheduling strategies by computing the maximum finishing times for different task sets to determine the expected performance. Results on the correlation (or lack of) between the two measures should be of value in the continuing effort to understand the underlying behavior of multiprocessor systems.

A number of parameters are used to define the simulation experiments. These parameters describe the processing system (the number of processors, the size of the private memories) and the characteristics of a randomly generated task set (number of tasks in the task set, distribution functions governing the selection of time and memory requirements). Once these parameters are determined a number of trials (samples) are made. Each trial constructs a random task set according to the parameters of the experiment. This task set, together with the processing system defined by the experiment, is presented to each of the seven scheduling strategies (RANDOM, SMF, STF, LMF, LTF, LMTF and INC) and the final completion time of each strategy is calculated. In addition, the SPF and LPF strategies ${ }^{4}$ are also included for comparison. Since it is impractical to determine the optimal completion time for an arbtirary task set, an estimate of the optimal will be used. This estimate is the length of the optimal preemptive schedule which is efficiently derived by the P2D strategy presented in § 4 (see Theorem 4.1). At the end of each trial, statistics are collected on the ratio of the completion time of each strategy as compared to the estimated optimal completion time. As successive trials are performed the mean of each statistic should converge to the expected completion time ratio of the corresponding strategy for the given probability distribution on tasks. In order to determine the number of trials which must be made to obtain meaningful results a 95 percent confidence interval is calculated for each statistic according to the method described in [21]. In statistical terms this means that the probability of the true means of the statistic (i.e., the expected performance of the strategy) lying within the calculated confidence interval is 0.95 . Two strategies will be ranked according to their computed mean performance only when their respective 9 percent confidence intervals are nonoverlapping. In case the confidence intervals do overlap the strategies will be considered identical.

A sample result of the simulation experiments is shown in Fig. 5.1. The tasks in this experiment were generated by selecting the time requirement from a uniform distribution in the range $[0,100]$ and the memory requirements from a uniform distribution in the range $[25,25+5(m-1)]$. The processor memory size for processor $P_{i}$ was set at $25+5(m-i)$. In each trial the task set consisted of 50

[^29]tasks. Figure 5.1 shows the average ratio between the final completion time and the estimated optimal value as $m$, the number of processors, is increased. The results of this experiment are typical in that other experiments with different distributions and parameters were not essentially different.

Four conclusions can be drawn from this and other experiments. First, strategies which have identical worst-case bounds may have significantly different expected performance. This is illustrated by the four strategies SMF, STF, SPF, and RANDOM. Second, strategies with distinct, though close, bounds may possess expected performances which are indistinguishable by simulation techniques. Such is the case of the LMTF and INC strategies. It is not until $m=6$ that their confidence intervals become separated. At $m=5$ the differences in their worst-case bound is less than 4 percent. So, it is not surprising that their expected performance should be so close as to be beyond the practical resolution of simple simulation methods. Third, the improved strategies presented in § 3 (LMTF and INC) display very good performance characteristics. For the experiments shown in Fig. 5.1 the average difference between these strategies and the estimated optimal is approximately 6 percent. It should be remembered that the estimated optimal is a lower bound on the true optimal. Thus, the strategies may actually perform better than indicated. Fourth, and finally, for the parameter used in these experiments, there is perfect agreement between the ranking by expected performance and worst-case performance.

The last conclusion may be due only to a fortunate choice of parameters defining the experiment. Different parameters are used in other tests, some with task sets whose resource requirements are not uniformly distributed. The results are reported in detail in [16].

Three observations are made as a result of these experiments. First, the worst-case rankings are not exact indicators of rankings by expected performance under all circumstances. The LPF strategy, in particular, has consistently shown that it can perform better in an expected performance sense than would be predicted by its worst-case bound. Second, the rankings show general stability under a variety of assumptions, consistency with the results of simpler models and considerable agreement with the worst-case rankings. This evidence supports the conjecture that the ranking of strategies by worst-case performance is highly correlated to the ranking by expected performance. Third, two strategies (INC and LMTF) display very desirable expected performance figures in all of the cases considered.
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# ADDITION REQUIREMENTS FOR RATIONAL FUNCTIONS* 

DAVID G. KIRKPATRICK $\dagger$ AND ZVI M. KEDEM $\ddagger$


#### Abstract

A notion of rank or independence for arbitrary sets of rational functions is developed, which bounds from below the number of additions and subtractions required of all straight-line algorithms which compute those functions. This permits a uniform derivation of the best lower bounds known for a number of familiar sets of rational functions.

The result is proved without the use of substitution arguments. This not only provides an interesting contrast to standard approaches for arithmetic lower bounds, but also allows the algebraic setting to be somewhat generalized.


Key words. additions, algorithms, analysis of algorithms, arithmetic complexity, computational complexity, dimensionality, lower bounds, matrix multiplication, optimality, polynomials, rational functions

1. Introduction. A central problem in arithmetic complexity is to take some set of rational functions and determine a lower bound on the number of arithmetic operations which is sufficient to compute the functions. It is a symptom of our lack of understanding of the interaction between multiplicative operations (i.e. multiplication and division) and additive operations (i.e. addition and subtraction), that this problem is rarely treated in its full generality. Indeed, most research in arithmetic complexity has focused on one, most often the multiplicative, operation type.

While there is evidence that multiplication is inherently more difficult than addition, this does not justify the relative lack of attention paid to additive complexity. This lack is perhaps most effectively illustrated by the fact that, prior to the work presented in this paper, there did not exist any general framework for directly proving a nontrivial lower bound on the additive complexity of the simplest of expressions, $a_{1}+a_{2}+\cdots+a_{n}$. While it is this lack which motivates our study, we emphasize that both our techniques and our results tend to complement as well as supplement previous work in arithmetic complexity.

We shall first present some basic definitions and a survey of related work. Section 3 describes the algebraic setting for our work, and introduces our notion of independence. This notion is developed in the context of multivariate polynomials in $\S 4$, and extended to general rational functions in $\S 5$. Section 6 contains applications of our central result to a number of common arithmetic expressions. Finally, in §7, we mention a few open questions related to our work.

[^30]2. Related work. If $F$ is any field and $\mathbf{a} \xlongequal{\circ} a_{1}, \cdots, a_{n}$ is a sequence of distinct indeterminates over $F$, then elements of $F(\mathbf{a})^{1}$ are called rational functions in $a_{1}, \cdots, a_{n}$ over $F$.

Following Winograd [11], we say that $\mathscr{A}$ is a (rational) algorithm over $(F(\mathbf{a}), G)$, computing $\psi \subseteq F(\mathbf{a})$ given $G$, if:

1. $G \subseteq F(\mathbf{a})$;
2. $\mathscr{A}$ is a finite sequence of pairs $\left(\alpha_{1}, \beta_{1}\right), \cdots,\left(\alpha_{t}, \beta_{t}\right)$ where either
(a) $\alpha_{i}=(y)$ and $\beta_{i}=y$, where $y \in G$ or
(b) $\alpha_{i}=(\circ, j, k)$ where $\circ \in\{+,-, \times, /\}, j, k<i$, and $\beta_{i}=\beta_{j} \circ \beta_{k}$. Furthermore, if $\circ=/$ then $\beta_{k} \neq 0$; and
3. $\psi \subseteq\left\{\beta_{1}, \cdots, \beta_{t}\right\}$.

If we restrict $2(\mathrm{~b})$ so that $\circ \in\{+,-, \times\}$, then we say that $\mathscr{A}$ is a polynomial algorithm over $(F(\mathbf{a}), G)$.

We will denote by $\nu(\mathscr{A})$ the number of additions and subtractions in $\mathscr{A}$.
In pioneering the area of arithmetic complexity, Ostrowski [10], considered the problem of determining both additive and multiplicative operation requirements for computing a general $n$th degree polynomial. Using straightforward substitution techniques, he showed that for polynomial algorithms, $n$ additive operations are necessary.

Techniques which apply to more general classes of functions are presented by both Belaga [1] and Winograd [11]. Belaga employs the notion of degrees of freedom for rational functions in a single indeterminate. The degree of freedom of such an expression corresponds to the number of algebraically independent coefficients.

Theorem A (Belaga [1]). Any algorithm which contains p additions, computes a rational expression with at most $p+1$ degrees of freedom.

In a sense, Belaga's result is restricted by a dual theorem due to Motzkin [9] which relates the same degrees of freedom to multiplicative requirements. Combining the two, we find that if a function can be computed using $k$ multiplication/divisions then the best lower bound on additions that can be obtained by degrees of freedom arguments is about $2 k$. Degrees of freedom arguments provide tight bounds for polynomials whose terms are all algebraically independent, but they can easily fail to do so if this condition is relaxed. For example, the polynomial $a^{2} x^{2}+a b^{3} x+b^{5}$ requires two additions despite having algebraically dependent coefficients.

Winograd [11] deals with the computation of functions which are linear in the indeterminates $x_{1}, \cdots, x_{n}$. A set of such functions can be expressed as a matrixvector multiplication, $\Phi \mathbf{x}$, where $\Phi$ is a $t \times n$ matrix whose elements are drawn from some field $F$, and $\mathbf{x}$ denotes the vector $\left(x_{1}, \cdots, x_{n}\right)$. Winograd's theorem can be stated as

Theorem B (Winograd [11]). Any algorithm over $(F(\mathbf{x}), F \cup \mathbf{x})$ which computes the product $\Phi \mathbf{x}$, requires at least $N(\Phi)$-t addition/substractions, (where $N(\Phi)$ is the column rank of $\Phi$ with respect to a rational subfield $G \subset F)$.

Actually, this can be strengthened in the case that $F=G\left(y_{1}, \cdots, y_{t}\right)$ and $G$ is a subfield of the complex numbers. In this case, Theorem B holds for all

[^31]algorithms over $(F(\mathbf{x}), F \cup G(\mathbf{x}))$, which means that preconditioning of the set $\mathbf{x}$ is not charged. Winograd also has the following unpublished result.

Theorem C (Winograd [12]). Any polynomial algorithm over ( $F(\mathbf{x}$ ), $F \cup \mathbf{x}$ ) which computes the product $\Phi \mathbf{x}$, requires at least $N^{*}(\Phi)-t$ addition/subtractions, (where $N^{*}(\Phi)$ is the number of nonzero columns in $\Phi$ ).

Since $N^{*}(\Phi) \geqq N(\Phi)$, this gives a uniformly stronger bound than Theorem B, at the cost of restricting the class of algorithms.

The principal advantage of Winograd's framework is that it allows a straightforward analysis of problems which concern the computation of a family of expressions. The obvious drawback is that many problems cannot be advantageously expressed in this framework. For example, it appears that Theorem B would give a lower bound of zero for both the expression $x_{1}+\cdots+x_{n}$ and the pair of expressions, $a x_{1}-b x_{2}, b x_{1}+a x_{2}$ (complex product). ${ }^{2}$

Morgenstern [7] also deals with the computation of functions which are linear in the indeterminates $x_{1}, \cdots, x_{n}$. Restricting his attention to linear algorithms, (all multiplications are scalar multiplications), he is able to provide an interesting characterization of the minimum number of additions necessary to compute a given set of linear forms.

In this paper we present a new complexity measure which has its roots in linear independence. Unlike earlier measures, our measure applies to arbitrary multivariate rational functions. The results apply to all rational algorithms. Furthermore, straightforward applications of our central result generalize both Theorems B and C.

The measure is a refinement of the notion "rational independence" defined by Kirkpatrick [6]. The present formulation was influenced by the observations of Kedem [4] and Morgenstern [8].
3. Algebraic preliminaries. Let $D$ be any integral domain ${ }^{3}$ and let $F$ be the quotient field of $D$. Let $\mathbf{a} \stackrel{\circ}{=} a_{1}, \cdots, a_{n}$ and $\mathbf{b} \stackrel{\circ}{=} b_{1}, \cdots, b_{m}$ be sequences of distinct indeterminates over $F$. We are interested in finding lower bounds on the number of additions and subtractions required to compute finite subsets of $F(\mathbf{a})$ using algorithms over ( $F(\mathbf{a}), D \cup \mathbf{a})$.

Let $N$ and $Q$ denote the natural and rational numbers respectively. Let $N\langle\mathbf{a}, \mathbf{b}\rangle \stackrel{\circ}{=}\left\{a_{1}^{\lambda_{1}} \cdots a_{n}^{\lambda_{n}} b_{1}^{\delta_{1}} \cdots b_{m}^{\delta_{m}} \mid \lambda_{i}, \delta_{i} \in N\right\}$. We make use of the injection $\Theta: N\langle\mathbf{a}, \mathbf{b}\rangle \rightarrow Q^{n+m}$ defined by

$$
\Theta\left(a_{1}^{\lambda_{1}} \cdots a_{n}^{\lambda_{n}} b_{1}^{\delta_{1}} \cdots b_{m}^{\delta_{m}}\right) \stackrel{\varrho}{( }\left(\lambda_{1}, \cdots, \lambda_{n}, \delta_{1}, \cdots, \delta_{m}\right) .
$$

$\Theta$ extends to subsets $X \subseteq N\langle\mathbf{a}, \mathbf{b}\rangle$ by $\Theta(X) \stackrel{\circ}{ }\left\{\Theta\left(X_{i}\right) \mid X_{i} \in X\right\}$. Thus $\Theta$ maps a set of monomials onto a set of vectors in $Q^{n+m}$. So, if we let $\rho_{V}(S)$ denote the vector-rank ${ }^{4}$ of any finite subset $S \subset Q^{n+m}$, then we can define the monomial-rank (denoted $\rho_{M}$ ) of any subset $X \subset N\langle\mathbf{a}, \mathbf{b}\rangle$ as $\rho_{M}(X) \stackrel{\circ}{=} \rho_{V}(\Theta(X))$.

[^32]\[

(1, \cdots, 1)\left($$
\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}
$$\right) and\left($$
\begin{array}{rr}
a & -b \\
b & a
\end{array}
$$\right)\binom{x_{1}}{x_{2}}
\]

[^33]Two important properties of monomial-rank are summarized in the following lemma.

Lemma 1. Let $Y \subseteq X \subseteq N\left\langle\mathbf{a}, b_{1}, \cdots, b_{k}\right\rangle$ and $e \in N\langle\mathbf{a}\rangle$. Then,
(a) $\rho_{M}(Y) \leqq \rho_{M}(X) \leqq \rho_{M}(Y)+|X|-|Y|^{5}$ and
(b) $\rho_{M}\left(X \cup\left\{e b_{k+1}\right\}\right)=\rho_{M}(X)+1$.

Proof. These follow by straightforward applications of the definitions.
4. Computing multivariate polynomials. We start by restricting our attention to the computation of arbitrary elements of $D[\mathbf{a}],{ }^{6}$ using polynomial algorithms over $(F(\mathbf{a})), D \cup\{\mathbf{a}\})$. If $R$ is any ring, let $R^{+}$denote the set $R-\{0\}$.

Let $E \in D[\mathbf{a}, \mathbf{b}]^{+}$. We define the term set of $E, \bar{E}$, by

$$
\bar{E} \circ\left\{\begin{array}{l}
e \in N\langle\mathbf{a}, \mathbf{b}\rangle \text { and } e \text { appears with } \\
\mathbf{a} \text { nonzero coefficient in } E
\end{array}\right\}
$$

We can now define the expression-rank (denoted $\rho_{E}$ ) of a set of expressions $\left\{E_{1}, \cdots, E_{t}\right\} \subset D[\mathbf{a}]$ as

$$
\rho_{E}\left(E_{1}, \cdots, E_{t}\right) \stackrel{\circ}{\cong} \rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{t} b_{t}}\right)-t .
$$

That is, in order to find the expression-rank of a set of expressions one must first combine the expressions, using new indeterminates, and then find the monomialrank of the term set of the resulting expression.

The following simple properties of the expression-rank of a set of expressions should indicate its potential as a measure of arithmetic complexity.

Lemma 2. Let $E_{1}, \cdots, E_{k+1} \in D[\mathbf{a}]^{+}$and let $H \in D^{+} \cup\{\mathbf{a}\}$. Then, for all $1 \leqq i, j \leqq k$,
(a) $\rho_{E}\left(E_{1}, \cdots, E_{k}, E_{k+1}\right) \geqq \rho_{E}\left(E_{1}, \cdots, E_{k}\right)$,
(b) $\rho_{E}\left(E_{1}, \cdots, E_{k}, H\right)=\rho_{E}\left(E_{1}, \cdots, E_{k}\right)$,
(c) $\rho_{E}\left(E_{1}, \cdots, E_{k}, E_{i} \times E_{j}\right)=\rho_{E}\left(E_{1}, \cdots, E_{k}\right)$ and
(d) $\rho_{E}\left(E_{1}, \cdots, E_{k}, E_{i} \pm E_{j}\right) \leqq \rho_{E}\left(E_{1}, \cdots, E_{k}\right)+1$.

Remark. These statements assert that, (a) expression-rank is not decreased by the addition of new expressions, (b), (c) the addition of "free" expressions or products of earlier expressions does not alter the expression-rank, and (d) the addition of an expression formed by addition/subtraction of earlier expressions can increase the expression-rank by at most one.

Proof. Let $e_{1}^{0}$ and $e_{i}$ denote a fixed and an arbitrary element of $\bar{E}_{i}$, respectively. Then,
(a)

$$
\begin{array}{rlr}
\rho_{E}\left(E_{1}, \cdots, E_{k}, E_{k+1}\right) & \\
& \doteq \rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k+1} b_{k+1}}\right)-(k+1) & \\
& =\rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}} \cup \overline{E_{k+1} b_{k+1}}\right)-(k+1) \\
& \cong \rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}} \cup\left\{e_{k+1}^{0} b_{k+1}\right\}\right)-(k+1) & \text { Lemma 1(a) } \\
& =\rho_{M}\left(\overline{\left(E_{1} b_{1}+\cdots+E_{k} b_{k}\right.}\right)-k & \text { Lemma 1(b) }  \tag{b}\\
& \doteq \rho_{E}\left(E_{1}, \cdots, E_{k}\right) . &
\end{array}
$$

[^34](b) Since $H \in D^{+} \cup\{\mathbf{a}\}, \bar{H}$ contains exactly one element which we denote by h. Hence,
\[

$$
\begin{aligned}
\rho_{E}( & \left.E_{1}, \cdots, E_{k}, H\right) \\
& \stackrel{\circ}{=}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}+H b_{k+1}}\right)-(k+1) \\
& =\rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}} \cup\left\{h b_{k+1}\right\}\right)-(k+1) \\
& =\rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}}\right)-k \\
& \stackrel{\circ}{ } \rho_{E}\left(E_{1}, \cdots, E_{k}\right) .
\end{aligned}
$$
\]

Lemma 1(b)
(c) Since $e_{i} e_{j} b_{k+1}=\left(e_{i}^{0} e_{j}^{0} b_{k+1}\right)\left(e_{i} b_{i}\right)\left(e_{i}^{0} b_{i}\right)^{-1}\left(e_{j} b_{j}\right)\left(e_{j}^{0} b_{j}\right)^{-1}$ it follows that $\Theta\left(\overline{E_{i} b_{i}} \cup \overline{E_{j} b_{j}} \cup\left\{e_{i}^{0} e_{j}^{0} b_{k+1}\right\}\right)$ generates all of $\Theta\left(\left(\overline{\left.E_{i} \times E_{j}\right) b_{k+1}}\right)\right.$. Hence,

$$
\begin{aligned}
& \rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}} \cup\left(\overline{\left.E_{i} \times E_{j}\right) b_{k+1}}\right)\right. \\
& \quad=\rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}} \cup\left\{e_{i}^{0} e_{j}^{0} b_{k+1}\right\}\right) .
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
\rho_{E}( & \left.E_{1}, \cdots, E_{k}, E_{i} \times E_{j}\right) \\
& \stackrel{\circ}{=}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}+\left(E_{i} \times E_{j}\right) b_{k+1}}\right)-(k+1) \\
& =\rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}} \cup\left\{e_{i}^{0} e_{j}^{0} b_{k+1}\right\}\right)-(k+1) \\
& =\rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}}\right)-k \\
& =\rho_{E}\left(E_{1}, \cdots, E_{k}\right) .
\end{aligned}
$$

Lemma 1(b)
(d) Since $e_{i} b_{k+1}=\left(e_{i}^{0} b_{k+1}\right)\left(e_{i} b_{i}\right)\left(e_{i}^{0} b_{i}\right)^{-1}$ and $e_{j} b_{k+1}=\left(e_{j}^{0} b_{k+1}\right)\left(e_{j} b_{j}\right)\left(e_{j}^{0} b_{j}\right)^{-1}$ it follows that $\Theta\left(\overline{E_{i} b_{i}} \cup \overline{E_{j} b_{j}} \cup\left\{e_{i}^{0} b_{k+1}, e_{j}^{0} b_{k+1}\right\}\right)$ generates all of $\Theta\left(\left(E_{i} \pm E_{j}\right) b_{k+1}\right)$. Hence,

$$
\begin{aligned}
& \rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}} \cup \overline{\left(E_{i} \pm E_{j}\right) b_{k+1}}\right) \\
& \quad \leqq \rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}} \cup\left\{e_{i}^{0} b_{k+1}, e_{j}^{0} b_{k+1}\right\}\right)
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
& \rho_{E}\left(E_{1}, \cdots, E_{k}, E_{i} \pm E_{j}\right) \\
& \cong \rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}+\left(E_{i} \pm E_{j}\right) b_{k+1}}\right)-(k+1) \\
& \leqq \rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}} \cup\left\{e_{i}^{0} b_{k+1}, e_{j}^{0} b_{k+1}\right\}\right)-(k+1) \\
& \leqq \rho_{M}\left(\overline{E_{1} b_{1}+\cdots+E_{k} b_{k}}\right)-k+1 \\
& \cong \rho_{M}\left(E_{1}, \cdots, E_{k}\right)+1
\end{aligned}
$$

Lemma 1(a)

It is now possible to give a straightforward proof of the following:
Theorem 1. Let $\mathscr{A}=\left(\alpha_{1}, \beta_{1}\right), \cdots,\left(\alpha_{t}, \beta_{t}\right)$ be any polynomial algorithm over $(F(\mathbf{a}), D \cup\{\mathbf{a}\})$. Then, $\nu(\mathscr{A}) \geqq \rho_{E}\left(\beta_{1}, \cdots, \beta_{t}\right)$.

Remark. This asserts that the number of addition/subtractions in a polynomial algorithm $\mathscr{A}$ is at least the expression-rank of the set of expressions computed by $\mathscr{A}$.

Proof (by induction on $t$ ).
( $t=1$ ) In this case $\beta_{1} \in D^{+} \cup\{\mathbf{a}\}$, and hence $\rho_{E}\left(\beta_{1}\right)=0$. Thus the theorem holds trivially.
( $t \leqq s$ ) Assume that the theorem holds for all $t \leqq s$.
$(t=s+1)$ Let $\mathscr{A}^{\prime}=\left(\alpha_{1}, \beta_{1}\right), \cdots,\left(\alpha_{s}, \beta_{s}\right)$. It follows from the induction hypothesis that $\nu\left(\mathscr{A}^{\prime}\right) \geqq \rho_{E}\left(\beta_{1}, \cdots, \beta_{s}\right)$.

There are three cases to consider:
(i) The $t$ th step introduces a new input. That is,

$$
\alpha_{t}=(H) \quad \text { and } \quad \beta_{t}=H \in D^{+} \cup\{\mathbf{a}\} .
$$

Then,

$$
\begin{aligned}
\rho_{E}\left(\beta_{1}, \cdots, \beta_{t}\right) & =\rho_{E}\left(\beta_{1}, \cdots, \beta_{s}\right) \\
& \leqq \nu\left(\mathscr{A}^{\prime}\right)=\nu(\mathscr{A}) .
\end{aligned}
$$

Lemma 2(b)
(ii) The $t$ th step is a multiplication. That is,

$$
\alpha_{t}=(\times, i, j) \quad \text { and } \quad \beta_{t}=\beta_{i} \times \beta_{j} .
$$

Then,

$$
\begin{aligned}
\rho_{E}\left(\beta_{1}, \cdots, \beta_{t}\right) & =\rho_{E}\left(\beta_{1}, \cdots, \beta_{s}\right) \\
& \leqq \nu\left(\mathscr{A}^{\prime}\right)=\nu(\mathscr{A}) .
\end{aligned}
$$

Lemma 2(c)
(iii) The $t$ th step is an addition/subtraction. That is,

$$
\alpha_{t}=( \pm, i, j) \quad \text { and } \quad \beta_{t}=\beta_{i} \pm \beta_{j} .
$$

Then,

$$
\begin{align*}
\rho_{E}\left(\beta_{1}, \cdots, \beta_{t}\right) & \leqq \rho_{E}\left(\beta_{1}, \cdots, \beta_{s}\right)+1  \tag{d}\\
& \leqq \nu(\mathscr{A})+1=\nu(\mathscr{A}) .
\end{align*}
$$

Hence, the hypothesis holds for $t=s+1$, and by induction the theorem is true for all $t \geqq 1$.

Corollary 1 . If $\mathscr{A}$ is any polynomial algorithm over $(F(\mathbf{a}), D \cup\{\mathbf{a}\})$ which computes the expressions $E_{1}, \cdots, E_{k} \in D[\mathbf{a}]^{+}$, then $\nu(\mathscr{A}) \geqq \rho_{E}\left(E_{1}, \cdots, E_{k}\right)$.

Proof. If $\mathscr{A}=\left(\alpha_{1}, \beta_{1}\right), \cdots,\left(\alpha_{t}, \beta_{t}\right)$, then by the theorem $\nu(\mathscr{A}) \geqq$ $\rho_{E}\left(\beta_{1}, \cdots, \beta_{t}\right)$. But, by definition $\left\{E_{1}, \cdots, E_{k}\right\} \subseteq\left\{\beta_{1}, \cdots, \beta_{t}\right\}$, so by Lemma 2(a),

$$
\rho_{E}\left(\beta_{1}, \cdots, \beta_{t}\right) \geqq \rho_{E}\left(E_{1}, \cdots, E_{k}\right) .
$$

5. Computing rational functions. We now remove our earlier restrictions and consider the computation of arbitrary finite subsets of $F(\mathbf{a})^{+}$, using general algorithms over ( $F(\mathbf{a}), D \cup\{\mathbf{a}\}$ ).

Given any rational algorithm, we can construct a polynomial algorithm which simulates the first by keeping track of the numerator and denominator of every intermediate expression. The following lemma shows that this can be done without increasing the number of addition/subtractions.

Lemma 3. Let $\mathscr{A}=\left(\alpha_{1}, \beta_{1}\right), \cdots,\left(\alpha_{t}, \beta_{t}\right)$ be any rational algorithm over $(F(\mathbf{a}), D \cup\{\mathbf{a}\})$. Then, there exists a polynomial algorithm, $\mathscr{A}^{\prime}=\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}\right), \cdots$, $\left(\alpha_{2 t}^{\prime}, \beta_{2 t}^{\prime}\right)$, where $\nu\left(\mathscr{A}^{\prime}\right)=\nu(\mathscr{A})$ and for all $i$ satisfying $1 \leqq i \leqq t,\left(\beta_{2 i-1}^{\prime} / \beta_{2 i}^{\prime}\right)=\beta_{i}$.

Proof (by induction on $t$ ). We shall first make two assumptions concerning the form of $\mathscr{A}$, neither of which affects the generality of our arguments:
(i) We assume that $\left(\alpha_{1}, \beta_{1}\right)=((1), 1)$. That is, the first step of $\mathscr{A}$ introduces the constant 1.
(ii) We assume that all addition/subtraction steps are of the form ( $\alpha_{i}, \beta_{i}$ ) where $\alpha_{i}=( \pm, j, 1)$ and $\beta_{i}=\beta_{j} \pm 1$, for some $j<i$.
Given the identity, $\beta_{j} \pm \beta_{k}=\left(\left(\beta_{j} / \beta_{k}\right) \pm 1\right) \times \beta_{k}$, it follows that both of these assumptions can be ensured without modifying the number of addition/subtractions in an algorithm.
$(t=1)$ Since $\left(\alpha_{1}, \beta_{1}\right)=((1), 1)$, it suffices to make $\alpha_{1}^{\prime}=\alpha_{2}^{\prime}=(1)$ and $\beta_{1}^{\prime}=$ $\beta_{2}^{\prime}=1$.
( $t \leqq s$ ) Assume that the theorem holds for all $t \leqq s$.
$(t=s+1)$ Let $\mathscr{B}=\left(\alpha_{1}, \beta_{1}\right), \cdots,\left(\alpha_{s}, \beta_{s}\right)$ and let $\mathscr{B}^{\prime}=\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}\right), \cdots,\left(\alpha_{2 s}^{\prime}, \beta_{2 s}^{\prime}\right)$ satisfy the induction hypothesis. There are four cases to consider:
(i) The $t$ th step introduces a constant. That is,

$$
\left(\alpha_{t}, \beta_{t}\right)=((H), H) \quad \text { where } \quad H \in D^{+} \cup\{\mathbf{a}\} .
$$

Then, let $\left(\alpha_{2 t-1}^{\prime}, \beta_{2 t-1}^{\prime}\right)=((H), H)$ and $\left(\alpha_{2 t}^{\prime}, \beta_{2 t}^{\prime}\right)=((1), 1)$.
(ii) The $t$ th step is a multiplication. That is,

$$
\left(\alpha_{t}, \beta_{t}\right)=\left((\times, i, j), \beta_{i} \times \beta_{j}\right) .
$$

Then, let $\left(\alpha_{2 t-1}^{\prime}, \beta_{2 t-1}^{\prime}\right)=\left((\times, 2 i-1,2 j-1), \beta_{2 i-1}^{\prime} \times \beta_{2 j-1}^{\prime}\right) \quad$ and $\quad\left(\alpha_{2 t}^{\prime}, \beta_{2 t}^{\prime}\right)=$ $\left((\times, 2 i, 2 j), \beta_{2 i}^{\prime} \times \beta_{2 j}^{\prime}\right)$.
(iii) The $t$ th step is a division. That is,

$$
\left(\alpha_{t}, \beta_{t}\right)=\left((/, i, j), \beta_{i} / \beta_{j}\right) .
$$

Then, let $\quad\left(\alpha_{2 t-1}^{\prime}, \beta_{2 t-1}^{\prime}\right)=\left((\times, 2 i-1,2 j), \beta_{2 i-1}^{\prime} \times \beta_{2 j}^{\prime}\right) \quad$ and $\quad\left(\alpha_{2 t}^{\prime}, \beta_{2 t}^{\prime}\right)=$ $\left((\times, 2 i, 2 j-1), \beta_{2 i}^{\prime} \times \beta_{2 j-1}^{\prime}\right)$.
(iv) The $t$ th step is an addition/subtraction. That is,

$$
\left(\alpha_{t}, \beta_{t}\right)=\left(( \pm, i, 1), \beta_{i} \pm 1\right) .
$$

Then, let $\quad\left(\alpha_{2 t-1}^{\prime}, \beta_{2 t-1}^{\prime}\right)=\left(( \pm, 2 i-1,2 i), \beta_{2 i-1}^{\prime} \pm \beta_{2 i}^{\prime}\right) \quad$ and $\quad\left(\alpha_{2 t}^{\prime}, \beta_{2 t}^{\prime}\right)=$ ( $\left.\times, 2 i, 1), \beta_{2 i}^{\prime} \times 1\right)$.

In all cases let $\mathscr{A}^{\prime}=\mathscr{B}^{\prime},\left(\alpha_{2 t-1}^{\prime}, \beta_{2 t-1}^{\prime}\right),\left(\alpha_{2 t}^{\prime}, \beta_{2 t}^{\prime}\right)$. It follows from our construction that $\nu\left(\mathscr{A}^{\prime}\right)=\nu(\mathscr{A})$, and $\left(\beta_{2 t-1}^{\prime} / \beta_{2 t}^{\prime}\right)=\beta_{t}$. Hence, the hypothesis holds for $t=s+1$, and by induction the lemma holds for all $t \geqq 1$.

Corollary 2. Let $\mathscr{A}=\left(\alpha_{1}, \beta_{1}\right), \cdots,\left(\alpha_{t}, \beta_{t}\right)$ be any rational algorithm over $(F(\mathbf{a}), D \cup\{\mathbf{a}\})$, and suppose $\beta_{i}=A_{i} / B_{i}$, where $A_{i}, B_{i} \in D[\mathbf{a}]^{+}$are relatively prime. Then, there exist polynomials $C_{1}, \cdots, C_{t} \in D[\mathbf{a}]^{+}$and a polynomial algorithm $\mathscr{A}^{\prime}$, over $(F(\mathbf{a}), D \cup\{\mathbf{a}\})$, such that $\nu\left(\mathscr{A}^{\prime}\right)=\nu(\mathscr{A})$ and $\mathscr{A}^{\prime}$ computes the polynomials $A_{1} C_{1}, B_{1} C_{1}, \cdots, A_{t} C_{t}, B_{t} C_{t}$.

Proof. Let $\mathscr{A}^{\prime}$ be constructed as in Lemma 3. Then $\beta_{2 i-1}^{\prime} / \beta_{2 i}^{\prime}=A_{i} / B_{i}$. But, $A_{i}$ and $B_{i}$ relatively prime implies that, for some $C_{i} \in D[\mathbf{a}]^{+}, \beta_{2 i-1}^{\prime}=A_{i} C_{i}$ and $\beta_{2 i}^{\prime}=B_{i} C_{i}$.

As a result of Corollary 2, we are led to ask whether it is possible for the expression-rank of a sequence of expressions to be decreased through multiplication by nonzero polynomials. The following two lemmas provide the desired answer.

Suppose $X, Y \in D[\mathbf{a}]^{+}$. We denote by $\bar{X} \cdot \bar{Y}$ the set $\{x y \mid x \in \bar{X}, y \in \bar{Y}\}$. Note, $\overline{X Y}$ is contained in but not necessarily equal to $\bar{X} \cdot \bar{Y}$, since some terms may cancel in the product $X Y$.

If $W \subset N\langle\mathbf{a}, \mathbf{b}\rangle$, then we define the convex interior of $W$,

$$
I(W) \stackrel{\circ}{=}\left\{\Pi w_{j}^{\lambda_{j}} \mid w_{j} \in W, 0 \leqq \lambda_{j}<1 \quad \text { and } \quad \sum \lambda_{j}=1\right\} .
$$

We call the set $V(W) \stackrel{\circ}{=}\{w \in W \mid w \notin I(W)\}$, the set of vertices of $W$. An elementary result in the study of convex regions (see for example [3]) is that $I(W)=I(V(W))$.

Lemma 4. If $X, Y \in D[]^{+}$, then $V(\bar{X} \cdot \bar{Y}) \subseteq \overline{X Y}$.
Proof. By definition, $V(\bar{X} \cdot \bar{Y}) \subseteq \bar{X} \cdot \bar{Y}$. Assume $\bar{X} \cdot \bar{Y}-\overline{X Y} \neq \varnothing$, (otherwise there is nothing to prove). Let $e \in \bar{X} \cdot \bar{Y}-\overline{X Y}$, i.e., $e$ is canceled in the product $X Y$. Since $D$ is an integral domain, there must exist distinct $x, x^{\prime} \in \bar{X}$, and distinct $y, y^{\prime} \in \bar{Y}$, such that $e=x y=x^{\prime} y^{\prime}$. Hence,

$$
e=\left(x y^{\prime}\right)^{1 / 2}\left(x^{\prime} y\right)^{1 / 2} \in I(\bar{X} \cdot \bar{Y}) .
$$

Thus, $e \notin V(\bar{X} \cdot \bar{Y})$, and in general $V(\bar{X} \cdot \bar{Y}) \subseteq \overline{X Y}$.
This technical lemma allows us to give a very simple proof the following:
Lemma 5. Let $X_{1}, \cdots, X_{t}, Y_{1}, \cdots, Y_{t} \in D[\mathbf{a}]^{+}$. Then,

$$
\rho_{E}\left(X_{1} Y_{1}, \cdots, X_{t} Y_{t}\right) \geqq \rho_{E}\left(X_{1}, \cdots, X_{t}\right) .
$$

Proof. Let $W_{i}=\bar{X}_{1} \cdot \overline{Y_{i}} b_{i}, \quad$ and let $V_{i} \cong V\left(W_{i}\right)$. Since $V_{i} \subseteq W_{i} \subseteq$ $I\left(W_{i}\right) \cup V\left(W_{i}\right)=I\left(V_{i}\right) \cup V_{i}$, it follows that $\Theta\left(V_{i}\right)$ generates all of $\Theta\left(W_{i}\right)$, and hence

$$
\rho_{M}\left(V_{1} \cup \cdots \cup V_{t}\right)=\rho_{M}\left(W_{1} \cup \cdots \cup W_{t}\right)
$$

But, by Lemma 4, we know that $V_{i} \subseteq \overline{X_{i} Y_{i} b_{i}}$, and so, by Lemma 1(a), $\rho_{M}\left(V_{1} \cup \cdots \cup V_{t}\right) \leqq \rho_{M}\left(X_{1} Y_{1} b_{1}+\cdots+X_{t} Y_{t} b_{t}\right)$.

Thus, if $y_{i}$ denotes an arbitrary element of $\bar{Y}_{i}$, we have

$$
\begin{align*}
& \rho_{E}\left(X_{1} Y_{1}, \cdots, X_{t} Y_{t}\right) \\
& \cong \rho_{M}\left(\overline{X_{1} Y_{1} b_{1}+\cdots+X_{t} Y_{t} b_{t}}\right)-t \\
& \geqq \rho_{M}\left(V_{1} \cup \cdots \cup V_{t}\right)-t \\
&=\rho_{M}\left(W_{1} \cup \cdots \cup W_{t}\right)-t \\
& \cong \rho_{M}\left(\overline{X_{1}} \cdot \overline{Y_{1} b_{1}} \cup \cdots \cup \overline{X_{t}} \cdot \overline{Y_{t} b_{t}}\right)-t \\
& \geqq \rho_{M}\left(\overline{X_{1} y_{1} b_{1}} \cup \cdots \cup \overline{X_{t} y_{t} b_{t}}\right)-t  \tag{a}\\
&=\rho_{M}\left(\overline{X_{1} b_{1}^{\prime}+\cdots+X_{t} b_{t}^{\prime}}\right)-t \\
& \cong \rho_{E}\left(X_{1}, \cdots, X_{t}\right) .
\end{align*}
$$

Finally, we have
Theorem 2. Let $\mathscr{A}$ be any rational algorithm, over $(F(\mathbf{a}), D \cup\{\mathbf{a}\})$, which computes the rational functions $A_{1} / B_{1}, \cdots, A_{k} / B_{k}$, where $A_{i}, B_{i} \in D[\mathbf{a}]^{+}$are relatively prime. Then,

$$
\nu(\mathscr{A}) \geqq \rho_{E}\left(A_{1}, B_{1}, \cdots, A_{k}, B_{k}\right) .
$$

Proof. By Corollary 2, we know that there exist polynomials $C_{1}, \cdots, C_{k} \in$ $D[\mathbf{a}]^{+}$, and a polynomial algorithm $\mathscr{A}^{\prime}$, with $\nu\left(\mathscr{A}^{\prime}\right)=\nu(\mathscr{A})$, such that $\mathscr{A}^{\prime}$ computes $A_{1} C_{1}, B_{1} C_{1}, \cdots, A_{k} C_{k}, B_{k} C_{k}$. But,

$$
\begin{array}{rlr}
\nu\left(\mathscr{A}^{\prime}\right) & \geqq \rho_{E}\left(A_{1} C_{1}, B_{1} C_{1}, \cdots, A_{k} C_{k}, B_{k} C_{k}\right) & \text { Corollary } 1 \\
& \geqq \rho_{E}\left(A_{1}, B_{1}, \cdots, A_{k}, B_{k}\right) & \text { Lemma } 5
\end{array}
$$

Hence,

$$
\nu(\mathscr{A}) \geqq \rho_{E}\left(A_{1}, B_{1}, \cdots, A_{k}, B_{k}\right) .
$$

Corollary 3. Let $\mathscr{A}$ be any rational algorithm over $(F(\mathbf{a}), D \cup\{\mathbf{a}\})$, which computes the rational functions, $A_{1} / B_{1}, \cdots, A_{k} / B_{k}$, where $A_{i}, B_{i} \in D[\mathbf{a}]^{+}$are relatively prime. Then,

$$
\nu\left(\left(x^{\prime}\right) \geqq \rho_{V}\left(\Theta\left(\overline{\left.A_{1} b_{1}+B_{1} b_{2}+\cdots+A_{k} b_{2 k-1}+B_{k} b_{2 k}\right)}\right)-2 k .\right.\right.
$$

In the case that the functions to be computed are all multivariate polynomials, the following corollary provides the same bound as Corollary 3 , while being somewhat less cumbersome to apply.

Corollary 4. Let $\mathscr{A}$ be any rational algorithm over $(F(\mathbf{a}), D \cup\{\mathbf{a}\})$, which computes the polynomials, $A_{1}, \cdots, A_{k} \in D[\mathbf{a}]^{+}$. Then,

$$
\nu(\mathscr{A}) \geqq \rho_{V}\left(\Theta\left(\overline{A_{1} b_{1}+\cdots+A_{k} b_{k}}\right)\right)-k .
$$

Proof. This follows directly from Theorem 2 and the definitions, given the equality,

$$
\rho_{E}\left(A_{1}, 1, A_{2}, 1, \cdots, A_{k}, 1\right)=\rho_{E}\left(A_{1}, \cdots, A_{k}\right)
$$

which was established by Lemma 2(b).
6. Applications. Corollaries 3 and 4 provide straightforward procedures for reducing the problem of determining addition/subtraction requirements for arbitrary sets of rational functions to the problem of determining the rank of a set of vectors in $Q^{t}$. In this way, we can generate the best lower bounds known, in a number of cases optimal bounds, for a large number of familiar arithmetic expressions. ${ }^{7}$

As before, we let $D$ denote an arbitrary integral domain, and $F$ the quotient field of $D$. For the sake of uniformity, let $I$ denote the set of symbols formed from $\{a, x, y\}$ by the possible addition of primes or subscripts. $I$ can be thought of as an arbitrarily large pool of distinct indeterminates, and will take the place of the set $\{\mathbf{a}\}$ of the preceding development.

Let $\mathscr{A}$ be any rational algorithm over $(F(I), D \cup I)$. As before, $\nu(\mathscr{A})$ denotes the number of addition/subtraction steps in $\mathscr{A}$.

A1. If $\mathscr{A}$ computes the expression $a_{1}+a_{2}+\cdots+a_{n}$, then $\nu(\mathscr{A}) \geqq n-1$.

[^35]Proof. We know, by Corollary 4, that

$$
\nu(\mathscr{A}) \geqq \rho_{V}\left(\Theta\left(\overline{\left(a_{1}+\cdots+a_{n}\right) b_{1}}\right)\right)-1 .
$$

But, it is easy to verify that the vectors in $\Theta\left(\overline{\left(a_{1}+\cdots+a_{n}\right) b_{1}}\right)$ are all independent, over $Q$, and hence $\rho_{V}\left(\Theta\left(\left(a_{1}+\cdots+a_{n}\right) b_{1}\right)\right)=n$.

More generally, we have
A2. If $\mathscr{A}$ computes the expression

$$
\frac{a_{1}+a_{2}+\cdots+a_{n}}{a_{n+1}+a_{n+2}+\cdots+a_{n+m}},
$$

then $\omega(\mathscr{A}) \geqq n+m-2$.
A3. If $\mathscr{A}$ computes the pair of expressions, $a_{1} a_{3}-a_{2} a_{4}$ and $a_{1} a_{4}+a_{2} a_{3}$, (the real and imaginary parts of the complex product $\left.\left(a_{1}+a_{2} i\right)\left(a_{3}+a_{4} i\right)\right)$, then, $\nu(\mathscr{A}) \geqq$ 2.

Proof. By Corollary 4, it suffices to verify that

$$
\rho_{V}\left(\Theta\left(\overline{\left(a_{1} a_{3}+a_{2} a_{4}\right) b_{1}+\left(a_{1} a_{4}+a_{2} a_{3}\right) b_{2}}\right)\right)=4 .
$$

A4. If $\mathscr{A}$ computes the general rational function,

$$
\frac{a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots+a_{0}}{a_{m}^{\prime} x^{m}+a_{m-1}^{\prime} x^{m-1}+\cdots+a_{0}^{\prime}},
$$

then $\nu(\mathscr{A}) \geqq n+m$.
The following result generalizes both Theorems B and C.
A5. Let $\Phi$ be an $t \times n$ matrix over $D$, and let $N^{*}(\Phi)$ denote the number of columns of $\Phi$ which are not identically zero. If $\mathscr{A}$ computes the matrix-vector product,

$$
\Phi \cdot\binom{a_{1}}{\dot{a}_{n}}, \quad \text { then } \quad \nu(\mathscr{A}) \geqq N^{*}(\Phi)-t .
$$

Proof. Let $k=N^{*}(\Phi)$, and assume, without loss of generality, that the first $k$ columns of $\Phi$ are not identically zero. Let $\Phi=\left(\begin{array}{lll}\phi_{11} \cdots & \phi_{1 n} \\ \vdots \\ \phi_{t 1} \cdots & & \\ \phi_{t n}\end{array}\right)$ and for $1 \leqq i \leqq k$, define $[i]=\min \left\{j \mid \phi_{j i} \neq 0\right\}$. By Corollary 4 , it suffices to show that $\rho_{V}(\Theta(E)) \geqq k$, where

$$
\begin{aligned}
E= & \left(\phi_{11} a_{1}+\cdots+\phi_{1 n} a_{n}\right) b_{1} \\
& + \\
& \ddots \\
& +\left(\phi_{t 1} a_{1}+\cdots+\phi_{t n} a_{n}\right) b_{t} .
\end{aligned}
$$

But, by the definition of [i], we know that

$$
\left\{a_{1} b_{[1]}, a_{2} b_{[2]}, \cdots, a_{k} b_{[k]}\right\} \subseteq \bar{E} .
$$

Hence, $\rho_{V}(\Theta(\bar{E})) \geqq \rho_{V}\left(\Theta\left(\left\{a_{1} b_{[1]}, \cdots, a_{k} b_{[k]}\right\}\right)\right)=k$.

A6. Let $A \stackrel{\circ}{=}\left(a_{i j}\right)$ and $X \stackrel{\circ}{=}\left(x_{i j}\right)$ be $m \times n$ and $n \times p$ matrices, respectively. If $\mathscr{A}$ computes the matrix product $A \cdot X$, then $\nu(\mathscr{A}) \geqq(m+p-1)(n-1)$.

In particular, this gives addition/subtraction lower bounds of $m(n-1)$, for the product of an $m \times n$ matrix with an $n$-vector, and $2 n^{2}-3 n+1$, for the product of two $n \times n$ matrices.

A7. Let

$$
X \xlongequal{=}\left(\begin{array}{ccccc}
x_{1}^{n} & x_{1}^{n-1} & \cdots & x_{1} & 1 \\
\vdots & \vdots & & \vdots & \vdots \\
x_{m}^{n} & x_{m}^{n-1} & \cdots & x_{m} & 1
\end{array}\right) .
$$

If $\mathscr{A}$ computes the matrix-vector product

$$
X \cdot\left(\begin{array}{c}
a_{n} \\
\vdots \\
a_{1} \\
a_{0}
\end{array}\right), \quad \text { then } \quad \nu(\mathscr{A}) \geqq n+m-1
$$

The obvious interpretation of the above is that it requires at least $n+m-1$ addition/subtractions to evaluate an $n$th degree polynomial at $m$ arbitrary points.

A8. Let $P_{i}=\sum_{j=0}^{n(i)} a_{i j} x^{j}$, for $i=1, \cdots$, . If $\mathscr{A}$ computes the set $P_{1}, \cdots, P_{t}$, then $\nu(\mathscr{A}) \geqq \sum_{i=1}^{t} n(i)$.

A9. If $\mathscr{A}$ computes the expression $\sum_{i=0}^{n} \sum_{j=0}^{n} a_{i j} x^{i} y^{j}$, then $\nu(\mathscr{A}) \geqq(n+1)^{2}-1$.
7. Open questions. The results and techniques of this paper leave unanswered a number of interesting questions. Some of these, including both a related development using substitution techniques and observations on the structure of algorithms (if they exist) which achieve the lower bounds given by our independence measure, will be considered in future papers.

Of major importance is the problem of developing techniques for lower bounds on additions, which are nonlinear in the number of indeterminants. We should mention the initial success of Borodin and Cook [2] in this direction. It is hoped that, perhaps through consideration of the geometrical interpretations employed in Lemma 4, our techniques might be modified to provide this kind of bound.
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# OPTIMUM SEQUENCE TREES* 
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#### Abstract

The construction problems of optimum sequence trees (or digital search trees) are considered in the following frameworks: 1 . construction of optimum trees from a set of keys, 2. transformation of an arbitrary tree into an optimum one, 3. optimum insertions of keys into an optimum tree, 4. optimum deletions of keys from an optimum tree.

Algorithms are shown. The number of operations needed for the algorithm in the framework 1 is at most $O\left(N^{2} L\right)$, and in the framework 2 it is at most $O\left(N^{3} L\right)$ both with $O(N)$ storage locations, where $N$ and $L$ are the number of keys and the length of coded keys respectively.

Necessary and sufficient conditions for the optimality of sequence trees are also given.
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## List of notations.

| $a, b, c, d$ | codes in general (with suffixes). |
| :--- | :--- |
| $\operatorname{ADDR}(p)$ | the address of a node $p$. |
| $C$ | the set of given $N$ codes. |
| $\operatorname{CODE}_{T}(p)$ | the code placed at $p$ in $T$. |

[^36]| $h, i, j, k, l, m, n$ | suffixes representing natural numbers. |
| :---: | :---: |
| $L$ | the code length (given). |
| $\operatorname{lev}(p)$ | the level of $p(\operatorname{lev}(R)=0)$. |
| $\ell_{i}$ | $\operatorname{lev}\left(p_{i}\right)$ or $\operatorname{lev}\left(q_{i}\right)$. |
| $\ell_{p}$ | $\operatorname{lev}(p)$. |
| mas | minimum ascending shift. |
| mds | minimum descending shift. |
| $N$ | the number of codes (given). |
| $p, q, r, s$ | nodes in general (with suffixes). |
| $p(a)$ | the node $p$ containing a code $a$. |
| $p^{*}$ | the support node of $p$. |
| [ $p, q$ ] | the path from $p$ to $q$. |
| $R$ | the root of a tree. |
| $\mathrm{SON}_{a}(p)$ | the left or right son of $p$ ( $a=0$ or 1, respectively). |
| $t$ | a leaf in general. |
| $T$ | a binary tree, or a sequence tree in general. |
| $T[r]$ | the subtree of $T$ whose root is $r$. |
| $\|T\|$ | the weighted number of comparisons or the cost of the tree $T$. |
| $v$ | an external node (i.e., a son of a leaf). |
| $\operatorname{val}_{T}(\pi)$ | the value of $\pi$ in $T$. |
| $\mathrm{wt}_{T}\left(p_{i}\right)$ | the weight of the code of $p_{i}$ in $T$. |
| $w_{i}$ | a weight in general or $\mathrm{wt}_{T}\left(p_{i}\right)$. |
| $\alpha$ | the number of primitive operations needed for an A-test. |
| $\beta$ | the number of primitive operations needed for a C-test. |
| $\delta$ | a transposition of codes. |
| $\Delta_{T}[p, r]$ | an mas originating from $p$ and terminating at $r$ in $T$. |
| $\Delta_{T}[*, r]$ | an mas terminating at $r$ in $T$. |
| $\nabla_{T}[p, r]$ | an mds originating from $p$ and terminating at $r$ in $T$. |
| $\nabla_{T}[p, *]$ | an mds originating from $p$ in $T$. |
| $\varepsilon$ | the identity permutation. |
| $\eta_{T}[p, q]$ | the exchangeable sequence originating from $p$ and terminating at $q$ in $T$. |
| $\lambda$ | the address of the root $R$, or null code, or empty sequence. |
| $\mu_{T}[p, q]$ | a minimum shift originating from $p$ and terminating at $q$ in $T$. |
| $\mu_{T}[*, p]$ | a minimum shift terminating at $p$ in $T$. |
| $\mu_{T}[p, *]$ | a minimum shift originating from $p$ in $T$. |
| $\pi_{T}[p, q]$ | a permutation sequence ( p -sequence) originating from $p$ and terminating at $q$ in $T$. |
| $\pi^{+}$ | the first part of $\pi$. |
| $\pi^{-}$ | the second part of $\pi$. |
| $\leftrightarrow$ | $a_{i} \leftrightarrow a_{j}$ (or $p_{i} \leftrightarrow p_{j}$ ) means that these codes are exchangeable for each other. |
| $>$ | $p>q$ means that $p$ is higher (larger) than $q$. |

1. Introduction. The digital tree search is originally due to Coffman and Eve [1]. In their original paper digital search trees are called sequence (hash) trees. Much discussion about digital tree search method is to be found in the book by Knuth (see [5, pp. 481-505]). We will slightly extend the original definition of sequence (hash) trees still calling them sequence trees. This is partly because we hope that sequence trees may have other applications in addition to searching. Therefore, in our description, we focus on the general structural characteristics of the trees. However, the motivations of our problems to be considered here are from computer file systems, in which the reduction of search time is one of the major concerns.

In this paper we solve the optimization problems of sequence trees in the following frameworks:

1. Given a set of keys, construct an optimum tree. ${ }^{1}$
2. Given an arbitrary tree, transform it into an optimum one.
3. Given an optimum tree, insert a new key into it in such a way that the resulting tree becomes optimum (optimum insertion).
4. Given an optimum tree, delete a key from it in such a way that the resulting tree becomes optimum (optimum deletion).

These four problems are mutually dependent. If we construct a tree, for example, the prefix tree [1] from the key set, then problem 1 is reduced to problem 2. The solution to problem 3 is also a solution to problem 1 , since we can construct an optimum tree by successive insertions. After inserting (deleting) a key by any method into (from) an optimum tree, we can optimize the resulting tree by using the solution of problem 2 . However, in problem 3 or 4 we require some algorithm to decide how a key should be inserted or deleted respectively.

In practical file systems, insertion and deletion of keys play an important role. Hence optimum insertion and deletion algorithms are very important, since we can always keep the file structure optimum if we use them.

Next, let us consider situations of on-line file systems. In these cases, access frequency of each file changes momentarily, so we need to reconstruct the file from time to time in order to make its structure optimum. This self-optimizing file system is our motivation of framework 2.

In framework 2 our optimization algorithm needs at most $O\left(N^{3} L\right)$ operations with $O(N)$ storage locations, where $N$ and $L$ are the number of keys and the length of coded keys respectively.

The case of uniform weights is considered in [8], [9] and [10] (each paper considers the problem in frameworks $1,2,3$ and 4 respectively).

In this paper § 2 gives definitions and basic operations on sequence trees. In § 3 properties of regular trees, a subset of sequence trees, are investigated. Necessary and sufficient conditions for the optimality of sequence trees are given. Section 4 describes transformations into optimum trees. In § 5 descriptions of algorithms are given in detail. Section 6 is devoted to the evaluation of the number of operations for the bottom-up optimization. In the concluding discussion of § 7 some related problems are given.

[^37]2. Basic operations on sequence trees. In this section we give definitions of terms used in this paper. Search, insertion, and permutation sequences on sequence trees are explained. Unless stated explicitly to the contrary, all definitions and notations are the same as those used in the book by Knuth [3, pp. 205-405].

We consider binary trees and say simply trees for binary trees. (The formulation in this paper is also valid for $M$-ary trees.) The level of a node $p$ (denoted by $\operatorname{lev}(p))$ is the number of edges from the root $R$ to the node $p($ thus $\operatorname{lev}(R)=0)$. The path of a node is the set of nodes which are on a chain of edges from the root to the node. If nodes $p$ and $q$ are on the same path, then the path from $p$ to $q$ (denoted by $[p, q]$ ) is the set of nodes which are on a chain of edges from $p$ to $q$ (we put $[p, p]=\{p\})$. The number of the edges of a path is called its path length.

If $p$ and $q$ are on a path and $\operatorname{lev}(p) \leqq \operatorname{lev}(q)$, then we write $p \geq q$ ( $p$ is higher than or equal to $q$ ). Thus we consider a tree as a set of nodes partially ordered by the relation $\geq$. The root is the maximal (or highest) node of the tree.

For our purpose we consider a tree $T$ with a maximum level $L$ and with $2^{i}$ nodes at each level $i$ for $0 \leqq i \leqq L$, where $L$ is a nonnegative integer. Thus every node of $T$ has two sons if its level is less than $L$ and each node at level $L$ has no son ( $T$ has $2^{L+1}-1$ nodes). With each node $p$ we associate an address (a bit sequence denoted by $\operatorname{ADDR}(p))$ as follows:

$$
\begin{aligned}
\operatorname{ADDR}(R) & =\lambda \\
\operatorname{ADDR}\left(\operatorname{SON}_{0}(p)\right) & =\operatorname{ADDR}(p) \cdot 0 \\
\operatorname{ADDR}\left(\operatorname{SON}_{1}(p)\right) & =\operatorname{ADDR}(p) \cdot 1
\end{aligned}
$$

where $\operatorname{SON}_{0}(p)$ and $\operatorname{SON}_{1}(p)$ denote the left and right sons of $p, \cdot$ and $\lambda$ denote concatenation and the empty sequence respectively.

We represent a node by its address. Figure 2.1 shows an addressed binary tree with a maximum level $L=2$.


Fig. 2.1. An addressed binary tree
To represent the relations of nodes by using their addresses, we define the prefixes of a bit sequence. Let $b=b_{1} b_{2} \cdots b_{n}$ be a bit sequence ( $b_{i}=0$ or 1 ), then the set $\left\{\lambda, b_{1}, b_{1} b_{2}, \cdots, b_{1} b_{2} \cdots b_{n}\right\}$ is the set of prefixes of $b$. Then we note the following relations:

$$
p \geq q \Leftrightarrow \operatorname{ADDR}(p) \text { is a prefix of } \operatorname{ADDR}(q) .
$$

The symbol $\geq$ is used for bit sequences as well. Thus $a \geq b$ means that $a$ is a prefix of $b$, where $a$ and $b$ are bit sequences.

Next, we define a set of weighted codes. Suppose that a set on $N$ records should be stored for use of searching. In general, each record includes a special field called its key to identify the record. Here we map keys into bit sequences and call them codes. A code set is denoted by $C=\left\{c_{i} \mid i=1, \cdots, N\right\}\left(N \leqq 2^{L}\right)$, where each code $c_{i}$ is a bit sequence with the length $L$ ( $L$ is the fixed code length and $N$ is the number of codes in $C$ ). We assume that codes are distinct from each other. With each code we associate its weight, a nonnegative real number. Each weight may correspond to an access frequency of the record. We can construct a tree where search, insertion and deletion of codes are conveniently performed [1].

Example 2.1 (Insertion algorithm). We illustrate an algorithm which inserts a code into a tree (see Fig. 2.2). Let the code set be $C=\{a=00, b=01, c=10\}$. We insert $c, a$ and $b$ in this order. Initially the tree consists of all empty nodes.

First we will insert $c$. Since the root is empty, $c$ is placed there. Next we will insert $a$. The algorithm compares $a$ with the code at $R$ (now it contains $c$ ). Since they do not match, the algorithm checks the first bit of $a$. Since it is 0 , the algorithm traverses the left edge of the node (thus the code "guides" in the tree). Since the newly current node 0 is empty, $a$ is placed there. Finally we will insert $b$. The algorithm accordingly arrives at the empty node 01 and places the code $b$ there, since the first and second bits of $b$ are 0 and 1 . Thus we have constructed the tree $T_{1}$ in Fig. 2.2 (we associate the null code $\lambda$ with each empty node). Almost the same algorithm can be used for searching. Different insertion sequences lead in general to different trees.


Fig.2.2. Insertion of codesc, a and b
Thus we consider that with each node of a tree $T$ an address and a code are associated. Therefore, a node can be represented by $p(a)$, where $p$ is the address of the node and $a$ is the code placed at $p$. Symbols $p, q, r, s$ and $a, b, c, d$ possibly with suffixes denote nodes (addresses) and codes respectively. The code placed at $p$ in $T$ is denoted by $\operatorname{CODE}_{T}(p)$. The weight of the code of $p$ in $T$ is denoted by $\mathrm{wt}_{T}(p)$. The weight of the null code $\lambda$ is defined to be zero.

The insertion algorithm suggests that each code specifies a path on which that code should be placed. For each node $p$ we define its admissible codes as follows.

If the address $p$ is a prefix of a code $a$ (i.e., $p \geq a$ ), then $a$ is admissible to $p$. Besides, the null code $\lambda$ is admissible to any node, by convention. Each node at level $L$ has at most one admissible code except $\lambda$. In Example 2.1 admissible codes of the node 0 are $\{\lambda, a, b\}$, and of the node 01 are $\{\lambda, b\}$.

A tree $T$ is a sequence tree if every node of $T$ has an admissible code. That is, $T$ is a sequence tree if for every nonempty node $p(a)$, the address $p$ is a prefix of the code $a$. We may simply write trees for sequence trees. A leaf of $T$ is a nonempty node whose descendants are all empty. Thus leaves are the minimal nonempty nodes of $T$. An external node is a son of a leaf. Thus every leaf has two external nodes if its level is not $L$. A subtree of $T$ is denoted by $T[p]$, where $p$ is the root of the subtree. Two examples of sequence trees are shown. The first one is a packed tree, ${ }^{2}$ where $p(a) \in T$ and $a \neq \lambda$ imply that $q$ is nonempty for any $q \geq p$. The insertion algorithm shows that packed trees can be constructed by successively inserting codes from the root. Our second example is a prefix tree, ${ }^{3}$ where each code is placed at the node whose address is identical to the code (see Fig. 2.3). Thus in a prefix tree all nonempty nodes are at the level $L$ and every nonempty node is a leaf. The prefix tree is uniquely determined by a code set.


Fig. 2.3. A prefix tree
A code $a$ is admissible to any node of the path $[R, p]$, if the address $p$ is identical to $a$ (the path is called the admissible path of $a$ ). Hence a code placed at $q$ is admissible to either $\mathrm{SON}_{0}(q)$ or $\mathrm{SON}_{1}(q)$. This is an interesting characteristic of sequence trees.

Consider searching the tree $T_{1}$ of Example 2.1. We need two, three, and one comparisons to search $a, b$, and $c$ respectively. Let the weight (access frequency) of codes be $w_{a}=4, w_{b}=3$, and $w_{c}=5$. Then we need on the average $(4 \cdot 2+3 \cdot 3+5 \cdot 1) /(4+3+5)=22 / 12$ comparisons for a successful search. Thus the relative amount of work to search a tree $T$ can be measured by the weighted number of comparisons, or the cost $|T|$ of the tree defined by

$$
|T|=\sum_{p \in T} \mathrm{wt}(p)(\operatorname{lev}(p)+1) / \sum \mathrm{wt}(p),
$$

where the summation can be restricted to the nonempty nodes of $T$, since empty

[^38]nodes carry no weight. We omit the normalization factor $\sum \mathrm{wt}(p)$, because we compare different trees for a fixed set of codes and weights.

The set of all sequence trees over a code set is finite. A tree is optimum if its cost is a minimum in the set of all sequence trees over the code set. A subtree is an optimum subtree if it is optimum for the codes which are contained in the subtree. For any nonpacked tree there is a packed one whose cost is not greater than the former's.

Example 2.2. Let $C=\{a=00, b=01, c=10\}$ as in Example 2.1. Figure 2.3 shows the prefix tree of $C$. Figure 2.4 shows all the packed trees over $C$ (empty nodes lower than leaves are usually omitted). Figure 2.5 shows the ranges of $w_{a}, w_{b}$ and $w_{c}$ (the weights of $a, b$ and $c$ respectively, with $w_{a}+w_{b}+w_{c}=1$ ) for which each tree is optimum. (This diagram is due to Knuth [5, p. 434].)


Fig. 2.4. All packed trees over $C=\{a, b, c\}$


Fig. 2.5. Optimum domain of $T_{i} \quad\left(w_{a}+w_{b}+w_{c}=1\right)$

In an attempt to construct optimum trees, a fairly reasonable strategy is to repeatedly insert codes in decreasing order of their weights. However this idea does not always work:

Example 2.3. Consider the same code set $C$ as in Example 2.1. Let the weights be $w_{a}=4, w_{b}=3$, and $w_{c}=5$. Then we have $\left|T_{1}\right|=22$ and $\left|T_{2}\right|=20 . T_{2}$ is optimum (cf. Fig. 2.5). This example also shows that in optimum trees the weight of the root is not always greater than the weights of its descendants. We can transform $T_{1}$ into $T_{2}$ by a permutation of codes; namely $01(b) \rightarrow 0(a) \rightarrow \lambda(c) \rightarrow$ $1(\lambda)$ (see Fig. 2.6). However moving the code $b$ from the node 01 to the node 1, which would obviously result in a "better" tree, is forbidden, because $b$ is not admissible to the node 1 .


Fig. 2.6. A transformation by the p-sequence $\pi$

This observation leads us to define the following transformations.
Let $\pi: p_{0}\left(a_{0}\right), p_{1}\left(a_{1}\right), \cdots, p_{n}\left(a_{n}\right)$ be an ordered sequence of nodes of $T$ satisfying:

1. $p_{0}, \cdots, p_{n}$ are distinct,
2. $a_{i} \neq \lambda\left(i=0,1, \cdots, n-1\right.$, note that $a_{n}$ may be $\left.\lambda\right)$,
3. $a_{i}$ is admissible to both $p_{i}$ and $p_{i+1}(i=0,1, \cdots, n)$, where $p_{n+1}=p_{0}$.

We transform the tree $T$ by replacing the code $a_{i+1}$ with $a_{i}$ for $i=0,1, \cdots, n$ (we put $a_{n+1}=a_{0}$, thus the code $a_{0}$ is replaced by $a_{n}$ ). The resulting tree is also a sequence tree from condition 3 . Note that this condition implies the comparability of $p_{i}$ and $p_{i+1}$ by the relation $\geq$ for $0 \leqq i<n$ (also, of $p_{n}$ and $p_{0}$ when $a_{n} \neq \lambda$ ). We call the sequence $\pi$ a permutation sequence (abbreviated to p-sequence). The term p-sequence is used to represent the transformation by $\pi$ as well. In the p-sequence, if $a_{n}=\lambda$, then $\pi$ is a shift, else $\pi$ is a cycle. The nodes $p_{0}$ and $p_{n}$ are the initial node and the terminal node of $\pi$ respectively (the p-sequence $\pi$ originates from $p_{0}$ and terminates at $p_{n}$ ). The number $n$ is called the length of the p -sequence. To represent the initial node and the terminal node of $\pi$ explicitly, we use the notation $\pi_{T}\left[p_{0}, p_{n}\right]$. However we may omit $\left[p_{0}, p_{n}\right]$ as well as $T$.

We can transform a given tree to an arbitrary tree by successiveiy applying p-sequences. The tree resulting from successive applications (composition) of
p-sequences $\pi_{1}, \pi_{2}, \cdots, \pi_{m}$ to $T$ is written as $\pi_{m} \cdot \pi_{m-1} \cdots \pi_{1} T$ (dots may be omitted).

An essential property of $p$-sequences is their ability to change the cost of a tree. We define the value of the p-sequence $\pi$ on the tree $T$ by:

$$
\operatorname{val}_{T}(\pi)=|\pi T|-|T|=\sum_{i=0}^{n}\left(\ell_{i+1}-\ell_{i}\right) \cdot \operatorname{wt}\left(p_{i}\right)
$$

where $\ell_{i}$ is the level of $p_{i}$. Note that this value is negative when $\pi$ maps the tree $T$ into a "better" one (with smaller cost). For optimization purposes, interest lies primarily in minimum $p$-sequences.

Two p-sequences $\pi_{1}[p, q]$ and $\pi_{2}[p, q]$ are equivalent (in symbol $\pi_{1} \cong \pi_{2}$ ) iff $\operatorname{val}\left(\pi_{1}\right)=\operatorname{val}\left(\pi_{2}\right)$. A p -sequence $\pi$ with $\operatorname{val}(\pi)=0$ is called a dummy p -sequence. An important special case of a dummy p -sequence is the identity permutation $\varepsilon$, such that $\varepsilon T=T$ for all trees $T$. Note that any $p$-sequence of length $0, \pi: p_{0}\left(a_{0}\right)$, is just another representation of the identity permutation.

A fundamental property of p-sequences, namely that they form a "complete" set of transformations on sequence trees, is expressed in the following lemma:

Lemma 2.1 (decomposition lemma). Let $T_{0}$ and $T_{1}$ be two sequence trees over the same code set. Then $T_{0}$ can be transformed into $T_{1}$ by the composition of independent p-sequences. In other words, there exist p-sequences $\pi_{1}, \pi_{2}, \cdots, \pi_{m}$ such that $T_{1}=\pi_{m} \cdot \pi_{m-1} \cdots \pi_{1} \cdot T_{0}$, and if $i \neq j$ then $\pi_{i}$ and $\pi_{j}$ have no node in common.

Proof. This is an extension of the usual decomposition lemma of permutations. We omit the details here.

It should be noted that the order of $\pi_{1}, \pi_{2}, \cdots, \pi_{m}$ is arbitrary, since they are independent of each other. Further if a node $p_{i}$ is empty in $T_{0}$ and if it is nonempty in $T_{1}$, then the lemma implies that there is a p-sequence (in fact a shift) which terminates at $p_{i}$ in $T_{0}$.

A cycle with length 1 is called a transposition. We can prove the following lemma:

Lemma 2.2 (cycle decomposition lemma). A cycle is decomposed into the composition of transpositions.

Proof. The proof is not obvious, since arbitrary transpositions are not always possible on a sequence tree. An induction on the length of the cycle is used.

An efficient optimization procedure can be designed in terms of the repeated application of "minimum" $p$-sequences.
3. Regular trees. In this section we define a subset of sequence trees which we call regular trees. Properties of regular trees are investigated. With each empty node a real number called the "potential" of the node is associated. Necessary and sufficient conditions of optimality are presented in terms of the potentials of empty nodes.

Let $p(a)$ and $q(b)$ be nodes of a tree $T$. If $a$ is admissible to $q$ and if $b$ is admissible to $p$, then we say that $a$ and $b$ or, for convenience, $p$ and $q$ are exchangeable in $T$ (in symbol $a \leftrightarrow b, p \leftrightarrow q$ or $p(a) \leftrightarrow q(b)$ in $T$ ). We say that $p$ is admissible to $q$ if the code of $p$ is admissible to $q$. Here we note a few immediate
consequences of the definitions. If $p>q$, then $p \leftrightarrow q$ iff $p$ is admissible to $q$, since $q$ is always admissible to $p$. If $p \leftrightarrow q$, then $p \leftrightarrow r$ holds for any node $r$ such that $p>r>q$ (note that $q \leftrightarrow r$ does not necessarily hold). If $p$ and $q$ are exchangeable and not both empty, then they are comparable by $\geq$. We use the notational conventions $w_{i}$ and $w_{p}$ for $\mathrm{wt}_{T}\left(p_{i}\right)$ and $\mathrm{wt}_{T}(p)$ respectively. A tree $T$ is regular if for any two nonempty exchangeable nodes $p$ and $q$ in $T, p \geq q$ implies $w_{p} \geqq w_{q}$. In other words, $T$ is regular if no transposition can decrease its cost. Optimum trees are regular. Note that any tree over uniformly weighted codes (the weights of all codes are equal) is also regular from this definition.

Let $p_{0}$ be a node of $T$ and $\pi: p_{n}, \cdots, p_{0}$ be a p-sequence of distinct nodes satisfying for $i=0,1, \cdots, n-1$ :

1. $p_{i}>p_{i+1}$,
2. $p_{i} \leftrightarrow p_{i+1}$,
3. $p_{i+1}$ is minimal that is admissible to $p_{i}$.

We say that $\pi$ is an exchangeable sequence of $p_{0}$. Note that $p_{i+1}$ is uniquely determined from $p_{i}$ as the nonempty ancestor of $p_{i}$ exchangeable with $p_{i}$ which is the closest to $p_{i}$. To represent an exchangeable sequence we use the notation $\eta_{T}\left[p_{n}, p_{0}\right]$ instead of $\pi_{T}\left[p_{n}, p_{0}\right]$. If there is no exchangeable sequence originating from $p_{n}$ and terminating at $p_{0}$, then $\eta_{T}\left[p_{n}, p_{0}\right]$ is defined to be the identity permutation $\varepsilon$.

Let $\eta_{T}\left[p_{n}, p_{0}\right]$ be the exchangeable sequence of $p_{0}$ of maximum length, i.e., there exists no node $p_{n+1}$ that is admissible to $p_{n}$ and $p_{n+1}>p_{n}$. Then the node $p_{n}$ is called the support node (or simply support) of $p_{0}$ in $T$.

The support of $p$ is denoted by $p^{*}$. Unless stated explicitly to the contrary we usually understand the exchangeable sequence of $p$ as one that originates from $p^{*}$ (i.e., $\eta_{T}\left[p^{*}, p\right]$, see Fig. 3.1). Note that a nonempty node $p_{i}>p$ admissible to $p$ is included in the exchangeable sequence of $p$ by definition. If there exists no nonempty node $p_{i}>p$ admissible to an empty node $p$, then we put $p^{*}=p$ (an empty node can be a support only of itself). In case that the support $p^{*}$ coincides with $p$, the exchangeable sequence $\eta$ is the identity permutation $\varepsilon$. The supports of empty nodes play an important role in the definition of the potential of the nodes.

For an empty node $r(\lambda)$ and a nonempty node $p(a)$ of a tree $T$, a minimum shift originating from $p$ and terminating at $r$ denoted by $\mu_{T}[p, r]$ is a shift whose value is a minimum in all these shifts. Further, we denote by $\mu_{T}[*, r]$ a minimum shift terminating at $r(\lambda)$ (or minimum shift of $r(\lambda)$ ) whose value is a minimum in all shifts terminating at $r(\lambda)$, where $*$ denotes a certain nonempty node of $T$. Analogously, a minimum shift originating from $p(a)$ (or minimum shift of $p(a)$ ) is denoted by $\mu_{T}[p, *]$, where $*$ denotes a certain empty node of $T$.

We call a shift $\pi: p_{0}, p_{1}, \cdots, p_{n}$ ascending if $p_{i}<p_{i+1}$ holds for $i=$ $0,1, \cdots, n-1$. If $p_{i}>p_{i+1}$ holds for $i=0,1, \cdots, n-1$, then $\pi$ is descending.

Let $r(\lambda)$ and $p(a)$ be nodes of $T$. If $p(a)<r(\lambda)$, then a minimum ascending shift (abbreviated to mas) originating from $p$ and terminating at $r$ is a shift whose value is a minimum in all these ascending shifts (we denote it by $\Delta_{T}[p, r]$ ). If $p(a)>r(\lambda)$, then a minimum descending shift (abbreviated to mds) originating from $p$ and terminating at $r$ is a shift whose value is a minimum in all these descending shifts (we denote it by $\nabla_{T}[p, r]$ ).


Fig. 3.1. An exchangeable sequence and a support
For $r(\lambda) \in T$, an mas terminating at $r(\lambda)$ (or mas of $r(\lambda)$ ) denoted by $\Delta_{T}[*, r]$ is an mas whose value is a minimum in all mas terminating at $r(\lambda)$. Analogously, for $p(a) \in T$, an mds originating from $p(a)$ (or mds of $p(a)$ ) denoted by $\nabla_{T}[p, *]$ is an mds whose value is a minimum in all mds originating from $p(a)$. Note that mas and mds are not necessarily unique (there may be many equivalent mas and mds, and equivalent mas or mds are identified), and in case that there are no such shifts, they are defined to be the identity permutation $\varepsilon$. Parameters [ $p, r$ ] may be omitted as well as suffix $T$ in mas $\Delta$, mds $\nabla$ and minimum shifts $\mu$ in our notations.

Let $\pi: p_{0}, p_{1}, \cdots, p_{n}$ be a p-sequence in $T$. The maximal (highest) node of $\pi$ is called the top of $\pi$ (the top is uniquely determined). Minimal nodes of $\pi$ are called bottoms of $\pi$. When $\pi$ is a cycle, we adopt the convention that the initial node $p_{0}$ always represents a bottom. Let $p_{i}$ be the top of $\pi$. Then the sequence $p_{0}, p_{1}, \cdots, p_{i}$ is called the first part of $\pi$ (denote it by $\pi^{-}$). The sequence $p_{i}, p_{i+1}, \cdots, p_{n}$ is called the second part of $\pi$ (denote it by $\pi^{+}$).

If $\pi$ is a shift, then $\pi^{+}$also represents a shift in $T$ and $\pi^{-}$represents a shift in $\pi^{+} T$ (note that $p_{i}$ becomes empty in $\pi^{+} T$ and hence the sequence $\pi^{-}$satisfies the condition of $p$-sequence in $\pi^{+} T$ ). Thus a shift $\pi$ is represented by the composition of two shifts as $\pi=\pi^{-} \cdot \pi^{+}$.

A p-sequence $\pi$ is called backtrack-free if $\pi^{+}$is descending and $\pi^{-}$is ascending (see Fig. 3.2). Thus a backtrack-free cycle has a unique bottom and a backtrack-free shift has at most two bottoms (initial node and terminal node). In a p-sequence either $p_{j}>p_{j+1}$ or $p_{j}<p_{j+1}$ should hold for any two successive nodes. Therefore in $\pi^{+}\left(\pi^{-}\right)$any pair of nodes $p_{j}$ and $p_{j+1}$ such that $p_{j}<p_{j+1}\left(p_{j}>p_{j+1}\right)$ is called a backtrack of $\pi$ ( $\pi$ has a backtrack at $p_{j}$ ).


Fig.3.2. Backtrack-free p-sequences
The following property holds for the mds and mas in a regular tree. We use the notational conventions $\ell_{i}$ and $\ell_{p}$ for $\operatorname{lev}\left(p_{i}\right)$ and $\operatorname{lev}(p)$ respectively.

Lemma 3.1. Suppose $T$ is regular. Let an $\operatorname{mds} \nabla\left[p_{0}, p_{n}\right]\left(\operatorname{mas} \Delta\left[p_{0}, p_{n}\right]\right)$ be $\pi: p_{0}, p_{1}, \cdots, p_{n}$ in $T$; then $p_{i-1}>q>p_{i}\left(p_{i-1}<q<p_{i}\right)$ and $q \leftrightarrow p_{i}\left(p_{i-1} \leftrightarrow q\right)$ imply $w_{i-1}=w_{q}\left(w_{i}=w_{q}\right)$ for each $i=1, \cdots, n$.

Proof. (i) In case of mds. Assume that there exists a node $q$ satisfying the conditions of the lemma. Then we have $p_{i-1} \leftrightarrow q$, so $w_{i-1} \geqq w_{q}$, since $T$ is regular. Assume $w_{i-1}>w_{q}$. Then a sequence $\pi^{\prime}: p_{0}, p_{1}, \cdots, p_{i-1}, q, p_{i}, \cdots, p_{n}$ is a descending shift of $p_{0}$ (note that $q \leftrightarrow p_{i}$ ). And $\operatorname{val}(\pi)-\operatorname{val}\left(\pi^{\prime}\right)=$ $\left(\ell_{i}-\ell_{i-1}\right) w_{i-1}-\left(\left(\ell_{q}-\ell_{i-1}\right) w_{i-1}+\left(\ell_{i}-\ell_{q}\right) w_{q}\right)=\left(\ell_{i}-\ell_{q}\right)\left(w_{i-1}-w_{q}\right)>0$. This contradicts the minimality of $\pi$.
(ii) In case of mas. The proof is analogous to (i).

The next lemma asserts that the regularity of trees is preserved under transformations by mas and mds.

Lemma 3.2. Let $T$ be regular and $\pi$ be any mds (mas) in $T$. Then $\pi T$ is $a$ regular tree.

Proof. (i) In case of mds. Let $\pi: p_{0}, \cdots, p_{n}$ be an mds in $T$ and $T_{1}=\pi T$. Assume $T_{1}$ is not regular; then there exist nonempty nodes $p$ and $q$ in $T_{1}$ such that $p>q, p \leftrightarrow q$, and $\mathrm{wt}_{T_{1}}(p)<\mathrm{wt}_{T_{1}}(q)$. Since $T$ is regular, either $p$ or $q$ must belong to $\pi$ (note that $p$ and $q$ cannot both belong to $\pi$ ). These two cases are considered separately. Let $w_{i}$ be the weight of the code of $p_{i}$ in $T$, and $w_{p}$ and $w_{q}$ be the weights of $p$ and $q$ in $T$.

Case a. Assume $p \in \pi\left(\operatorname{let} p=p_{i}\right.$, then $i \neq 0$, since $p$ is nonempty in $\left.T_{1}\right)$. From $\operatorname{CODE}_{T_{1}}\left(p_{i}\right)=\operatorname{CODE}_{T}\left(p_{i-1}\right)$ we have $\mathrm{wt}_{T_{1}}(p)=w_{i-1}$, and from $p_{i} \leftrightarrow q$ in $T_{1}$, $\operatorname{CODE}_{T}\left(p_{i-1}\right)$ should be admissible to $q$ in $T$ (see Fig. 3.3). This means $p_{i-1} \leftrightarrow q$ in $T$. But our assumption that $\mathrm{wt}_{T_{1}}(p)=w_{i-1}<\mathrm{wt}_{T_{1}}(q)=w_{q}$ then contradicts the regularity of $T$.

Case b. Assume $q \in \pi$ (then $q=p_{i}$ with $i \neq 0$ ). The node $p>q$, admissible to $q=p_{i}$, has weight $w_{p}<w_{q}=w_{i-1}$. In fact, $p$ is also an ancestor of $p_{i-1}$ (if this were
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Fig. 3.4
not the case, Lemma 3.1 would imply $w_{p}=w_{i-1}$ ). Thus $p>p_{i-1}>q=p_{i}$ (see Fig. 3.4). Since $p \leftrightarrow p_{i}$ in $T_{1}$, we have $p \leftrightarrow p_{i-1}$ in $T$, and again our assumption that $\mathrm{wt}_{T_{1}}(p)=w_{p}<\mathrm{wt}_{T_{1}}(q)=w_{i-1}$ contradicts the regularity of $T$.
(ii) In case of mas. The proof is analogous to (i).

The next two lemmas will show that in a regular tree a minimum shift has no backtrack.

Lemma 3.3. Let $T[r(\lambda)]$ be a regular tree with an empty root $r(\lambda)$. Then an mas of $r(\lambda)$ is a minimum shift terminating at $r(\lambda)$, i.e., $\Delta_{T}[*, r]$ coincides with $\mu_{T}[*, r]$.

Proof. It suffices to prove that if a shift $\pi$ has a backtrack, then there is a backtrack-free shift whose value is not greater than $\pi$. Let $\pi: p_{0}, p_{1}, \cdots, p_{n}=$ $r(\lambda)$ be a shift. Assume that the pair $p_{i}$ and $p_{i+1}$ is a backtrack and that there is no backtrack in $p_{i+1}, \cdots, p_{n}=r(\lambda)$ (i.e., $\left.p_{i}>p_{i+1}<p_{i+2}<\cdots<r\right) . \operatorname{CODE}\left(p_{i}\right)$ is admissible to $p_{i+1}$, and since $p_{i+2}>p_{i+1}$, it is also admissible to $p_{i+2}$ (see Fig. 3.5). Thus, by deleting $p_{i+1}$ from $\pi$ we can construct another shift $\pi^{\prime}$ : $p_{1}, \cdots, p_{i}, p_{i+2}, \cdots, p_{n}$. Then $\operatorname{val}_{T}\left(\pi^{\prime}\right)-\operatorname{val}_{T}(\pi)=\left(\ell_{i+2}-\ell_{i}\right) w_{i}-\left(\left(\ell_{i+1}-\ell_{i}\right) w_{i}+\right.$ $\left.\left(\ell_{i+2}-\ell_{i+1}\right) w_{i+1}\right)=\left(\ell_{i+2}-\ell_{i+1}\right)\left(w_{i}-w_{i+1}\right)$. Since $T$ is regular we have $w_{i} \geqq w_{i+1}$, and from the assumption, $\ell_{i+2}-\ell_{i+1}<0$. Hence $\operatorname{val}\left(\pi^{\prime}\right)-\operatorname{val}(\pi) \leqq 0$. By repeating this backtrack elimination process we have a backtrack-free shift whose value is not greater than $\pi$. Note that the initial and the terminal nodes do not change by these backtrack eliminations. Thus an mas of $r(\lambda)$ is a minimum shift terminating at $r(\lambda)$.

Lemma 3.4. Let $T[r(a)]$ be a regular tree with a nonempty root $r(a)$. Then an mds of $r(a)$ is a minimum shift originating from $r(a)$, i.e., $\nabla_{T}[r, *]$ coincides with $\mu_{T}[r, *]$.

Proof. The proof is analogous to that of Lemma 3.3.
From Lemma 3.3 and Lemma 3.4 we have the following theorem.
Theorem 3.1. In a regular tree, for any p-sequence $\pi$ there is a backtrackfree p -sequence $\pi^{\prime}$ such that $\operatorname{val}\left(\pi^{\prime}\right) \leqq \operatorname{val}(\pi)$ and the tops, the initial and the terminal nodes of $\pi$ and $\pi^{\prime}$ are identical.
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Proof. First we note that the backtrack elimination process is applicable to a cycle as well as a shift. Hence we apply the process of Lemma 3.3 to the first part of $\pi$ and eliminate all backtracks. Analogously the process of Lemma 3.4 is applied to the second part of $\pi$. The resulting p-sequence is $\pi^{\prime}$. Note that the tops, the initial and the terminal nodes are unchanged by the backtrack eliminations.

Immediately we have:
Corollary 3.1. In a regular tree a minimum shift has no backtrack (more precisely, there is a backtrack-free minimum shift).

Let $p_{i}$ be the top of $\mu[p, q]$, then $\mu[p, q]=\mu^{-} \cdot \mu^{+}=\Delta\left[p, p_{i}\right] \cdot \nabla\left[p_{i}, q\right]$ from Corollary 3.1, Lemma 3.3 and Lemma 3.4. Hence from Lemma 3.2 we can say that regularity is preserved under transformations by minimum shifts. (However this assertion does not hold for minimum cycles.)

The next theorem asserts that $\operatorname{val}(\pi) \geqq 0$ for any cycle $\pi$ in a regular tree.
Theorem 3.2. If $\operatorname{val}(\pi)<0$, then $\pi$ is a shift in a regular tree $T$.
Proof. Assume that $\pi: p_{0}\left(a_{0}\right), p_{1}\left(a_{1}\right), \cdots, p_{n}\left(a_{n}\right)$ is a cycle. We prove that $\operatorname{val}(\pi) \geqq 0$ by using the induction on the length $n$ of the cycle. If $n=1$, then $\pi$ is a transposition. Hence we have $\operatorname{val}(\pi) \geqq 0$ because $T$ is regular. Now assume that all cycles of length $n-1$ have nonnegative values. From Theorem 3.1 we may assume $\pi$ backtrack-free. Since $p_{0}$ is the bottom of the cycle, it is easy to see that $p_{n}$ is admissible to $p_{1}$. Hence $\pi$ can be decomposed into $\pi=\delta \cdot \pi^{\prime}$, where $\pi^{\prime}: p_{1}\left(a_{1}\right), \cdots, p_{n}\left(a_{n}\right)$ is a cycle with the length $n-1$ in $T$ and $\delta: p_{0}\left(a_{0}\right), p_{1}\left(a_{n}\right)$ is a transposition in $\pi^{\prime} T$. From the induction hypothesis we have $\operatorname{val}\left(\pi^{\prime}\right) \geqq 0$. Since $T$ is regular and $p_{n}>p_{0}$, we have $w_{a_{n}} \geqq w_{a_{0}}$. Hence $\operatorname{val}(\delta) \geqq 0$. Thus we have $\operatorname{val}(\pi) \geqq 0$.

In the remaining part of this section, let $r(\lambda)$ and $p(a)$ denote any empty and nonempty nodes respectively. We consider the decomposition of $\mu[*, r(\lambda)]$ and
$\mu[p(a), *]$ in terms of $\nabla$ and $\Delta$ in a regular tree $T$ and give necessary and sufficient conditions of optimum trees. The following lemmas on properties of shifts are preparations for these purposes.

Lemma 3.5. Let $\pi: p_{0}, p_{1}, \cdots, p_{i}, \cdots, p_{n}=r(\lambda)$ be a shift which terminates at $r(\lambda)$ and $p_{i}$ be the top of $\pi$ in $T$. Then $p_{i}$ belongs to the exchangeable sequence of $r$, namely $\eta\left[r^{\mathrm{T}}, r\right]$.

Proof. If $p_{i}=r$ the lemma is true. Assuming $p_{i} \neq r$, we have in fact $p_{i}>r$, since any p -sequence with the top $p_{i}$ terminates in $T\left[p_{i}\right]$. Let $j$ be the largest integer such that $i \leqq j<n$ and $p_{i}>r$. Since $p_{j}$ is admissible to $p_{j+1}$ and $p_{j+1} \leq r, p_{j}$ is admissible to $r$. Then $p_{j}$ is an element of $\eta\left[r^{1}, r\right]$ from the property of exchangeabie sequences. If $p_{j}=p_{i}$ we are done. Otherwise, consider the sequence $p_{0}, p_{1}, \cdots, p_{i}, \cdots, p_{j}$. The conditions of this lemma hold for the case where $r$ is replaced by $p_{j}$. Thus repeating this process we conclude that $p_{i}$ is an element of $\eta\left[r^{*}, r\right]$.

Lemma 3.6. Let $\pi$ be a shift which terminates at $r(\lambda)$ in $T$. Then $\pi$ is decomposed into the composition of two shifts $\pi=\pi_{2} \cdot \pi_{1}$, where $\pi_{1}$ originates from $r^{*}$ in $T$ and $\pi_{2}$ terminates at $r^{*}$ in $T_{1}=\pi_{1} T$.

Proof. Let $p_{i}$ be the top of $\pi: p_{0}, \cdots, p_{n}=r(\lambda)$. Then $p_{i} \in\left[r, r^{*}\right]$ from Lemma 3.5. Let the exchangeable sequence originating from $r^{*}$ and terminating at $p_{i}$ be $q_{m}=r^{*}, \cdots, q_{h+1}, q_{h}=p_{i}$. We put $\pi_{1}: q_{m}, \cdots, q_{h}=p_{i}, p_{i+1}, \cdots, p_{n} \quad$ and $\pi_{2}: p_{0}, \cdots, p_{i}=q_{h}, q_{h+1}, \cdots, q_{m}$. Then obviously we have $\pi=\pi_{2} \cdot \pi_{1}$ (see Fig. 3.6).


Fig. 3.6. Decomposition of $\pi=\pi_{2} \cdot \pi_{1}$
Lemma 3.7. Let $r$ be an empty node of a regular tree $T$ and $\eta[p, r]$ be the exchangeable sequence of $r$ originating from $p$. Then the exchangeable sequence $\eta_{T}[p, r]$ is $a \operatorname{mds} \nabla_{T}[p, r]$.

Proof. This lemma will be restated later as Lemma 5.2 and will be proved there.

Lemma 3.8. Let $T$ be regular and $\pi_{1}$ be an arbitrary descending shift. Put $T_{1}=\pi_{1} T$. Then for any ascending shift $\pi_{2}$ that is well-defined in $T$ and $T_{1}$, we have:

$$
\operatorname{val}_{T_{1}}\left(\pi_{2}\right) \leqq \operatorname{val}_{T}\left(\pi_{2}\right)
$$

Proof. If $\pi_{1}$ and $\pi_{2}$ have no interaction, then the codes of $\pi_{2}$ do not change in $T$ and $T_{1}$. Hence we have $\operatorname{val}_{T_{1}}\left(\pi_{2}\right)=\operatorname{val}_{T}\left(\pi_{2}\right)$. Consider the case that $\pi_{1}$ and $\pi_{2}$ interact. Let $p \in \pi_{1} \cap \pi_{2}$. Let the codes at $p$ in $T$ and $T_{1}$ be $a$ and $a_{1}$ respectively. Then we have $w_{a} \leqq w_{a_{1}}$, since $\pi_{1}$ is descending and $T$ is regular. This implies $\operatorname{val}_{T_{1}}\left(\pi_{2}\right) \leqq \operatorname{val}_{T}\left(\pi_{2}\right)$.

We extend the definition of equivalence of $p$-sequences. If $\operatorname{val}(\pi[p, q])=$ $\operatorname{val}\left(\pi_{2}[p, r] \cdot \pi_{1}[r, q]\right)$, then $\pi$ is equivalent to $\pi_{2} \cdot \pi_{1}\left(\right.$ in symbol $\left.\pi \cong \pi_{2} \cdot \pi_{1}\right)$.

The next theorem asserts that $\mu[*, r(\lambda)]$ is decomposed into the equivalent $\Delta \cdot \nabla$ in a regular tree.

Theorem 3.3. Let $T$ be regular and $r(\lambda)$ be any empty node of $T$. Then we have:

$$
\mu_{T}[*, r(\lambda)] \cong \Delta_{T_{1}}\left[*, r^{*}(\lambda)\right] \cdot \nabla_{T}\left[r^{*}, r(\lambda)\right]
$$

where $r^{*}$ is the support of $r$ in $T$ and $T_{1}=\nabla_{T}\left[r^{*}, r(\lambda)\right] T$.
Proof. We show that $\operatorname{val}_{T}(\Delta \cdot \nabla) \leqq \operatorname{val}_{T}(\pi)$ for any shift $\pi$ terminating at $r(\lambda)$. From Theorem 3.1 we may assume that $\pi: p_{0}, p_{1}, \cdots, p_{n}=r(\lambda)$ is backtrack-free. Let the exchangeable sequence of $r(\lambda)$ be $\eta: q_{m}=r^{*}, q_{m-1}, \cdots, q_{0}=r(\lambda)$. Then from Lemma 3.7 the exchangeable sequence $\eta\left[r^{*}, r\right]$ coincides with $\nabla\left[r^{*}, r\right]$. Since the top $p_{i}$ of $\pi$ is included in $\eta$ from Lemma 3.5, we put $p_{i}=q_{h}$. Let $\pi=\pi_{2} \cdot \pi_{1}$ as in Lemma 3.6. (Note that Lemma 3.6 is also valid in case that $\pi$ is ascending.) Since we constructed $\pi_{1}$ and $\pi_{2}$ by using the sequence $\eta\left[r^{*}, q_{h}\right]$, these three sequences $\nabla, \pi_{1}$ and $\pi_{2}$ (considered as the sets of addresses) coincide with each other on the path $\left[r^{*}, q_{h}\right]$. From the definition of $\nabla=\nabla_{T}\left[r^{*}, r\right]$ we have:

$$
\begin{equation*}
\operatorname{val}_{T}(\nabla) \leqq \operatorname{val}_{T}\left(\pi_{1}\right) . \tag{3.1}
\end{equation*}
$$

Let $T_{1}=\nabla T$ and $T_{2}=\pi_{1} T$ and $\Delta=\Delta_{T_{1}}\left[*, r^{*}\right]$.
We will prove that:

$$
\begin{equation*}
\operatorname{val}_{T_{1}}(\Delta) \leqq \operatorname{val}_{T_{2}}\left(\pi_{2}\right) \tag{3.2}
\end{equation*}
$$

We note that $\pi_{2}$ is well-defined in $T_{1}$ as well as $\Delta$, because $r^{*}$ is empty and all the other nodes of $\pi_{2}$ are not empty in $T_{1}$. However, the codes placed at the nodes of $\pi_{2}$ in $T_{1}$ may differ from those of $\pi_{2}$ in $T_{2}$, since $\nabla$ and $\pi_{2}$ may interact. Hence $\operatorname{val}\left(\pi_{2}\right)$ in $T_{1}$ differs in general from $\operatorname{val}\left(\pi_{2}\right)$ in $T_{2}$ (see Fig. 3.7). However, from the definition of $\Delta$, we have:

$$
\begin{equation*}
\operatorname{val}_{T_{1}}(\Delta) \leqq \operatorname{val}_{T_{1}}\left(\pi_{2}\right) \tag{3.3}
\end{equation*}
$$

We will prove that:

$$
\begin{equation*}
\operatorname{val}_{T_{1}}\left(\pi_{2}\right) \leqq \operatorname{val}_{T_{2}}\left(\pi_{2}\right) \tag{3.4}
\end{equation*}
$$

We note that $\pi_{2}$ in $T_{1}$ and $T_{2}$ on the path [ $\left.q_{h}, r^{*}\right]$ are the same. Hence it suffices to consider the subshift $\pi_{2}^{\prime}: p_{0}, p_{1}, \cdots, p_{i-1}, p_{i}$ in $T_{1}$ and $T_{2}$ (we may assume that $p_{i}$ is


Fig. 3.7. $\nabla$ and $\pi_{2}$ interact at $p_{i-1}$
empty at this moment). Also note that $\operatorname{val}_{T_{2}}\left(\pi_{2}^{\prime}\right)=\operatorname{val}_{T}\left(\pi_{2}^{\prime}\right)$. Applying Lemma 3.8 for subtree $T\left[p_{i}\right]$ and $T_{1}\left[p_{i}\right]$, we have

$$
\operatorname{val}_{T_{1}}\left(\pi_{2}^{\prime}\right) \leqq \operatorname{val}_{T}\left(\pi_{2}^{\prime}\right)=\operatorname{val}_{T_{2}}\left(\pi_{2}^{\prime}\right)
$$

Hence we have (3.4).
Thus from (3.4) and (3.3) we have (3.2). Then from (3.1) and (3.2) we have $\operatorname{val}_{T}(\Delta \cdot \nabla)=\operatorname{val}_{T_{1}}(\Delta)+\operatorname{val}_{T}(\nabla) \leqq \operatorname{val}_{T_{2}}\left(\pi_{2}\right)+\operatorname{val}_{T}\left(\pi_{1}\right)=\operatorname{val}_{T}\left(\pi_{2} \cdot \pi_{1}\right)=$ $\operatorname{val}_{T}(\pi)$.

Now we define the potential of an empty node $r(\lambda)$ in a regular tree by

$$
\operatorname{potential}(r)=\operatorname{val}\left(\Delta\left[*, r^{*}\right] \cdot \nabla\left[r^{*}, r(\lambda)\right]\right) .
$$

Then we have the following:
Theorem 3.4 (optimality theorem). A regular tree $T$ is optimum iff potential $(r)=0$ for all empty nodes $r(\lambda)$ of $T$.

Proof. From Theorem 3.2 and the decomposition lemma it is obvious that $T$ is optimum iff $\operatorname{val}(\mu[*, r(\lambda)])=0$ for all $r(\lambda)$. From Theorem 3.3 we have potential $(r)=\operatorname{val}(\mu[*, r(\lambda)])$.

This is a generalization of the optimality theorem stated in [9], where the weights of the codes are uniform.

Concerning minimum shifts $\mu[p, *]$ originating from a nonempty node $p$ in a regular tree $T$, we have a decomposition analogous to the one obtained for $\mu[*, r(\lambda)]$ :

Theorem 3.5. In a regular tree $T$,

$$
\mu[p, *] \cong \min _{p \leq q_{j} \leq R} \Delta\left[p, q_{j}\right] \cdot \nabla\left[q_{j}, *\right],
$$

where $R$ is the root of $T$.
Proof. First we note $\mu[p, *]=\Delta\left[p, p_{i}\right]: \nabla\left[p_{i}, *\right]$, where $p_{i}$ is the top of $\mu$ $\left(p \leq p_{i} \leq R\right)$. Assume $q$ be a node such that $\operatorname{val}(\Delta[p, q] \cdot \nabla[q, *]) \leqq$ $\operatorname{val}\left(\Delta\left[p, q_{j}\right] \cdot \nabla\left[q_{j}, *\right]\right)$ for all $p \leq q_{j} \leq R$. We prove $\mu[p, *] \cong \Delta[p, q] \cdot \nabla[q, *]$. Put $\nabla_{0}=\Delta[q, *]$ and $\Delta_{1}=\Delta[p, q]$. Then we have $\operatorname{val}(\mu) \geqq \operatorname{val}\left(\Delta_{1} \cdot \nabla_{0}\right)$ from the definition of $q$. Assume that $\nabla_{0}$ and $\Delta_{1}$ interact at $m$ nodes. If $m=1$, then $q=p_{i}$ and we are done. Assume $m \geqq 2$. Let the interaction nodes be $r_{1}, r_{2}, \cdots, r_{m}$, where $r_{1}=q>r_{2}>\cdots>r_{m}$. Then from the decomposition lemma $\Delta_{1} \cdot \nabla_{0}$ is the composition $\pi_{1} \pi_{2} \cdots \pi_{m}$, where $\pi_{h}(1 \leqq h \leqq m-1)$ is a cycle with the top $r_{h}$ and $\pi_{m}$ is a shift originating from $p$ and terminating at the $*$ with the top $r_{m}$ (see Fig. 3.8). Obviously $\pi_{m}$ can be written as $\pi_{m}=\Delta\left[p, r_{m}\right] \cdot \nabla\left[r_{m}, *\right]$. Hence $\operatorname{val}\left(\pi_{m}\right) \geqq \operatorname{val}(\mu)$ from the definition of $\mu$. From Theorem 3.2 we have $\operatorname{val}\left(\pi_{h}\right) \geqq 0$ for $1 \leqq h \leqq m-1$. Hence $\operatorname{val}\left(\Delta_{1} \cdot \nabla_{0}\right) \geqq \operatorname{val}\left(\pi_{m}\right)$. Thus $\operatorname{val}(\mu) \geqq \operatorname{val}\left(\Delta_{1} \cdot \nabla_{0}\right) \geqq \operatorname{val}\left(\pi_{m}\right) \geqq \operatorname{val}(\mu)$. Hence $\operatorname{val}\left(\Delta_{1} \cdot \nabla_{0}\right)=\operatorname{val}\left(\pi_{m}\right)=\operatorname{val}(\mu[p, *])$.


Fig. 3.8. Decomposition of $\Delta_{1} \cdot \nabla_{0}$
4. Transformations into optimum trees. In this section we consider transformations of trees into optimum trees. The transformations are presented in terms of minimum shifts $\mu$, mas $\Delta$, mds $\nabla$, and compositions of these shifts. The detailed descriptions of algorithms to find $\mu, \Delta$ and $\nabla$ are given in the following section.

A consideration of a bottom-up optimization leads us to the definition of two types of trees. A tree $T[r]$ is preoptimum if the root $r$ is empty and its two subtrees $T\left[\mathrm{SON}_{0}(r)\right]$ and $T\left[\mathrm{SON}_{1}(r)\right]$ are optimum. A tree $T[r]$ is quasioptimum if the root $r$ is not empty and its two subtrees $T\left[\mathrm{SON}_{0}(r)\right]$ and $T\left[\mathrm{SON}_{1}(r)\right]$ are optimum. Note that a preoptimum tree is regular but a quasioptimum tree is not necessarily regular. Further, note that a quasioptimum tree $T[r]$ is regular iff the weight of the code of the root is greater than or equal to the weights of its all admissible nodes.

Theorem 4.1. A preoptimum tree $T[r]$ is transformed into an optimum tree by a minimum ascending shift $\Delta_{T}[*, r]$.

Proof. Since a preoptimum tree $T[r]$ is regular, an mas $\Delta[*, r]$ coincides with a minimum shift $\mu=\mu[*, r]$. Let $T_{1}=\mu T$, and let $T_{0}$ be an arbitrary tree. We show that $\left|T_{0}\right| \geqq\left|T_{1}\right|$. From the decomposition lemma, $T$ can be transformed into $T_{0}$ by a composition of independent p-sequences, $\pi_{1} \cdot \pi_{2} \cdots \pi_{m}$. Since the root $r$ is empty in $T$ and it is not empty in $T_{0}$, there is a shift terminating at $r(\lambda)$ among these p-sequences. Let this shift be $\pi_{1}$. Then we have $\operatorname{val}(\mu) \leqq \operatorname{val}\left(\pi_{1}\right)$, since $\mu$ is a minimum shift. The remaining p-sequences (including the identity permutation $\varepsilon$ when $T_{0}=\pi_{1} T$ ) are ones in the two optimum subtrees of $r$; therefore they have nonnegative values. We have thus:

$$
\begin{aligned}
\left|T_{0}\right| & =\operatorname{val}\left(\pi_{1}\right)+\operatorname{val}\left(\pi_{2}\right)+\cdots+\operatorname{val}\left(\pi_{m}\right)+|T| \\
& \geqq \operatorname{val}(\mu)+|T|=|\mu T|=\left|T_{1}\right| .
\end{aligned}
$$

Since $T_{0}$ is arbitrary, this shows that $T_{1}$ is optimum.
Theorem 4.2. A quasioptimum tree $T[r]$ is transformed into a preoptimum tree by a minimum shift $\mu_{T}[r, *]$.

Proof. Put $\mu=\mu[r, *]$ and $T_{1}=\mu T$. To show that $T_{1}$ is preoptimum, we show that $\left|\pi T_{1}\right| \geqq\left|T_{1}\right|$, for any p -sequence $\pi$ such that $\pi T_{1}$ has an empty root. Let us decompose $\pi \cdot \mu$ into independent p -sequences $\pi_{1}, \cdots, \pi_{m}$. Then there is a p -sequence originating from $r$ among these p-sequences, since $r$ is not empty in $T$ and it is empty in $T_{1}$. Let it be $\pi_{1}$. Since the remaining p-sequences (including the identity permutation $\varepsilon$ when $\pi T_{1}=\pi_{1} T_{1}$ ) are ones in optimum subtrees $T\left[\mathrm{SON}_{0}(r)\right]$ and $T\left[\mathrm{SON}_{1}(r)\right]$, we have $\operatorname{val}\left(\pi_{i}\right) \geqq 0$ for $i=2, \cdots, m$.

From the definition of a minimum shift, we have $\operatorname{val}(\mu) \leqq \operatorname{val}\left(\pi_{1}\right)$. Thus

$$
\begin{aligned}
\left|\pi T_{1}\right|=|\pi \cdot \mu T| & =\left|\pi_{1} \cdot \pi_{2} \cdots \pi_{m} T\right| \\
& =\operatorname{val}\left(\pi_{1}\right)+\sum_{i=2}^{m} \operatorname{val}\left(\pi_{i}\right)+|T| \\
& \geqq \operatorname{val}(\mu)+|T|=|\mu T|=|T| .
\end{aligned}
$$

This shows that $T_{1}$ is preoptimum.
Since a quasioptimum tree $T[r]$ is not always regular, a minimum shift $\mu[r, *]$ does not coincide with an mds in general. Suppose the code of $r$ is shifted to a node $p_{i}$ by $\mu[r, *]$. Then the subsequence originating from the node $p_{i}$ of the shift $\mu[r, *]$ should coincide with a minimum shift $\mu\left[p_{i}, *\right]$. Since $\mu\left[p_{i}, *\right]$ is a shift in the optimum subtree, it can be chosen with no backtrack. Thus there is a minimum shift $\mu[r, *]$ with at most one backtrack at the node $p_{i}$, and it can be represented as a shift $r, \mu\left[p_{i}, *\right]$. We leave the precise algorithms to find $\Delta[*, r]$ and $\mu[r, *]$ to the following section.

From Theorem 4.1 and Theorem 4.2 we can transform a quasioptimum tree into an optimum tree by successively applying $\mu$ and $\Delta$ (see Fig. 4.1). Thus, given an arbitrary tree, we can transform it into an optimum one by applying the above
procedure to the all subtrees from the leaves to the root. A bottom-up optimization algorithm can be stated simply as follows.

Algorithm 4.1 (bottom-up optimization algorithm). Given an arbitrary tree, we can transform it into an optimum tree by applying the following procedure:

1. [Loop on LEV.] Do step 2 for all $\mathrm{LEV}=L, L-1, \cdots, 0$ ( $L$ is the code length);
2. [Loop on $r$.] Do step 3 and step 4 for all subtrees $T[r]$ at the level LEV;
3. [Apply $\mu$.] If $r$ is nonempty, apply a minimum shift $\mu[r, *]$ to the quasioptimum subtree $T[r]$;
4. [Apply $\Delta$.] Apply a minimum ascending shift $\Delta[*, r]$ to the resulting preoptimum tree $T[r]$;

Note that we can skip the processing of empty nodes lower than leaves and that the nodes can be processed in any convenient order, as long as every node is processed after its descendants.


FIG. 4.1. Optimization of a quasioptimum tree

Example 4.1. We can construct an optimum tree by applying Algorithm 4.1 to a prefix tree. Note that step 3 can always be omitted in this case, since we always have preoptimum trees in each stage. In Fig. 4.2, $T_{1}$ is a prefix tree and $T_{4}^{1}$ and $T_{4}^{2}$ are optimum trees. Note that if there are more than one mas $\Delta$, then each choice of a mas $\Delta$ leads to another optimum tree.

Next we show that the optimum insertion problem can be solved as a corollary of Theorem 4.2.

TheOrem 4.3 (optimum insertion). Let $T$ be an optimum tree and a be a new code to be inserted into $T$. Let us consider a tree $T^{\prime}$ whose root $r^{\prime}$ has a code a and whose only subtree (either left or right) is $T$ ( $r^{\prime}$ is a dummy root and the code a is admissible to a path of $T$ ). Then $T^{\prime}$ is a quasioptimum tree; hence by a minimum shift $\mu_{T^{\prime}}\left[r^{\prime}, *\right]$ of the root $r^{\prime}(a), T$ (as a subtree of $\left.T^{\prime}\right)$ is transformed into a required optimum tree.

Proof. The proof is immediate from Theorem 4.2 (see Fig. 4.3).


Fig. 4.2. Optimum tree construction from a prefix tree
The optimum deletion algorithm is a little different from the optimum insertion algorithm; however they are similar in the sense that a minimum shift plays an important role.

Theorem 4.4 (optimum deletion). Let Tbe an optimum tree and a be the code to be deleted from T. Delete the code a from a node $p(a)$. Let this tree be $T_{1}$ (i.e., the node $p(a)$ becomes $p(\lambda)$ in $T_{1}$ ). Perform a minimum shift $\mu=\mu_{T_{1}}[*, p(\lambda)]$ in $T_{1}$; then the resulting tree $\mu T_{1}$ is the required optimum tree.


Fig.4.3. Optimum insertion
Proof. Let $T_{2}=\mu T_{1}$. We show $\left|T_{2}\right| \leqq\left|\pi T_{2}\right|$ for any p-sequence $\pi$. Let $T_{3}=$ $\pi T_{2}=\pi \cdot \mu T_{1}$. Applying the decomposition lemma, we have $T_{3}=\pi_{2} \cdot \pi_{1} T_{1}$, where $\pi_{1}$ is a shift terminating at $p$ (we include the identity permutation $\varepsilon$ as $\pi_{1}$ ), and $\pi_{2}$ is the composition of p -sequences not including $p$ (cf. the discussion in the proof of Theorem 4.2). Then we have $\operatorname{val}(\mu) \leqq \operatorname{val}\left(\pi_{1}\right)$ from the definition of $\mu$. Since $T$ is optimum we have $\operatorname{val}\left(\pi_{2}\right) \geqq 0$. Thus $\left|T_{3}\right|=\operatorname{val}\left(\pi_{1}\right)+\operatorname{val}\left(\pi_{2}\right)+\left|T_{1}\right|$, while $\left|T_{2}\right|=\operatorname{val}(\mu)+\left|T_{1}\right| ;$ therefore we have $\left|T_{3}\right| \geqq\left|T_{2}\right|$. Since $\pi$ is arbitrary, $T_{2}$ is optimum.

Now from Theorem 3.3 (note that $T_{1}$ is regular) we have:

$$
\mu_{T_{1}}[*, p(\lambda)] \cong \Delta_{T_{2}}\left[*, p^{*}(\lambda)\right] \cdot \nabla_{T_{1}}\left[p^{*}, p(\lambda)\right],
$$

where $p^{*}$ is the support of $p$ and $T_{2}=\nabla_{T_{1}}\left[p^{*}, p(\lambda)\right] T_{1}$ (see Fig. 4.4).
More generally, it results from our previous discussions that all our optimization problems reduce to those of finding:

1. an mas $\Delta_{T}[p(a), r(\lambda)]$ in a regular (or preoptimum) tree $T[r(\lambda)]$;
2. an $\mathrm{mds} \nabla_{T}[r(a), p(\lambda)]$ in a regular (or optimum) tree $T[r(a)]$;
3. a minimum shift $\mu_{T}[r(a), *]$ in a quasioptimum tree $T[r(a)]$.
4. Algorithms to find minimum shifts. This section is composed of two parts. In the first part we describe algorithms to find an $\operatorname{mds} \nabla_{T}[r(a), p(\lambda)]$ and an mas $\Delta_{T}[p(a), r(\lambda)]$ in a regular tree $T$. In the second part we consider an algorithm of optimum insertion, that is, to find a minimum shift $\mu_{T}[r(a), *]$ in a quasioptimum tree $T[r(a)]$.
5.1. Algorithms to find $\boldsymbol{\nabla}_{\boldsymbol{T}}[r, p]$ and $\Delta_{\boldsymbol{T}}[\boldsymbol{p}, r]$. The root $r$ of the tree $T[r]$ is assumed to be nonempty when we consider $\nabla[r, p]$, while it is assumed empty


Fig. 4.4. Optimum deletion
when we consider $\Delta[p, r]$. We note that from the definition of the symbol $*$ we have:

$$
\begin{aligned}
& \nabla_{T}[r, *]=\min _{p(\lambda) \in T} \nabla_{T}[r, p(\lambda)] \text { and } \\
& \Delta_{T}[*, r]=\min _{q(a) \in T} \Delta_{T}[q(a), r] .
\end{aligned}
$$

We consider algorithms to find $\nabla[r, v]$ and $\Delta[t, r]$ for an external node $v$ and a leaf $t$ (the same algorithms are valid when we replace $v$ and $t$ by any $p(\lambda)$ and $q(a)$ respectively).

Before showing lemmas we need some preparations. We associate a function with each shift $\pi$. The discussion is done separately for the descending and ascending case.

Let $\pi: p_{0}=r, p_{1}, \cdots, p_{m}=v(\lambda)$ be a descending shift on a path $[r, v]: q_{0}=$ $r, q_{1}, \cdots, q_{n}=v(\lambda)$. Then there exists a unique $p_{j}$ for each $q_{i}(i \neq 0)$ such that $p_{i}>q_{i} \geq p_{i+1}$. The node $p_{j}$ is the cover of $q_{i}\left(p_{i}\right.$ covers $\left.q_{i}\right)$ with respect to $\pi$. The canonical value function $f_{\pi}$ associated with $\pi$ is defined by

$$
f_{\pi}\left(q_{i}\right)=\operatorname{wt}\left(p_{j}\right) \quad \text { for } i=1, \cdots, n .
$$

Note that $f_{\pi}\left(q_{0}\right)$ is not defined. Since $p_{j}$ covers $\ell_{j+1}-\ell_{j}$ nodes between $p_{j}$ and $p_{j+1}$ (including $p_{i+1}$ ), we have the following equation:

$$
\begin{equation*}
\operatorname{val}(\pi)=\sum_{i=1}^{n} f_{\pi}\left(q_{i}\right) \tag{5.1}
\end{equation*}
$$

Lemma 5.1. Let $\eta[r, v]$ be an exchangeable sequence and $\pi[r, v]$ be an arbitrary descending shift on the path $[r, v]$. Then the cover of $q_{i}$ with respect to $\pi$ is greater than or equal to the cover of $q_{i}$ with respect to $\eta$ for any $q_{i} \in[r, v]$.

Proof. From the property of the exchangeable sequence it is obvious that $\eta$ is a refinement of $\pi$. From this the lemma results immediately.

Lemma 5.2. Let $[r, v]$ be a path of a regular tree. Then the exchangeable sequence $\eta[r, v]$ coincides with an $\mathrm{mds} \nabla[r, v]$.

Proof. When $\eta=\varepsilon$ (i.e., there exists no exchangeable sequence originating from $r$ and terminating at $v$ ), $\nabla$ coincides with $\varepsilon$ (i.e., there exists no shift originating from $r$ and terminating at $v$ ). Let $\eta[r, v]$ be $s_{l}=r, s_{l-1}, \cdots, s_{0}=v$ and $\pi: p_{m}=r, p_{m-1}, \cdots, p_{0}=v$ be an arbitrary descending shift originating from $r$ and terminating at $v$. Let $f_{\eta}$ and $f_{\pi}$ be the canonical value functions associated with $\eta$ and $\pi$. We show that:

$$
f_{n}\left(q_{i}\right) \leqq f_{\pi}\left(q_{i}\right) \quad \text { for any } q_{i} \in[r, v] .
$$

Suppose the covers of $q_{i}$ with respect to $\eta$ and $\pi$ be $s_{j}$ and $p_{h}$ respectively; then we have $q_{i}<s_{j} \leq p_{h}$ from Lemma 5.1. Since $p_{h}$ is admissible to $s_{j}$ and $T$ is regular, we have $w_{s_{i}} \leqq w_{p_{h}}$. Hence $f_{\eta}\left(q_{i}\right) \leqq f_{\pi}\left(q_{i}\right)$, and from (5.1) we have:

$$
\operatorname{val}(\eta)=\sum_{i=1}^{n} f_{\eta}\left(q_{i}\right) \leqq \sum_{i=1}^{n} f_{\pi}\left(q_{i}\right)=\operatorname{val}(\pi) .
$$

Since $\pi$ is arbitrary, $\eta$ is an mds $\nabla$.
The exchangeable sequence of a node is easily computed by the following algorithm.

Algorithm 5.1. The following algorithm enumerates the exchangeable sequence $\eta[r, v]: s_{l}=r, s_{l-1}, \cdots, s_{0}=v$ in reverse order (if $l=0$ is returned, $\eta[r, v]$ is $\varepsilon$ ).

1. [Initialize.] $l:=0 ; s_{0}:=v ; q:=v$;
2. [Advance.] $q:=\operatorname{FATHER}(q)$;
3. [Admissible?] if $q$ is nonempty and admissible to $s_{l}$ then $l:=l+1$ and $s_{l}:=q$;
4. [End of path?] if $q \neq r$ then go to 2 , else $\left\{\right.$ if $q \neq s_{l}$ then $\left.l:=0\right\}$; terminate; ( $l$ is the length of the exchangeable sequence, $\eta: s_{l}, s_{l-1}, \cdots, s_{0}$ ).
Now we consider a minimum ascending shift $\Delta[t, r]$. In case that $\pi$ is ascending, $p_{j}$ covers $q_{i}$ if $p_{j}<q_{i} \leq p_{i+1}$, and analogously to (5.1) we have:

$$
\begin{equation*}
\operatorname{val}(\pi)=-\sum_{i=1}^{n} f_{\pi}\left(q_{i}\right) \tag{5.2}
\end{equation*}
$$

Lemma 5.3. Let $[t, r]: q_{0}=t, q_{1}, \cdots, q_{n}=r(\lambda)$ be an ascending path of a tree. With each node $q_{i}$, for $1 \leqq i \leqq n$, we associate a "super-weight" $W_{i}$ by:

$$
W_{i}=\max _{0 \leqq j \leqq i-1} w_{j} \quad\left(W_{0} \text { is not defined }\right) .
$$

Then $\operatorname{val}(\Delta[t, r])=-\sum_{i=1}^{n} W_{i}$.
Proof. Let $\pi: p_{0}=t, p_{1}, \cdots, p_{m}=r(\lambda)$ be an arbitrary ascending shift and $f_{\pi}$ be the canonical value function associated with $\pi$. We prove $f_{\pi}\left(q_{i}\right) \leqq W_{i}$ for each $q_{i}$.

Suppose $p_{j}$ is the cover of $q_{i}$ with respect to $\pi$. Then we have $p_{j}<q_{i} \leq p_{j+1}$ and $f_{\pi}\left(q_{i}\right)=w_{p_{i}}$. On the other hand $W_{i}$ is the maximum weight of the codes which are placed at the nodes strictly lower than $q_{i}$. So we have $f_{\pi}\left(q_{i}\right) \leqq W_{i}$. Thus from (5.2) we have $\operatorname{val}(\pi)=-\sum_{i=1}^{n} f_{\pi}\left(q_{i}\right) \geqq-\sum_{i=1}^{n} W_{i}$. Since $\pi$ is arbitrary, this shows that $\operatorname{val}(\Delta[t, r]) \geqq-\sum_{i=1}^{n} W_{i}$. But this lower bound can be achieved with Algorithm 5.2 below.

Algorithm 5.2. The next algorithm enumerates an mas $\Delta[t, r]: s_{0}=$ $t, s_{1}, \cdots, s_{l}=r$ on a path $[t, r]$ :

1. [Initialize.] MAX $:=w_{t} ; l:=1 ; s_{0}:=t ; q:=t$;
2. [Advance.] $q:=\operatorname{FATHER}(q)$;
3. [Compare.] if $\mathrm{wt}(q)>\mathrm{MAX}$ then

$$
\left\{\operatorname{MAX}:=\operatorname{wt}(q) ; s_{l}:=q ; l:=l+1\right\} ;
$$

4. [Done?] if $q=r$ then $s_{l}:=q$ and terminate, else go to 2 ;
5.2. An optimum insertion algorithm. A quasioptimum tree $T[r,(a)]$ is transformed into a preoptimum tree by a minimum shift $\mu[r(a), *]$ from Theorem 4.2. The code $a$ is shifted to one of its admissible nodes by $\mu$. For simplicity of notations, we denote the admissible nodes of $a$ by numbers $n, n-1, \cdots, 1,0$ from the root $r$ to the external node successively ( $n$ denotes the root $r$ and 0 denotes the external admissible node of $a$ ). Suppose the code $a$ is shifted to a node $i$ by $\mu[r, *]$. Then $\mu[r, *]$ can be represented as a shift $r, \mu[i, *]$. Since $\mu[i, *]$ is a shift in the optimum subtree $T[n-1], \mu[i, *]$ can be represented as $\mu[i, *] \cong$ $\min \Delta[i, y] \cdot \nabla[y, *]$ from Theorem 3.5, where $i \leq y \leq n-1$. Generally $\Delta[i, y] \cdot \nabla[y, *]$ involves dummy cycles. However, if we select $j$ as the smallest (lowest) node on the path $[i, n-1]$ which gives $\min \Delta[i, y] \cdot \nabla[y, *]$, then $\Delta[i, j] \cdot \nabla[j, *]$ involves no dummy cycle (cf. the proof of Theorem 3.5). Hence it coincides with $\mu[i, *]$.

In a quasioptimum tree $T[r(a)]$ the node $i$ to which the code $a$ is shifted by $\mu[r, *]$ is determined as a node $x(0 \leq x \leq n-1)$ which minimizes $\left(\ell_{x}-\ell_{r}\right) w_{a}+$ $\operatorname{val}(\mu[x, *])$.

The above discussions can be summarized by the following algorithm.
Algorithm 5.3. This algorithm finds a minimum shift $\mu[r, *]$ in a quasioptimum tree $T[r(a)]$. The admissible path of $a$ is denoted by $[0, n]$. The nodes $x$ and $y$ denote a node on the path $[0, n-1]$ and the top of $\mu[x, *]$ respectively.

1. [Determine $\nabla$.] Determine $\nabla[y, *]$ for $y<r$ on the admissible path of $a$, i.e., for $y \in[0, n-1]$;
2. [Loop on $x$.] Initialize MIN $:=n w_{a}$ and $\mu:=n, 0$; then do step 3 for $x \in[1, n-1]$;
3. [Loop on $y$.] Do step 4 for $y \in[x, n-1]$;
4. [Update $\mu$.] Determine $\Delta[x, y]$ in $\nabla[y, *] T$; and if $\left(\ell_{x}-\ell_{r}\right) w_{a}+$ $\operatorname{val}(\Delta \cdot \nabla)<$ MIN then update MIN and $\mu$ accordingly;
Further, the following two remarks can be proved on the algorithm.
(i) "Backtrackable" node $x \in[1, n-1]$ can be restricted to a monotone sequence of nodes $i_{1}>i_{2}>\cdots>i_{k}$ such that $w_{i_{1}} \geqq w_{i_{2}} \geqq \cdots \geqq w_{i_{k}}\left(>w_{a}\right)$. (If $w_{j}>w_{i}$ for $j<i$, then $i$ can not be backtrackable.)
(ii) The minimum shifts $\Delta[x, y]$ can be determined actually in $T$ and not in $\nabla T$.

Example 5.1. Consider a quasioptimum tree $T[r(a)]$ that has $T_{4}^{1}$ of Example 4.1 as its only subtree (Fig. 5.1). The admissible nodes of the code $a$ are numbered as $0,1,2,3,4$ along a broken line which indicates the admissible path of $a$ ( $w_{a}$, the weight of the code $a$, is simply denoted by $w$ in this example). The node $p_{8}$ has no son. This is because we restricted the code length to $L=3$. (Cf. Example 4.1.) Table 5.2 shows possible combinations of $x$ and $y(x=0$ and $1 \leqq x \leqq y \leqq 3)$ and the values of shifts corresponding to them. The corresponding trees are shown in Fig. 5.2. Figure 5.3 indicates the optimum domains of the resulting trees. Note that $T_{c}$ coincides with $T_{b}$, and $\left|T_{b}\right|=\left|T_{c}\right|<\left|T_{d}\right|,\left|T_{e}\right|<\left|T_{f}\right|$. Also note that each of the cases $d, f$ and $g$ of Table 5.1 has an equivalent tree (cf. $T_{3}^{1}$ and $T_{3}^{2}$ of Fig. 4.2). When $w \geqq 8$, the tree $T[r]$ becomes regular, and hence from Lemma 5.2 a minimum shift $\mu[r, *]$ coincides with one of the exchangeable sequences of Table 5.1. (Table 5.1 shows all exchangeable sequences originating from $r$ and terminating at an external node). If $8 \leqq w \leqq 16, \eta_{2}$ becomes a minimum, while if $16 \leqq w$, then $\eta_{4}$ or $\eta_{6}$ is a minimum. This observation is in accordance with Fig. 5.3.


Fig. 5.1 Aquasioptimum tree
6. Implementations of the algorithms. In this section an upper bound on the number of operations needed to optimize a tree according to Algorithm 4.1 (bottom-up optimization) is evaluated very roughly. First we evaluate the number of operations to find $\nabla[r, *]$ and $\Delta[*, r]$. Then we consider $\mu[r, *]$ of a quasioptimum tree. According to the bottom-up optimization algorithm the number of
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operations to optimize a tree is the sum of operations to optimize all subtrees of the tree. The number of operations to optimize a quasioptimum subtree $T[r(a)]$ is the sum of operations to find and perform $\mu[r, *]$ of the quasioptimum subtree and $\Delta[*, r]$ of the resulting preoptimum subtree.
6.1. Computations of $\nabla[r, *]$ and $\Delta[*, r]$. To find a minimum descending shift $\nabla[r, v]$ on the path $[r, v]$, Algorithm 5.1 needs $\ell_{v}-\ell_{r}$ admissibility tests (or in short, A-tests).
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Similarly, to find a minimum ascending shift $\Delta[t, r]$ on the path $[t, r]$, Algorithm 5.2 needs $\ell_{t}-\ell_{r}$ weight comparisons (in short, C-tests).

Now consider the number of tests needed to find $\nabla[r, *]$ in an quasioptimum tree $T[r]$. We must minimize the value of $\nabla[r, v]$ over the set of external nodes $v$ of $T$. The corresponding number of A-tests is thus bounded by:

$$
\begin{equation*}
\sum_{v \in T}\left(\ell_{v}-\ell_{r}\right) . \tag{6.1}
\end{equation*}
$$

This bound is not tight (observe that $\eta[r, v]$ is $\varepsilon$, when $v$ and $\operatorname{CODE}(r)$ are not on the same side of the root $r$ ).

TABLE 5.1
Exchangeable sequence $\eta_{i}\left[r, v_{i}\right]$

| $\eta_{i}$ | Sequence | Value |
| :---: | :---: | :---: |
| $\eta_{2}$ | $r, p_{2}, p_{5}, v_{2}$ | $2 w+5$ |
| $\eta_{3}$ | $r, p_{2}, v_{3}$ | $2 w+6$ |
| $\eta_{4}$ | $r, p_{1}, p_{6}, v_{4}$ | $w+21$ |
| $\eta_{5}$ | $r, p_{1}, v_{5}$ | $w+24$ |
| $\eta_{6}$ | $r, p_{1}, p_{3}, p_{7}, v_{6}$ | $w+21$ |
| $\eta_{7}$ | $r, p_{1}, p_{3}, v_{7}$ | $w+22$ |

Table 5.2
Computation of a minimum shift

| Case | $x$ | $y$ | $\left(\ell_{x}-\ell_{r}\right) \cdot w$ | $\Delta[x, y]$ | $\nabla[y, *]$ | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | 0 | 0 | $4 w$ | 0 | 0 | $4 w$ |
| $b$ | 1 | 1 | $3 w$ | 0 | 2 | $3 w+2$ |
| $c$ | 1 | 2 | $3 w$ | -3 | $3+2$ | $3 w+2$ |
| $d$ | 1 | 3 | $3 w$ | $-3-2$ | $8+7+6$ | $3 w+16$ |
| $e$ | 2 | 2 | $2 w$ | 0 | $3+2$ | $2 w+5$ |
| $f$ | 2 | 3 | $2 w$ | -3 | $8+7+6$ | $2 w+18$ |
| $g$ | 3 | 3 | $w$ | 0 | $8+7+6$ | $w+21$ |

In the same way, to find $\Delta[*, r]$ in a preoptimum tree $T[r]$, we must minimize the value of $\Delta[t, r]$ over the set of leaves $t$ of $T$. The corresponding number of C -tests is thus bounded by:

$$
\begin{equation*}
\sum_{t \in T}\left(\ell_{t}-\ell_{r}\right) \tag{6.2}
\end{equation*}
$$

Note that this evaluation is tight in the sense that this is necessary to determine $\Delta[*, r]$. In addition to these operations we need as many "value comparisons" as the number of external nodes and leaves to determine the minimum $\nabla$ and $\Delta$ respectively. These value comparisons, identified as weight comparisons, can be neglected.

As for storage we must always keep in memory a minimum shift up to the $v$ or $t$ that is processed at that time. The amount of storage needed for this shift is bounded by the height, the length of the longest path of the leaves, of $T[r]$. In the following discussions we focus our attention only on the numbers of A-tests and C-tests, because they are characteristic to this optimization procedure. The number of operations needed to perform a shift is always less than (or equal to) the number of operations needed to find the shift (within a constant factor). Therefore, we can neglect it, and other auxiliary operations such as tree traversal can be neglected too.
6.2. Computations of $\boldsymbol{\mu}[r, *]$. The computation of $\mu[r, *]$ of a quasioptimum tree in Algorithm 5.3 can be considered to consist of mainly the following two parts. Let $[0, n]: 0,1, \cdots, n=r$ be the admissible path of the code placed at $r$.

1. Computation of $\nabla[y, *]$ for all $1 \leq y \leq n-1$.
2. Computation of $\Delta[x, y]$ for all $1 \leq x \leq y \leq n-1$, and value comparisons (C-tests) for updating $\mu$.

The numbers of operations for these computations are considered separately. (We excluded the trivial case of $x=0$ or $y=0$ from consideration.)

From (6.1) the number of operations for the computation of $\nabla$ over $T[r]$ is bounded by:

$$
\begin{equation*}
\sum_{y=1}^{n-1}\left(\sum_{v \in T[y]}\left(\ell_{v}-\ell_{y}\right)\right) . \tag{6.3}
\end{equation*}
$$

Let us denote the height and the number of nodes of $T[y]$ by $H_{y}$ and $N_{y}$ respectively. Then (6.3) is bounded by:

$$
\begin{equation*}
\sum_{y=1}^{n-1}\left(N_{y}+1\right)\left(H_{y}+1\right) \leqq(n-1)\left(N_{n}+1\right)\left(H_{n}+1\right) \tag{6.4}
\end{equation*}
$$

According to the two remarks on Algorithm 5.3, we can immediately determine $\Delta[x, y]$ for any $1 \leq x \leq y \leq n-1$, if we previously determine all the backtrackable nodes. The backtrackable nodes are determined by scanning the admissible path $[0, n]$ with $n$ C-tests. Thus the computation for all $\Delta[x, y]$ is bounded by $n$ C-tests. Necessary C-tests for updating $\mu$ are bounded by $\sum_{x=1}^{n-1}(n-x)=n(n-1) / 2$. Thus the total number of C-tests is bounded by:

$$
\begin{equation*}
n(n+1) / 2 . \tag{6.5}
\end{equation*}
$$

As for storage we need to memorize $\nabla[y, *]$ for each $y(1 \leq y \leq n-1)$. However, linked list structure can save the memory, because $\nabla\left[y_{1}, *\right]$ is strictly a subsequence of $\nabla[y, *]$ if $y_{1} \in \nabla[y, *]$. Hence the total storage for all $\nabla[y, *]$ is bounded by $N_{n}$ (the storage for the links is neglected). The storage locations used for the current best $\Delta[x, y]$ is bounded by $n$. Hence the total storage locations needed to compute $\mu[r, *]$ are bounded by:

$$
\begin{equation*}
N_{n}+n . \tag{6.6}
\end{equation*}
$$

6.3. An upper bound of the computation of Algorithm 4.1. To transform a quasioptimum subtree into an optimum subtree, $\mu[r(a), *]$ and $\Delta[*, r(\lambda)]$ should
be performed successively. From (6.2) the number of operations to find $\Delta[*, r(\lambda)]$ is bounded by:

$$
\begin{equation*}
\sum_{t \in T[r]}\left(\ell_{t}-\ell_{r}\right) \leqq H_{n} N_{n} . \tag{6.7}
\end{equation*}
$$

Thus from (6.4), (6.5) and (6.7) the number of operations needed to optimize a given quasioptimum subtree $T[r(a)]$ is bounded by:

$$
\begin{equation*}
(n-1)\left(N_{n}+1\right)\left(H_{n}+1\right) \alpha+\left(n(n+1) / 2+H_{n} N_{n}\right) \beta, \tag{6.8}
\end{equation*}
$$

where $\alpha$ and $\beta$ denote the number of primitive operations (say, in terms of memory cycles) needed for an admissibility test (A-test) and a weight comparison (C-test) respectively. As for storage we must add the storage locations for $\Delta[*, r(\lambda)]$ to (6.6). Hence we have an upper bound of:

$$
\begin{equation*}
N_{n}+H_{n}+n . \tag{6.9}
\end{equation*}
$$

Suppose a given tree $T$ has $N$ codes and its height is $M$. We perform the optimization of $T$ according to Algorithm 4.1. The shapes of subtrees change in general by the optimization. Since the height of a subtree increases by at most one by the subtree optimization, the height of a subtree does not exceed $2 M$ at any moment of the optimization. The numbers of leaves and external nodes are bounded by $N$ and $N+1$ respectively. Thus we have $n \leqq 2 M, N_{n} \leqq N$ and $H_{n}<N$ for all $n$. Hence by (6.8) the computation of a subtree optimization is bounded by about $2 M N^{2} \alpha+\left(2 M^{2}+N^{2}\right) \beta$. Thus summing this over $N$ subtrees we have an upper bound $2 M N^{3} \alpha+\left(2 M^{2} N+N^{3}\right) \beta$ to optimize a tree. Since $\alpha$ and $\beta$ are both $O(1)$ in practical situations, and further, from $\log N \leqq M \leqq L$ and $M$ is at most $O(N)$, this upper bound can be expressed as $O\left(N^{3} L\right)$. From (6.9) the storage is bounded by $O(N)$.

In case that $T$ is a prefix tree with the height $M$, we have only to compute and perform $\Delta[*, r]$ for each $r \in T$, and the number of C-tests is bounded by:

$$
\sum_{r \in T} \sum_{r \in T[r]}\left(\ell_{t}-\ell_{r}\right) \leqq \sum_{r \in T} N M \leqq N^{2} M .
$$

Since we have $M \leqq L$, the upper bound becomes $O\left(N^{2} L\right)$. The storage is $O(N)$. In particular, when $T$ is a full prefix tree with $N=2^{L}$, the order becomes $O\left(N^{2} \log N\right)$.
7. Conclusions. We have described properties of sequence trees. Necessary and sufficient conditions of optimum sequence trees are given. The following algorithms are shown: 1 . construction of an optimum tree from a given code set, 2. optimization of a given tree, 3. optimum insertion and 4. optimum deletion. The number of operations needed to optimize a tree using the bottom-up optimization algorithm is shown to be bounded by $O\left(N^{3} L\right)$, where $N$ and $L$ are the number of keys and the length of coded keys.

Another optimization problem, very similar to optimum sequence trees, is one about optimum search trees. Much research has been devoted to optimum search trees (see [2], [4] and [5]); however considerations in these papers are
limited to the construction of optimum trees. The transformations of search trees are considered in [6] only with the case of uniform weights. Investigations of optimum search trees from the standpoint of optimization algorithms seem unsatisfactory at the present time.

We have discussed binary trees; however it is obvious that every notion such as admissibility, p-sequence and regularity can be extended to general ( $M$-ary) trees without essential changes. Thus the results of this paper are valid also for $M$-ary trees.

As for unsuccessful searches [5], the "unsuccessful" notion of sequence trees does not correspond to that of search trees; the weights associated with external nodes do not mean the betweenness frequencies in the sense of search trees. However our results can be extended to unsuccessful searches if we slightly modify the formulation. In a sequence tree we may consider that unsuccessful searches are guided by "unsuccessful" codes. The empty nodes at the bottom of a prefix tree correspond to these codes. We call them unsuccessful codes (in short u-codes, while the members of a given code set $C$ are called s-codes). We assume that every code (including u-code) has its weight. Since an internal node with a u-code has no significance in searching, we consider trees where with every external node a set of admissible u-codes is associated and every internal node has an s-code (we call these trees extended packed trees). Thus the unsuccessful searches are taken into consideration, the cost of a tree $T$ can be defined by:

$$
|T|=\sum_{p: \text { internal }} \operatorname{wt}(p)(\operatorname{lev}(p)+1)+\sum_{v: e x t e r n a l} \operatorname{wt}(v)(\operatorname{lev}(v)),
$$

where the weight of an external node $v$ is defined by the sum of all weights of admissible u-codes of $v$. A shift operation $\pi: p_{0}, p_{1}, \cdots, p_{n}$ should be restricted so that either it originates from a leaf or it terminates at an external node and it should be modified. The s-codes at $p_{i}$ for $i=1, \cdots, n-1$ are moved as before, and furthermore the following two operations are performed as shown in Fig. 7.1:

1. join: The set of $u$-codes associated with $p_{0}$ in $\pi T$ is the join of the two sets of $u$-code associated with $v_{1}$ and $v_{2}$ in $T$.
2. fork: The set of $u$-codes associated with $p_{n}$ in $T$ is divided into two sets accordingly in $\pi T$.

Now for the transformations of extended packed trees, it suffices to consider the set of cycles and the shifts described above.

The effect of optimization for a code set can be measured by the "compression" index $\kappa$ defined by the ratio of the cost of an optimum tree to the average cost of random trees. According to our preliminary simulation with $L=10$ and $N=200$, the results are: with the uniform weights we have $\kappa \doteqdot 0.90$, while with the " $80-20$ " distribution rule [5] we have $\kappa \doteqdot 0.50$.

Some related open problems are as follows:

1. Changing the definition of the cost to the weighted leaf path length defined by

$$
|T|=\sum_{t} \mathrm{wt}(t)(\operatorname{lev}(t)+1)
$$



Fig. 7.1. Fork and join $W=W_{1}+W_{2}$
where $t$ is a leaf of a packed sequence tree $T$, which yields another optimization problem;
2. Theoretical and experimental evaluations of optimization procedures and effectiveness of the optimization;
3. Finding another optimization scheme, not the bottom-up one described here, having less operations;
4. Construction of nearly optimum trees with fewer operations.
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# A BEST POSSIBLE BOUND FOR THE WEIGHTED PATH LENGTH OF BINARY SEARCH TREES* 

KURT MEHLHORN $\dagger$


#### Abstract

The weighted path length of optimum binary search trees is bounded above by $\sum \beta_{i}+2 \sum \alpha_{j}+H$ where $H$ is the entropy of the frequency distribution, $\sum \beta_{i}$ is the total weight of the internal nodes, and $\sum \alpha_{j}$ is the total weight of the leaves. This bound is best possible. A linear time algorithm for constructing nearly optimal trees is described.


Key words. binary search tree, complexity, average search time, entropy

One of the popular methods for retrieving information by its "name" is to store the names in a binary tree. We are given $n$ names $B_{1}, B_{2}, \cdots, B_{n}$ and $2 n+1$ frequencies $\beta_{1}, \cdots, \beta_{n}, \alpha_{0}, \cdots, \alpha_{n}$ with $\sum \beta_{i}+\sum \alpha_{j}=1$. Here $\beta_{i}$ is the frequency of encountering name $B_{i}$, and $\alpha_{j}$ is the frequency of encountering a name which lies between $B_{j}$ and $B_{j+1}, \alpha_{0}$ and $\alpha_{n}$ have obvious interpretations [4].

A binary search tree $T$ for the names $B_{1}, B_{2}, \cdots, B_{n}$ is a tree with $n$ interior nodes (nodes having two sons), which we denote by circles, and $n+1$ leaves, which we denote by squares. The interior nodes are labeled with the $B_{i}$ in increasing order from left to right and the leaves are labeled with the intervals ( $\boldsymbol{B}_{j}, B_{j+1}$ ) in increasing order from left to right. Let $b_{i}$ be the distance of interior node $B_{i}$ from the root and let $a_{j}$ be the distance of leaf $\left(B_{j}, B_{j+1}\right)$ from the root. To retrieve a name $X, b_{i}+1$ comparisons are needed if $X=B_{i}$ and $a_{j}$ comparisons are required if $B_{j}<X<B_{j+1}$. Therefore we define the weighted path length of tree $T$ as:

$$
P=\sum_{i=1}^{n} \beta_{i}\left(b_{i}+1\right)+\sum_{j=0}^{n} \alpha_{j} a_{j}
$$

It is equal to the expected number of comparisons needed to retrieve a name.
In [4] D. E. Knuth gives an algorithm for constructing an optimum binary search tree, i.e., a tree with minimal weighted path length. His algorithm operates in $O\left(n^{2}\right)$ units of time and $O\left(n^{2}\right)$ units of space. In [6] we discuss the following "rule of thumb" for constructing nearly optimal binary search trees: choose the root so as to equalize the total weight of the left and right subtree as much as possible, then proceed recursively. The weighted path length of a tree constructed according to this rule is bounded above by $2+1.44 \cdot H$, where $H=$ $\sum \beta_{i} \log \left(1 / \beta_{i}\right)+\sum \alpha_{j} \log \left(1 / \alpha_{j}\right)$ is the entropy of the frequency distribution. This bound was recently improved by P. J. Bayer [1] to $2+H$. Here we discuss a different rule of thumb suggested by [3] and prove the upper bound $1+\sum \alpha_{j}+H$ for the weighted path length. This bound is best possible.

The rule presented here as well as the rules described in [6] can be implemented to work in linear time and space ([2]).

[^39]We describe and analyze an approximation algorithm. The algorithm constructs binary search trees in a top-down fashion. It uses bisection on the set

$$
\left\{s_{i} ; s_{i}=\sum_{p=0}^{i-1}\left(\alpha_{p}+\beta_{p}\right)+\beta_{i}+\frac{\alpha_{i}}{2} \quad \text { and } \quad 0 \leqq i \leqq n\right\},
$$

i.e., the root $(\mathbb{k})$ is determined such that $s_{k-1} \leqq \frac{1}{2}$ and $s_{k} \geqq \frac{1}{2}$. It then proceeds recursively on the subsets $\left\{s_{i} ; i \leqq k-1\right\}$ and $\left\{s_{i} ; i \geqq k\right\}$. In the definition of the $s_{i}$ 's we assumed $\beta_{0}=0$ for ease of writing. The main program
begin
let $s_{i} \leftarrow \sum_{p=0}^{i-1}\left(\alpha_{p}+\beta_{p}\right)+\beta_{i}+\alpha_{i} / 2$ for $0 \leqq i \leqq n$;
construct-tree ( $0, n, 0,1$ )
end
uses the recursive procedure construct-tree:
procedure construct-tree ( $i, j, c u t, l$ );
comment we assume that the actual parameters of any call of construct-tree satisfy the following conditions.
(1) $i$ and $j$ are integers with $0 \leqq i<j \leqq n$,
(2) $l$ is an integer with $l \geqq 1$,
(3) cut $=\sum_{p=1}^{l-1} x_{p} 2^{-P}$ with $x_{p} \in\{0,1\}$ for all $p$,
(4) cut $\leqq s_{i} \leqq s_{j} \leqq c u t+2^{-l+1}$.

A call construct-tree $(i, j,-,-$,$) will construct a binary search tree for the nodes$ $i+1, \cdots,(j)$ and the leaves $i, \cdots,[j]$;

## begin

if $i+1=j$ (Case A)
then return the tree shown in Fig. 1.
else comment we determine the root so as to bisect the interval
(cut, cut $+2^{-l+1}$ )
begin
determine $k$ such that
(5) $i<k \leqq j$
(6) $k=i+1$ or $s_{k-1} \leqq c u t+2^{-l}$
(7) $k=j$ or $s_{k} \geqq c u t+2^{-l}$
comment $k$ exists because the actual parameters are supposed to satisfy
condition (4);
if $k=i+1$ (Case B)
then return the tree shown in Fig. 2;
if $k=j$ (Case C)
then return the tree shown in Fig. 3;
if $i+1<k<j$ (Case D)
then return the tree shown in Fig. 4;
end
end procedure construct-tree;


Fig. 1


Fig. 2


Fig. 3

construct-tree ( $i, k-1$, cut, $l+1$ )
construct-tree $\left(k, j\right.$, cut $\left.+2^{-l}, l+1\right)$
Fig. 4
Lemma. The approximation algorithm constructs a binary search tree whose weighted path length $P_{\text {approx }}$ is bounded above by $1+\sum \alpha_{j}+H$.

Proof. We state several simple facts.
FAct 1. If the actual parameters of a call construct-tree ( $i, j$, cut, $l$ ) satisfy conditions (1) to (4) and $i+1 \neq j$, then a $k$ satisfying conditions (5) to (7) exists and the actual parameters of the recursive calls of construct-tree initiated by this call again satisfy conditions (1) to (4).

Proof. Assume that the parameters satisfy conditions (1) to (4) and that $i+1 \neq j$. In particular, cut $\leqq s_{j} \leqq c u t+2^{-l+1}$. Suppose, that there is no $k, i<k \leqq j$, with $s_{k-1} \leqq c u t+2^{-l}$ and $s_{k} \geqq c u t+2^{-l}$. Then either for all $k, i<k \leqq j, s_{k}<c u t+2^{-l}$ or for all $k, i<k \leqq j, s_{k}>c u t+2^{-l}$. In the first case $k=j$ satisfies (6) and (7), in the
second case $k=i+1$ satisfies (6) and (7). This shows that $k$ always exists. It remains to show that the parameters of the recursive calls satisfy again (1) and (4). This follows immediately from the fact that $k$ satisfies (5) to (7) and that $i+1 \neq j$ and hence $s_{k} \geqq c u t+2^{-l}$ in Case B and $s_{k-1} \leqq c u t+2^{-l}$ in Case C. Q.E.D.
$\mathrm{F}_{\mathrm{ACt}} 2$. The actual parameters of every call of construct-tree satisfy conditions (1) to (4) (if the arguments of the top-level call do).

Proof. The proof is by induction, Fact 1 and the observation that the actual parameters of the top-level call construct-tree $(0, n, 0,1)$ satisfy (1) to (4). Q.E.D.

We say that node ( $h$ (leaf $\lfloor h$ resp.) is constructed by the call construct-tree $(i, j, c u t, l)$ if $h=j(h=i$ or $h=j)$ and Case A is taken or if $h=i+1(h=i)$ and Case B is taken or if $h=j(h=j)$ and Case C is taken or if $h=k$ and Case D is taken. Let $b_{i}$ be the depth of node $(i)$ and let $a_{j}$ be the depth of leaf $[j]$ in the tree returned by the call construct-tree $(0, n, 0,1)$.

Fact 3. If node (h) (leaf [h] is constructed by the call construct-tree $(i, j, c u t, l)$, then $b_{h}+1=l\left(a_{h}=l\right)$.

Proof. The proof is by induction on $l$.
Fact 4. If node (h) (leaf (h) is constructed by the call construct-tree $(i, j$, cut, $l)$, then $\beta_{h} \leqq 2^{-l+1}\left(\alpha_{h} \leqq 2^{-l+2}\right)$.

Proof. The actual parameters of the call satisfy condition (4) by Fact 2. Thus

$$
\begin{aligned}
2^{-l+1} \geqq s_{j}-s_{i} & =\left(\alpha_{i}+\alpha_{j}\right) / 2+\beta_{i+1}+\alpha_{i+1}+\cdots+\beta_{j} \\
& \geqq \beta_{h}\left(\operatorname{resp} . \alpha_{h} / s\right) .
\end{aligned} \quad \text { Q.E.D. } \quad \text {. }
$$

Fact 5. The weighted path length $P_{\text {approx }}$ of the tree constructed by the approximation algorithm is bounded above by $\sum \beta_{j}+2 \sum \alpha_{j}+H$.

Proof.

$$
\begin{aligned}
P_{\text {approx }} & =\sum \beta_{i}\left(b_{i}+1\right)+\sum \alpha_{j} a_{j} \\
& \leqq \sum \beta_{i}\left(\log \left(1 / \beta_{i}\right)+1\right)+\sum \alpha_{j}\left(\log \left(1 / \alpha_{j}\right)+2\right) \\
& \leqq \sum \beta_{j}+2 \cdot \sum \alpha_{j}+H .
\end{aligned}
$$

Q.E.D.

THEOREM. Let $\alpha_{0}, \beta_{1}, \alpha_{1}, \cdots, \beta_{n}, \alpha_{n}$ be any frequency distribution, let $P_{\text {opt }}$ be the weighted path length of the optimum binary search tree for this distribution, let $P_{\text {approx }}$ be the weighted path length of the tree constructed by the approximation algorithm, and let $H=-\sum \beta_{i} \log \beta_{i}-\sum \alpha_{j} \log \alpha_{j}$ be the entropy of the frequency distribution. Then

$$
P_{\mathrm{opt}} \leqq P_{\mathrm{approx}} \leqq \sum \beta_{j}+2 \cdot \sum \alpha_{j}+H
$$

Furthermore, this upper bound is the best possible in the following sense: if $c_{1} \sum \beta_{i}+c_{2} \sum \alpha_{j}+c_{3} \cdot$ His an upper bound for $P_{\mathrm{opt}}$, then $c_{1} \geqq 1, c_{2} \geqq 2$, and $c_{3} \geqq 1$.

Proof. The first part of the theorem follows from the preceding lemma. The second part is proven by exhibiting suitable frequency distributions:

$$
\begin{aligned}
& c_{1} \geqq 1 \text { : Take } n=1, \alpha_{0}=\alpha_{1}=0 \text { and } \beta_{1}=1 . \\
& c_{2} \geqq 2 \text { : Take } n=2, \alpha_{0}=\alpha_{2}=\beta_{1}=\beta_{2}=0, \alpha_{1}=1 . \\
& c_{3} \geqq 1 \text { : Take } n=2^{k}-1, \beta_{1}=0 \text { for all } i \text { and } \alpha_{j}=2^{-k} \text { for all } j .
\end{aligned}
$$

It is easy to see that the complete binary tree is the optimal binary search tree for this distribution. Thus

$$
H=\log (n+1)=k=\sum_{\text {leaves }}\left(1 / 2^{k}\right) \cdot k=P_{\mathrm{opt}}
$$
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# QUICKSORT WITH EQUAL KEYS* 
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#### Abstract

This paper considers the problem of implementing and analyzing a Quicksort program when equal keys are likely to be present in the file to be sorted. Upper and lower bounds are derived on the average number of comparisons needed by any Quicksort program when equal keys are present. It is shown that, of the three strategies which have been suggested for dealing with equal keys, the method of always stopping the scanning pointers on keys equal to the partitioning element performs best.
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Introduction. The Quicksort algorithm, which was introduced by C. A. R. Hoare in 1960 [6], [7], has gained wide acceptance as the most efficient general-purpose sorting method suitable for use on computers. The algorithm has a rich history: many modifications have been suggested to improve its performance, and exact formulas have been derived describing the time and space requirements of the most important variants [7], [9], [14].

Although most files to be sorted contain at least some equal keys and sorting programs must always deal with them properly, it is generally considered reasonable to assume in the analysis that the keys are distinct. This assumption is fundamental to the analysis of nearly all sorting programs, and it is very often realistic. In any situation where the number of possible key values far exceeds the number of keys to be sorted, the probability that equal keys are present will be very small. However, if the number of possible key values is not large, or if there is some other information about the file which indicates that equal keys are likely to be present, then the performance of many sorting programs, including Quicksort, has not been carefully studied.

The purpose of this paper, then, is to investigate the performance of Quicksort when equal keys are present. The following section describes the algorithm and its analysis for distinct keys. Next, lower and upper bounds are derived for the average number of comparisons taken when equal keys are present. Following that, we shall consider, from a practical standpoint, the problem of implementing a version of Quicksort to handle equal keys. Finally we shall compare the various methods and discover which is the most useful in practical sorting applications.

1. Distinct keys. Suppose that an array of keys $A[1], \cdots, A[N]$ is to be rearranged to make

$$
A[1]<A[2]<\cdots<A[N],
$$

where the order relation $<$ is any transitive relation whatever defined on all the keys.

[^40]Quicksort is a "divide and conquer" approach to this problem. For some key with value $v$, the file is rearranged so that $A[j]=v$ for some $j, 1 \leqq j \leqq N$, all of the keys to the left of $A[j]$ are $<v$ and all of the keys to the right of $A[j]$ are $>v$. This process is called partitioning, and it turns out that it can be performed efficiently. After partitioning, the key $A[j]$ is in its final position in the sorted file and need not be considered further. If the same procedure is applied recursively to the subfiles $A[1], \cdots, A[j-1]$ and $A[j+1], \cdots, A[N]$, then the whole file becomes sorted. The following program is an implementation of the method, and the partitioning process is spelled out explicitly.

Program 1.
procedure quicksort (integer value $l, r$ );
comment The array $A$ is declared to be $A[1: N+1]$; with $A[N+1]=\infty$; if $r>l$ then
$i:=l ; j:=r+1 ; v:=A[l]$
loop:
loop: $i:=i+1$; while $A[i]<v$ repeat;
loop: $j:=j-1$; while $A[j]>v$ repeat;
until $j<i$ :
$A[i]:=: A[j] ;$
repeat;
$A[l]:=: A[j]$;
quicksort $(l, j-1)$;
quicksort( $i, r$ );
endif;
(This program uses an exchange operator $:=$, and the control constructs loop $\cdots$ repeat and if $\cdots$ then $\cdots$ endif, which are like those described by D. E. Knuth in [10].) The leftmost element is chosen as the partitioning element, and then the rest of the array is partitioned on that value. This is done by scanning from the left to find an element $>v$, scanning from the right to find an element $<v$, exchanging them, and continuing the process until the scanning pointers cross. The loop always terminates with $j+1=i$, and it is known at that point that $A[l+1], \cdots, A[j]$ are $<v$ and $A[j+1], \cdots, A[r]$ are $>v$, so that the exchange $A[l]:=: A[j]$ completes the job of partitioning $A[l], \cdots, A[r]$. The procedure call "quicksort $(1, N)$ " will therefore sort $A[1], \cdots, A[N]$. Figure 1 shows the operation of the program on the first 9 distinct digits of $\pi$.

| 3 | 1 | 4 | 5 | 9 | 2 | 6 | 8 | 7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 1 | $(3)$ | 5 | 9 | 4 | 6 | 8 | 7 |
| 1 | $(2)$ |  |  |  |  |  |  |  |
|  |  |  | 4 | $(5)$ | 9 | 6 | 8 | 7 |
|  |  |  |  |  | 7 | 6 | 8 | 7 |
|  |  |  |  |  | 6 | $(7)$ | 8 |  |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |

A number of different partitioning methods have been suggested for the implementation of Quicksort, and the particular method described above is
motivated fully in [14]. There are, however, some facets of the implementation which should be noted here.

The loops which implement the pointer scans are the "inner loops" of the program-most of the execution time is spent there. (This fact comes from the analysis, which is discussed more fully below.) Some efficiency is achieved in the inner loops by introducing two redundant comparisons to avoid the necessity for checking if the pointers have crossed each time a pointer is changed. The last comparison in each of the loops is redundant: the last $i:=i+1$ makes $i=j$ and it is known that $A[j]>v$ at that point (provided that $A[N+1]$ is greater than all the other keys-this is the meaning of the notation $A[N+1]=\infty$ ); the last $j:=j-1$ makes $j=i-1$ and it is known that $A[i-1] \leqq v$ at that point. Program 1 uses $N+1$ comparisons on the first partitioning stage when only $N-1$ are absolutely necessary, but its inner loop is much more efficient as a result.

Although the above program gives a very efficient implementation of partitioning, there are a number of ways that the program as a whole can be made more efficient. It turns out that efficiency can be gained by choosing the partitioning element based on a small sample from the file; by removing the recursion and always sorting the smaller of the two subfiles first; and especially by handling small subfiles differently. All of these improvements are documented in [9] and [14], and they apply uniformly to all of the programs that we will consider.

We can derive exact formulas for the total average running time of Quicksort by solving recurrence relations which describe the average number of times the various statements in the program are executed. In this paper, we shall be concerned chiefly with the average number of comparisons: the average number of times the tests " $A[i]<v$ " and " $A[j]>v$ " are performed during the execution of Program 1 on a randomly ordered input file. If we denote this quantity by $C_{N}$, we find that it is described by the recurrence

$$
\begin{aligned}
C_{N} & =N+1+\frac{1}{N} \sum_{1 \leqq k \leqq N}\left(C_{k-1}+C_{N-k}\right), \quad N \geqq 2 \\
& =N+1+\frac{2}{N} \sum_{1 \leqq k \leqq N} C_{k-1}
\end{aligned}
$$

with $C_{0}=C_{1}=0$. The $N+1$ term represents the number of comparisons used on the first partitioning stage, and the other term represents the average number of comparisons used for the subfiles. By writing this recurrence, we have made the important assumption that the partitioning process preserves randomness in the subfiles: if the original file is a random permutation of its elements, then the left and right subfiles will also have this property. It is easy to prove that the partitioning method in Program 1 preserves randomness, but there are partitioning methods which do not (see [10], [14]).

To solve the recurrence, we first multiply by $N$ and then eliminate the summation by differencing (subtracting the same equation for $N-1$ ). After rearranging terms, we get

$$
N C_{N}=(N+1) C_{N-1}+2 N, \quad N \geqq 3,
$$

which, after we divide by $N(N+1)$, telescopes to the solution

$$
\frac{C_{N}}{N+1}=\frac{C_{2}}{3}+\sum_{3 \leqq k \leqq N} \frac{2}{k+1}
$$

or

$$
C_{N}=2(N+1)\left(H_{N+1}-\frac{4}{3}\right), \quad N \geqq 2
$$

This shows that Quicksort achieves the theoretical minimum of $O(N \log N)$ comparisons on the average. In a similar fashion, the average number of times each of the other statements in Program 1 is executed can be calculated exactly. If the time taken to execute each statement is also known, then we can get an exact formula for the total expected running time of Program 1 (see [9] and [14]).

In studying the performance of Quicksort with equal keys, we will deal chiefly with the average number of comparisons, not with the total running time. Analysis shows that the comparisons do dominate (though there is about one exchange for every three comparisons) and the calculations become tedious when dealing with the total running time. We will be comparing the relative performance of a number of very similar variants of Quicksort, and we can be fairly certain that conclusions that we draw based on the number of comparisons will carry through to the total running time. It is nearly always the case that if one version of Quicksort uses a lower number of comparisons than another, then the frequencies of execution of all of the other instructions are also lower.

It is intuitive that Quicksort performs best when the partition happens to be near the middle of the file at each stage, and worst when the partition falls near the ends. (The exact analysis of the best and worst case for practical versions of the program is interesting and complex, but not particularly relevant to the study of Quicksort with equal keys.) For Program 1, it turns out that the worst case for the number of comparisons (and for the whole algorithm) occurs when the file is already in order, and partitioning does nothing but take one key from the left end of the file at each stage. The total number of comparisons in this case is $\sum_{2 \leqq k \leqq N}(k+1)=\frac{1}{2}(N+4)(N-1)$. This $O\left(N^{2}\right)$ worst case is often viewed as Quicksort's weakness, but there are many ways to avoid it in practical situations. It will be a concern when we begin to consider equal keys. On the other hand, the best case occurs when the file is split exactly in half at each stage, and the total number of comparisons taken turns out to be less than $N \lg N\left(\lg \equiv \log _{2}\right)$. A complete discussion and derivations of exact upper and lower bounds for Quicksort may be found in [14].

In summary, the operation of Quicksort on files of distinct keys is very completely understood. Unfortunately, few of the results carry over to the case when equal keys are present. Before examining the question of actually implementing a program to handle equal keys properly, let us look more carefully into the analysis, so that we may get some idea of how well we might expect to do.
2. Basic assumptions. The first problem that we face in trying to analyze any sorting method with equal keys is the formulation of an appropriate model describing the input file. Suppose that the $N$ keys to be sorted have $n$ distinct values. Since we only use the relative values of the keys in sorting, we may as well
assume that the values are $1,2, \cdots, n$. If we also know that there are $x_{1}$ ones, $x_{2}$ twos, etc., then we might consider each of the $N$ ! permutations of the multiset $\left\{x_{1} \cdot 1, x_{2} \cdot 2, \cdots, x_{n} \cdot n\right\}$ (where $x_{1}+\cdots+x_{n}=N$ ) to be equally likely as input files. If this additional information is not available, a second possibility would be to assume that each of the $n^{N}$ ways of making an input file of length $N$ from $n$ distinct values is equally likely. (Notice that many of the possible input files have less than $n$ distinct values in this model.) While one or the other of these models might be appropriate for some particular sorting applications, neither is entirely satisfactory as a general model. We shall work to some degree with both. When we speak of sorting a random permutation from a multiset, we will be referring to the first model; when we refer to a random n-ary file, we will be working with the second.

Now, if we wish to use Quicksort to sort a file containing equal keys, we must decide how to treat keys equal to the partitioning element during the partitioning process. Ideally, we would like to get all of them into position in the file, with all the keys with a smaller value to their left, and all the keys with a larger value to their right. Unfortunately, no efficient method for doing so has yet been devised, so we shall have some keys equal to the partitioning element in the left subfile and some in the right. We shall use the term Quicksort program to describe any program which sorts by recursively subdividing files of more than one element into three subfiles: a (nonempty) middle subfile whose elements are all equal to some value $j$; a left subfile with no elements $>j$; and a right subfile with no elements $<j$. The only further restrictions are that the value $s$ must be chosen by examining one element from the file, and that if the input file is randomly ordered, so must be the subfiles. With these assumptions, we can write down a recurrence for the average number of comparisons to sort a random permutation from the multiset $\left\{x_{1} \cdot 1, \cdots, x_{n} \cdot n\right\}$ (with $x_{1}+\cdots+x_{n}=N$ ) for any Quicksort program:

$$
\begin{aligned}
C\left(x_{1}, \cdots, x_{n}\right)= & N+1+\frac{1}{N!} \sum_{\substack{\text { all permutations } \\
\text { of }\left\{x_{1} \cdot 1, \cdots, x_{n} \cdot n\right\}}}\left(C\left(x_{1}, \cdots, x_{j-1}, \alpha\right)\right. \\
& \left.+C\left(\beta, x_{j+1}, \cdots, x_{n}\right)\right)
\end{aligned}
$$

(The notation $C\left(\beta, x_{j+1}, \cdots, x_{n}\right)$ is defined to mean $C(\beta)$ when $j=n$.) This formula assumes that $N+1$ comparisons are used in the first partitioning stage. The keys equal to the partitioning element are distributed among the subfiles in some way, as described by the parameters $\alpha$ and $\beta$, which are functions of the partitioning method and the particular permutation being sorted. (By assuming that at least one element is put in position, we are assuming that $\alpha+\beta<x_{j}$.) We will use various initial conditions in the derivations below to complete this recurrence.
3. Lower bounds. From this formula we can begin to derive a lower bound on the number of comparisons, for, as we have already noted, the best that we can do with any partitioning method is to get all of the keys equal to the partitioning element into position at each partitioning stage. If the partitioning element is chosen randomly, then each of the $x_{j}(N-1)$ ! permutations for which $j$ is the partitioning element will be divided into a left subfile which is a random permutation of $\left\{x_{1} \cdot 1, \cdots, x_{j-1} \cdot(j-1)\right\}$ and a right subfile which is a random permutation
of $\left\{x_{j+1} \cdot(j+1), \cdots, x_{n} \cdot n\right\}$. This means that a lower bound on the average number of comparisons used is certainly described by the recurrence

$$
C\left(x_{1}, \cdots, x_{n}\right)=N-1+\frac{1}{N} \sum_{1 \leqq j \leqq n} x_{j}\left(C\left(x_{1}, \cdots, x_{i-1}\right)+C\left(x_{j+1}, \cdots, x_{n}\right)\right)
$$

for $N$ and $n \geqq 1$, with $C(0)=C(1)=0$. (As remarked above, only $N-1$ comparisons are absolutely necessary for the first stage.) To solve this recurrence, we will try to eliminate the summation by differencing, as we did above. If we multiply both sides by $N$, and then subtract the same equation for $\left\{x_{2} \cdot 1, \cdots, x_{n} \cdot(n-1)\right\}$, we get

$$
\begin{aligned}
& \left(\sum_{1 \leqq j \leqq n} x_{j}\right) C\left(x_{1}, \cdots, x_{n}\right)-\left(\sum_{2 \leqq j \leqq n} x_{j}\right) C\left(x_{2}, \cdots, x_{n}\right) \\
& \quad=x_{1}^{2}-x_{1}+2 x_{1} \sum_{2 \leqq j \leqq n} x_{j}+x_{1} C\left(x_{2}, \cdots, x_{n}\right) \\
& \quad+\sum_{2 \leqq j \leqq n} x_{j}\left(C\left(x_{1}, \cdots, x_{j-1}\right)-C\left(x_{2}, \cdots, x_{i-1}\right)\right) \text { for } n \geqq 1 .
\end{aligned}
$$

After rearranging terms and defining $G\left(x_{1}, \cdots, x_{n}\right)=C\left(x_{1}, \cdots, x_{n}\right)$ $-C\left(x_{2}, \cdots, x_{n}\right)$, this equation becomes

$$
\begin{aligned}
\left(\sum_{1 \leqq j \leqq n} x_{i}\right) G\left(x_{1}, \cdots, x_{n}\right)= & x_{1}^{2}-x_{1}+2 x_{1} \sum_{2 \leqq j \leqq n} x_{j} \\
& +\sum_{2 \leqq j \leqq n} x_{j} G\left(x_{1}, \cdots, x_{j-1}\right) \quad \text { for } n \geqq 1 .
\end{aligned}
$$

Now we difference again, except this time we subtract the same equation for $\left\{x_{1} \cdot 1, x_{2} \cdot 2, \cdots, x_{n-1} \cdot(n-1)\right\}$ to yield

$$
\begin{aligned}
\left(\sum_{1 \leqq j \leqq n} x_{j}\right) G\left(x_{1}, \cdots, x_{n}\right) & -\left(\sum_{1 \leqq j \leqq n-1} x_{j}\right) G\left(x_{1}, \cdots, x_{n-1}\right) \\
& =2 x_{1} x_{n}+x_{n} G\left(x_{1}, \cdots, x_{n-1}\right) \text { for } n \geqq 2,
\end{aligned}
$$

or

$$
G\left(x_{1}, \cdots, x_{n}\right)=G\left(x_{1}, \cdots, x_{n-1}\right)+\frac{2 x_{1} x_{n}}{x_{1}+\cdots+x_{n}} .
$$

This equation telescopes to

$$
G\left(x_{1}, \cdots, x_{n}\right)=G\left(x_{1}\right)+\sum_{2 \leqq j \leqq n} \frac{2 x_{1} x_{j}}{x_{1}+\cdots+x_{j}}
$$

(This formula assumes that $x_{1} x_{j} /\left(x_{1}+\cdots+x_{j}\right)=0$ if $x_{1}=x_{j}=0$, even if $x_{2}, \cdots, x_{j-1}$ are also 0 . We shall adopt this convention throughout this paper.)

After substituting for $G$, we get another telescoping recurrence,

$$
C\left(x_{1}, \cdots, x_{n}\right)=C\left(x_{2}, \cdots, x_{n}\right)+C\left(x_{1}\right)+2 \sum_{2 \leqq j \leqq n} \frac{x_{1} x_{j}}{x_{1}+\cdots+x_{j}},
$$

which leads to the result

$$
C\left(x_{1}, \cdots, x_{n}\right)=\sum_{1 \leqq j \leqq n} C\left(x_{j}\right)+2 \sum_{1 \leqq k<j \leqq n} \frac{x_{k} x_{j}}{x_{k}+\cdots+x_{j}} .
$$

This derivation was suggested by the analysis given by Burge [3] for a similar problem which we will discuss below. The formula is surprisingly simple, and it can tell us exactly how well we can expect to do in a variety of situations. For example, if $x_{j}=x$ for $1 \leqq j \leqq n$, then we have

$$
\begin{aligned}
C(x, \cdots, x) & =N-n+2 \sum_{1 \leqq k<j \leqq n} \frac{x}{j-k+1} \\
& =N-n+2 \frac{N}{n} \sum_{1<j \leqq n} \sum_{1<k \leqq j} \frac{1}{k} \\
& =N-n+2 \frac{N}{n} \sum_{1<k \leqq n} \frac{n-k+1}{k} \\
& =2(1+1 / n) N H_{n}-3 N-n .
\end{aligned}
$$

If we take $x=1$ (and therefore $n=N$ ), then we have analyzed Program 1 with distinct keys, and this result differs from the answer in the previous section only because we used the lower bound of $N-1$ comparisons for the first partitioning stage.

We can proceed further, and use the general result for a random permutation of a multiset to derive a lower bound for a random $n$-ary file. If $C_{N n}$ is defined to be the average number of comparisons taken by a Quicksort program on random $n$-ary files of length $N$, then we have

$$
C_{N n}=\frac{1}{n^{N}} \sum_{x_{1}+\cdots+x_{n}=N}\binom{N}{x_{1}, \cdots, x_{n}} C\left(x_{1}, \cdots, x_{n}\right)
$$

This is true because the probability that a given input is a permutation of a particular multiset $\left\{x_{1} \cdot 1, \cdots, x_{n} \cdot n\right\}$ is

$$
\frac{1}{n^{N}}\binom{N}{x_{1}, \cdots, x_{n}}
$$

Therefore, our lower bound is given by

$$
\frac{1}{n^{N}} \sum_{x_{1}+\cdots+x_{n}=N}\binom{N}{x_{1}, \cdots, x_{n}}\left(\sum_{1 \leqq k \leqq n} C\left(x_{k}\right)+2 \sum_{1 \leqq k<j \leqq n} \frac{x_{k} x_{j}}{x_{k}+\cdots+x_{j}}\right) .
$$

The first term is easy to evaluate, since $C\left(x_{k}\right)=x_{k}-1$ for $x_{k}>0$ and $C(0)=0$. We
have

$$
\begin{aligned}
\frac{1}{n^{N}} \sum_{x_{1}+\cdots+x_{n}=N}\binom{N}{x_{1}, \cdots, x_{n}} & \sum_{1 \leqq k \leqq n} C\left(x_{k}\right) \\
& =\frac{1}{n^{N}} \sum_{x_{1}+\cdots+x_{n}=N}\binom{N}{x_{1}, \cdots, x_{n}} \sum_{1 \leqq k \leqq n}\left(x_{k}-1+\delta_{x_{k} 0}\right) \\
& =N-n+\frac{1}{n^{N}} \sum_{1 \leqq k \leqq n} \sum_{\substack{x_{1}+\cdots+x_{n}=N \\
x_{k}=0}}\binom{N}{x_{1}, \cdots, x_{n}} \\
& =N-n+(n-1)^{N} / n^{N-1} \\
& =N-n+n(1-1 / n)^{N} .
\end{aligned}
$$

The second term is more difficult, but it can also be simplified through the use of the multinomial theorem. After interchanging the order of summation, we have

$$
\frac{2}{n^{N}} \sum_{1 \leqq k<j \leqq n x_{1}+\cdots+x_{n}=N}\binom{N}{x_{1}, \cdots, x_{n}} \frac{x_{k} x_{j}}{x_{k}+\cdots+x_{j}} .
$$

The first step is to split the sum and the multinomial coefficient in two parts:

$$
\frac{2}{n^{N}} \sum_{1 \leqq k<j \leqq n} \sum_{x_{1}+\cdots+x_{k-1}+i+x_{j+1}+\cdots+x_{n}=N}\binom{N}{x_{1}, \cdots, x_{k-1}, i, x_{j+1}, \cdots, x_{n}}
$$

(Here we have also taken note of the.fact that all of the terms with $x_{k}$ or $x_{j}=0$ vanish.) Now,

$$
\binom{i}{x_{k}, \cdots, x_{j}} \frac{x_{k} x_{j}}{i}=(i-1)\binom{i-2}{x_{k}-1, x_{k+1}, \cdots, x_{j-1}, x_{j}-1},
$$

so we can apply the multinomial theorem to the innermost sum, which leaves us with

$$
\begin{array}{r}
\frac{2}{n^{N}} \sum_{1 \leqq k<j \leqq n} \sum_{x_{1}+\cdots+x_{k-1}+i+x_{j+1}+\cdots+x_{n}=N}^{i \geqq 2}< \\
(i-1)\binom{N}{x_{1}, \cdots, x_{k-1}, i, x_{j+1}, \cdots, x_{n}} \\
\cdot(j-k+1)^{i-2} .
\end{array}
$$

The inner sum now reduces to three terms, one for the case $i=0$ and two more resulting from splitting the first factor, all of which can be evaluated with the
multinomial theorem. We have

$$
\begin{aligned}
& \sum_{\substack{x_{1}+\cdots+x_{k-1}+i+x_{j+1}+\cdots+x_{n}=N \\
i \geqq 1}} i\binom{N}{x_{1}, \cdots, x_{k-1}, i, x_{j+1}, \cdots, x_{n}}(j-k+1)^{i-2} \\
&=N \sum\binom{N-1}{x_{1}, \cdots, i-1, x_{j+1}, \cdots, x_{n}}(j-k+1)^{i-2} \\
&=\frac{N}{j-k+1} n^{N-1}
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{x_{1}+\cdots+x_{k-1}+i+x_{j+1}+\cdots+x_{n}=N}\binom{N}{x_{1}, \cdots, x_{k-1}, i, x_{j+1}, \cdots, x_{n}}(j-k+1)^{i-2} & \\
& =\frac{1}{(j-k+1)^{2}} n^{N}
\end{aligned}
$$

and finally

$$
\begin{aligned}
& \frac{1}{(j-k+1)^{2}} \sum_{x_{1}+\cdots+x_{k-1}+x_{j+1}+\cdots+x_{n}=N}\left(\begin{array}{c}
N \\
x_{1}, \cdots, \\
x_{k-1}, x_{j+1}, \cdots, x_{n}
\end{array}\right) \\
&=\frac{1}{(j-k+1)^{2}}(n-j+k-1)^{N} .
\end{aligned}
$$

Substituting all of these into our expression for the lower bound, we have simplified it to

$$
\begin{aligned}
& N-n+n\left(1-\frac{1}{n}\right)^{N}+2 \sum_{1 \leqq k<j \leqq n}\left(\frac{N}{n} \frac{1}{j-k+1}-\frac{1}{(j-k+1)^{2}}\right. \\
&\left.\quad+\frac{1}{(j-k+1)^{2}}\left(1-\frac{j-k+1}{n}\right)^{M}\right) .
\end{aligned}
$$

As we saw when we evaluated $C(x, \cdots, x)$, we know that

$$
\sum_{1 \leqq k<j \leqq n} f(j-k+1)=\sum_{1<j \leqq n} \sum_{1<k \leqq j} f(k)=\sum_{1<k \leqq n}(n-k+1) f(k),
$$

so we now have

$$
N-n+n\left(1-\frac{1}{n}\right)^{N}+2 \sum_{1<k \leqq n}(n-k+1)\left(\frac{N}{n} \frac{1}{k}-\frac{1}{k^{2}}+\frac{1}{k^{2}}\left(1-\frac{k}{n}\right)^{\mathrm{M}}\right) .
$$

This sum appears difficult to evaluate explicitly, mainly because of the last term. However, we may use this expression to prove:

Theorem 1. Any Quicksort program must require, on the average, at least

$$
N-n+2 \sum_{1 \leqq k<j \leqq n} \frac{x_{k} x_{j}}{x_{k}+\cdots+x_{j}}
$$

comparisons to sort a random permutation of the multiset $\left\{x_{1} \cdot 1, \cdots, x_{n} \cdot n\right\}$ (where
$\left.x_{1}+\cdots+x_{n}=N\right)$ and at least

$$
2 N(1+1 / n) H_{n}-3(N+n)
$$

or, for large $n$, at least

$$
2(N+1) H_{N}-4 N+2(N / n)\left(H_{N}-1\right)+O\left(N^{3} / n^{2}\right)
$$

comparisons to sort a random $n$-ary file of length $N$.
Proof. The result for multisets is proved in the discussion above, except that the theorem avoids some complications by using the fact that $\sum_{1 \leqq k \leqq n} C\left(x_{i}\right)=$ $\sum_{1 \leqq k \leqq n}\left(x_{k}+1+\delta_{x_{k} 0}\right)>N-n$.

To prove the results for $n$-ary files, we follow the discussion above and start with the expression

$$
N-n+n\left(1-\frac{1}{n}\right)^{N}+2 \sum_{1<k \leqq n}(n-k+1)\left(\frac{N}{n} \frac{1}{k}+\frac{1}{k^{2}}+\frac{1}{k^{2}}\left(1-\frac{k}{n}\right)^{N}\right) .
$$

The first sum obviously evaluates to $2 N(1+1 / n)\left(H_{n}-1\right)-2 N(1-1 / n)$, as above; the second sum can be bounded by noticing that

$$
\sum_{1<k \leqq n} \frac{n-k+1}{k^{2}}=(n+1) \sum_{1 \leqq k \leqq n} \frac{1}{k^{2}}-n-H_{n}<n,
$$

since $\sum_{1 \leqq k \leqq n}\left(1 / k^{2}\right)<\sum_{k \geqq 1}\left(1 / k^{2}\right)=\pi^{2} / 6$; and the third sum is even smaller in absolute value than the second, so it won't weaken our bound much to ignore it. If these expressions are all substituted in, and the $n(1-1 / n)^{N}$ term is also ignored, we get the expression $2 N(1+1 / N) H_{n}-3(N+n)$, as desired.

For large values of $n$, we can get a somewhat better bound, if we are content with an asymptotic answer. For example, the binomial theorem tells us that

$$
\begin{aligned}
N-n+n\left(1-\frac{1}{n}\right)^{N}=N-n+n \sum_{0 \leqq i \leqq N}\binom{N}{i}\left(-\frac{1}{n}\right)^{i} & =\sum_{1<i \leqq N}\binom{N}{i} \frac{(-1)^{i}}{n^{i-1}} \\
& =\frac{1}{n}\binom{N}{2}+O\left(\frac{N^{3}}{n^{2}}\right) .
\end{aligned}
$$

The notation $O\left(N^{3} / n^{2}\right)$ can be assigned a precise meaning, but here it will suffice to say that the terms represented by this notation can be ignored for $n \gg N$. Now, to evaluate the sum, we begin in the same way, applying the binomial theorem to get

$$
-\frac{1}{k^{2}}+\frac{N}{n} \frac{1}{k}+\frac{1}{k^{2}}\left(1-\frac{k}{n}\right)^{N}=\sum_{1<i \leqq N}\binom{N}{i}\left(-\frac{1}{n}\right)^{i} k^{i-2}
$$

After rearranging terms slightly, our lower bound becomes

$$
2 \sum_{1 \leqq k \leqq n}(n-k+1) \sum_{1<i \leqq N}\binom{N}{i} \frac{k^{i-2}(-1)^{i}}{n^{i}}-\frac{1}{n}\binom{N}{2}+O\left(\frac{N^{3}}{n^{2}}\right) .
$$

Now, we know from Euler's summation formula that

$$
\sum_{1 \leqq k \leqq n} k^{i-2}=\frac{n^{i-1}}{i-1}+\sum_{1 \leqq j \leqq i-2} \frac{B_{j}}{j}\binom{i-2}{j-1} n^{i-j-1},
$$

where $B_{j}$ are the Bernoulli numbers. Therefore,

$$
\begin{aligned}
& 2(n+1) \sum_{1 \leqq k \leqq n} \sum_{1<i \leqq N}\binom{N}{i} \frac{k^{i-2}(-1)^{i}}{n^{i}} \\
& =2(n+1) \sum_{1 \leqq j \leqq N-2} \frac{B_{j}}{j n^{j+1}} \sum_{j+2 \leqq i \leqq N}\binom{N}{i}\binom{i-2}{j-1}(-1)^{i} \\
& \quad+2\left(1+\frac{1}{n}\right) \sum_{1<i \leqq N}\binom{N}{i} \frac{(-1)^{i}}{i-1} \\
& =2(n+1) \sum_{1 \leqq j \leqq N-2} \frac{B_{j}}{j n^{j+1}}(-1)^{j+1}\left(N-j-\binom{N}{j+1}\right) \\
& \\
& \quad+2\left(1+\frac{1}{n}\right) \sum_{1<i \leqq N}\binom{N}{i} \frac{(-1)^{i}}{i-1} \\
& = \\
& 2\left(1+\frac{1}{n}\right) \sum_{1<i \leqq N}\binom{N}{i} \frac{(-1)^{i}}{i-1}-\frac{1}{n}\left(N-1-\binom{N}{2}\right)+O\left(\frac{N^{3}}{n^{2}}\right) .
\end{aligned}
$$

(The inner sum evaluated on the second line of this derivation is tricky, but involves only elementary identities from Knuth [8, § 1.2.6].) Similarly, we find that

$$
2 \sum_{1 \leqq k \leq n} \sum_{1<i \leq N}\binom{N}{i} \frac{k^{i-1}(-1)^{i}}{n^{i}}=2 \sum_{1<i \leqq N}\binom{N}{i} \frac{(-1)^{i}}{i}-\frac{N-1}{n}+O\left(\frac{N^{2}}{n^{2}}\right) .
$$

Putting these results together gives a rather simple expression for our lower bound:

$$
2\left(1+\frac{1}{n}\right) \sum_{1<i \leqq N}\binom{N}{i} \frac{(-1)^{i}}{i-1}+2 \sum_{1<i \leqq N}\binom{N}{i} \frac{(-1)^{i}}{i}+O\left(\frac{N^{3}}{n^{2}}\right)
$$

Finally, we can evaluate these sums by applying an identity given by Knuth [8, §1.2.7, Ex. 13].

$$
\sum_{1 \leqq i \leqq n} \frac{x^{i}}{i}=H_{n}+\sum_{1 \leqq k \leqq n}\binom{n}{k} \frac{(x-1)^{k}}{k}
$$

If we take $x=0$ in this formula, we get an identity for evaluating our first sum; if we integrate the equation from 0 to $t$, we get

$$
\sum_{1 \leqq i \leqq n} \frac{t^{i+1}}{i(i+1)}=H_{n} t+\sum_{1 \leqq k \leqq n}\binom{n}{k} \frac{(t-1)^{k+1}}{k(k+1)}-\sum_{1 \leqq k \leqq n}\binom{n}{k} \frac{(-1)^{k+1}}{k(k+1)},
$$

which, evaluated at $t=1$, gives an identity for evaluating our second sum. The stated result follows immediately.

The lower bounds given in Theorem 1 are particularly weak for small values of $n$. For example, when $n=2$, they grow linearly with $N$. As we will see, many practical implementations of Quicksort do not do so well for binary files. In fact, many implementations use $O\left(N^{2}\right)$ comparisons for binary files, and we can raise our lower bound for such programs.

Corollary. If a Quicksort program requires, on the average, more than $\alpha\binom{N}{2}$ comparisons for unary or binary files of length $N$, then it will require at least

$$
2 N\left(n+\frac{1}{n}\right) H_{n}-4 N-3 n+\left(1-\frac{1}{n}\right) \frac{\alpha}{n}\binom{N}{2}
$$

comparisons on the average, for $n$-ary files of length $N$.
Proof. The result for unary files follows directly by not evaluating $C\left(x_{k}\right)$ immediately in the derivation of Theorem 1: the bound is just

$$
\left.C_{N n}>\frac{1}{n^{N}} \sum_{1 \leqq k \leqq n x_{1}+\cdots+x_{n}=N} \sum_{\substack{N \\ x_{1}, \cdots, x_{n}}}\right) C\left(x_{k}\right)+2 N\left(1+\frac{1}{n}\right) H_{n}-4 N-2 n .
$$

To bound this ferm, we shall use the general identity

$$
\begin{aligned}
& \frac{1}{n^{N}} \sum_{x_{1}+\cdots+x_{n}=N}\binom{N}{x_{1}, \cdots, x_{n}}\binom{x_{k}, \cdots, x_{k+m-1}}{t} \\
& =\frac{1}{n^{N}}{ }_{x_{1}+\cdots+x_{k+1}+i+x_{k+m}+\cdots+x_{n}=N}\binom{i}{t}\binom{N}{x_{1}, \cdots, x_{k-1}, i, x_{k+m}, \cdots, x_{n}} \\
& \sum_{x_{k}+\cdots+x_{k+m-1}=i}\binom{i}{x_{k}, \cdots, x_{k+m-1}} \\
& =\frac{1}{n^{N}}\binom{N}{t}_{x_{1}+\cdots+x_{k-1}+i+x_{k+m}+\cdots+x_{n}=N}\binom{N-t}{x_{1}, \cdots, x_{k-1}, i-t, x_{k+m}, \cdots, x_{n}} m^{i} \\
& =\frac{m^{t}}{n^{N}}\binom{N}{t} n^{N-t}=\frac{m^{t}}{n^{t}}\binom{N}{t} .
\end{aligned}
$$

If $C\left(x_{k}\right)>\alpha\binom{x_{k}}{2}$, then we may take $m=1, t=2$ to get the result

$$
C_{N n}>2 N\left(1+\frac{1}{n}\right) H_{n}-4 N-2 n+\frac{\alpha}{n}\binom{N}{2},
$$

which implies the stated bound.
For binary files, we follow exactly the derivation of Theorem 1 except that the telescoping recurrences for $C$ and $G$ can each be stopped one step sooner to yield

$$
\begin{aligned}
C\left(x_{1}, \cdots, x_{n}\right)= & \sum_{1 \leqq k \leqq n-1} C\left(x_{k}, x_{k+1}\right)-\sum_{1 \leqq k \leqq n-2} C\left(x_{k+1}\right) \\
& +2 \sum_{3 \leqq k+2 \leqq j \leqq n} \frac{x_{k} x_{j}}{x_{k}+\cdots+x_{j}} .
\end{aligned}
$$

When we average over all multisets on $N$ elements, the calculations are similar to those in the proof of Theorem 1. If $C\left(x_{k+1}\right)>\alpha\binom{x_{k+1}}{2}$, then the proof for unary files proves the corollary. Therefore we may assume that $C\left(x_{k+1}\right) \leqq \alpha\binom{x_{k+1}}{2}$ and
$C\left(x_{k}, x_{k+1}\right)>\alpha\binom{x_{k}+x_{k+1}}{2}$. The identity above then tells us that
$\frac{1}{n^{N}} \sum_{1 \leqq k \leqq n-1} \sum_{x_{1}+\cdots+x_{n}=N}\binom{N}{x_{1}, \cdots, x_{n}} C\left(x_{k}, x_{k+1}\right)>\left(1-\frac{1}{n}\right) \frac{4 \alpha}{n}\binom{N}{2} \quad(m=2, t=2)$
and
$\frac{1}{n^{N}} \sum_{1 \leqq k \leqq n-2} \sum_{x_{1}+\cdots+x_{n}=N}\binom{N}{x_{1}, \cdots, x_{n}} C\left(x_{k+1}\right) \leqq\left(1-\frac{1}{n}\right) \frac{\alpha}{n}\binom{N}{2} \quad(m=1, t=2)$.
Evaluating the third term exactly as for Theorem 1, we find that

$$
C_{N n}>2 N\left(1+\frac{1}{n}\right) H_{n}-\frac{17}{6} n+\frac{5}{6} \frac{N}{n}+\left(1-\frac{1}{n}\right) \frac{3 \alpha}{n}\binom{N}{2},
$$

which implies the stated bound.
From the corollary, we conclude that if a Quicksort program is quadratic for binary files, then it is quadratic for all $n$-ary files when $n$ is small. This type of effect arises often in the study of Quicksort, since all files are eventually partitioned to yield degenerate ones. It will be even more prominent in the next section, when we deal with upper bounds.
4. Upper bounds. The derivation of a general upper bound on the number of comparisons needed by any Quicksort program proceeds in much the same manner as for the lower bound. However, some extra care will be necessary for two reasons. First, a bound is needed for the number of comparisons used to partition $N$ elements. We will be content to use $N+1$, since we shall later see some programs that use exactly that many. Other programs might use more, but if the number of comparisons that they use grows linearly with $N$, we can still apply our results by multiplying through by a constant. Another problem arises because, as we have seen, some partitioning methods can perform badly with files that only have a few distinct values. For the present, it will be convenient to restrict these problems to a single term by defining

$$
I\left(x_{1}, \cdots, x_{n}\right)=\sum_{1 \leqq k \leqq n-2} C\left(x_{k}, x_{k+1}, x_{k+2}\right)-\sum_{1 \leqq k \leqq n-3} C\left(x_{k+1}, x_{k+2}\right)
$$

where $C\left(x_{1}, \cdots, x_{n}\right)$ is the maximum number of comparisons needed, on the average, to sort a permutation of the multiset $\left\{x_{1} \cdot 1, \cdots, x_{n} \cdot n\right\}$. We will look at assumptions about our programs to help bound $I\left(x_{1}, \cdots, x_{n}\right)$ after we have proved

Theorem 2. Any Quicksort program which partitions $N$ elements with $N+1$ comparisons will require, on the average, no more than

$$
2 \sum_{4 \leqq k+3 \leqq j \leq n} \frac{x_{k} x_{j}}{1+x_{k+1}+\cdots+x_{j-1}}+I\left(x_{1}, \cdots, x_{n}\right)
$$

comparisons to sort a random permutation of the multiset $\left\{x_{1}, \cdots, x_{n}\right\}$ and no more
than

$$
2 N\left(1-\frac{1}{n}\right) H_{n}-3 N+2 \frac{N}{n}-9\left(\frac{N}{n}\right)^{2}-7 \frac{N}{n^{2}}
$$

or, for large values of $n$, no more than

$$
2 N\left(H_{N}+1\right)-2+O\left(N^{2} / n\right)
$$

comparisons to sort a random $n$-ary file of length $N$.
Proof. Arguing the same way as in the derivation for the lower bound, we start by noticing that an upper bound is certainly described by the recurrence

$$
C\left(x_{1}, \cdots, x_{n}\right)=N+1+\frac{1}{N} \sum_{1 \leqq j \leqq n} x_{j}\left(C\left(x_{1}, \cdots, x_{j}-1\right)+C\left(x_{j}, \cdots, x_{n}\right)\right), \quad n>1 .
$$

Proceeding exactly as before, we difference twice: first subtract the same equation for $\left\{x_{2} \cdot 1, \cdots, x_{n} \cdot(n-1)\right\}$; then define $G\left(x_{1}, \cdots, x_{n}\right)=C\left(x_{1}, \cdots, x_{n}\right)-$ $C\left(x_{2}, \cdots, x_{n}\right)$ and subtract the same equation for $\left\{x_{1} \cdot 1, \cdots, x_{n-1} \cdot(n-1)\right\}$. This leaves

$$
\begin{aligned}
\left(\sum_{2 \leqq j \leqq n} x_{j}\right) G\left(x_{1}, \cdots,\right. & \left.x_{n}\right)-\left(\sum_{2 \leqq j \leqq n-1} x_{j}\right) G\left(x_{1}, \cdots, x_{n-1}\right) \\
& =2 x_{1} x_{n}+x_{n} G\left(x_{1}, \cdots, x_{n-1}, x_{n}-1\right), \quad n>3
\end{aligned}
$$

(Notice that this equation does not hold for $n=2$ or 3 as was the case for the lower bound.) In order to get this equation to telescope, we multiply both sides by

$$
\frac{\left(x_{2}+\cdots+x_{n}-1\right)!}{x_{n}!\left(x_{2}+\cdots+x_{n-1}\right)!}
$$

which gives

$$
\begin{aligned}
\binom{x_{2}+\cdots+x_{n}}{x_{n}} G\left(x_{1}, \cdots, x_{n}\right)= & \binom{x_{2}+\cdots+x_{n}-1}{x_{n}-1}\left(G\left(x_{1}, \cdots, x_{n}-1\right)+2 x_{1}\right) \\
& +\binom{x_{2}+\cdots+x_{n}-1}{x_{n}} G\left(x_{1}, \cdots, x_{n-1}\right) .
\end{aligned}
$$

Now every place that $x_{n}$ appears on the left side, $x_{n}-1$ appears in the first term on the right, so this equation telescopes to yield

$$
\begin{aligned}
& \binom{x_{2}+\cdots+x_{n}}{x_{n}} G\left(x_{1}, \cdots, x_{n}\right)=\binom{x_{2}+\cdots+x_{n}}{x_{n}} G\left(x_{1}, \cdots, x_{n-1}\right) \\
& \\
& \\
&
\end{aligned}
$$

or

$$
G\left(x_{1}, \cdots, x_{n}\right)=G\left(x_{1}, \cdots, x_{n-1}\right)+\frac{2 x_{1} x_{n}}{1+x_{2}+\cdots+x_{n-1}}, \quad n>3 .
$$

Substituting $G\left(x_{1}, \cdots, x_{n}\right)=C\left(x_{1}, \cdots, x_{n}\right)-C\left(x_{2}, \cdots, x_{n}\right)$ and telescoping once more leads to the desired result for permutations of multisets.

To complete the proof, for random $n$-ary files of length $N$, we will first evaluate

$$
\frac{2}{n^{N}} \sum_{x_{1}+\cdots+x_{n}=N}\binom{N}{x_{1}, \cdots, x_{n}} \sum_{4 \leqq k+3 \leqq j \leqq n} \frac{x_{k} x_{j}}{1+x_{k+1}+\cdots+x_{j-1}} .
$$

Continuing as before, we interchange the order of summation and then split the inner sum and the multinomial coefficient to get

$$
\begin{aligned}
& \frac{2}{n^{N}} \sum_{4 \leqq k+3 \leqq j \leqq n} \sum_{x_{1}+\cdots+x_{k}+i+x_{j}+\cdots+x_{n}=N}\left(\begin{array}{c}
N \\
x_{1}, \cdots, \\
x_{k}, i, x_{j}, \cdots, x_{n}
\end{array}\right) \\
&\left.\frac{x_{k} x_{j}}{i+1_{x_{k+1}+\cdots+x_{j-1}=i}} \sum_{x_{k+1}, \cdots, x_{j-1}}\right)
\end{aligned}
$$

The multinomial theorem applies to the inner sum, and the remaining multinomial coefficient simplifies, leaving

$$
\frac{2 N}{n^{N}} \sum_{4 \leqq k+3 \leqq j \leqq n} \sum_{x_{1}+\cdots+x_{k}+i+x_{j}+\cdots+x_{n}=N}\binom{N-1}{x_{1}, \cdots, x_{k}-1, i+1, x_{j}-1, \cdots, x_{n}}_{(j-k-1)^{i}}
$$

After replacing $i$ by $i-1$, including a term for $i=0$, and applying the multinomial theorem twice, we are left with

$$
2 \frac{N}{n} \sum_{4 \leqq k+3 \leqq j \leqq n}\left(\frac{1}{j-k-1}-\frac{1}{j-k-1}\left(1-\frac{j-k-1}{n}\right)^{N-1}\right),
$$

or

$$
2 \frac{N}{n} \sum_{2 \leqq k \leqq n-2}(n-k-1)\left(\frac{1}{k}-\frac{1}{k}\left(1-\frac{k}{n}\right)^{N-1}\right) .
$$

If $n$ is not large we will not weaken our bound much by ignoring the second term, so the result

$$
2 N(1-1 / n) H_{n-1}-4 N+6 N / n
$$

follows immediately. If $n$ is large, then we expand $(1-k / n)^{N-1}$ by the binomial theorem to get

$$
-2 \frac{N}{n} \sum_{2 \leqq k \leqq n-2} \frac{n-k-1}{k} \sum_{1 \leqq i \leqq N-1}\binom{N-1}{i}\left(-\frac{k}{n}\right)^{i},
$$

which reduces, after evaluating the sum on $k$ with Euler's summation formula just as above, to

$$
-2 N \sum_{1 \leqq i \leqq N-1}\binom{N-1}{i} \frac{(-1)^{i}}{i}-2 N \sum_{1 \leqq i \leqq N-1}\binom{N-1}{i} \frac{(-1)^{i}}{i+1}+O\left(N^{2} / n\right) .
$$

The second term turns out to be $2(N-1)$, and the first is just $2 N H_{N}$, so we have

$$
2 N\left(H_{N}+1\right)-2+O\left(N^{2} / n\right)
$$

Finally, we must average $I\left(x_{1}, \cdots, x_{n}\right)$ over all multisets of length $N$. First, since a Quicksort program uses $N+1$ comparisons and gets at least one element in
place on each partitioning stage, a trivial upper bound is

$$
C\left(x_{1}, \cdots, x_{n}\right) \leqq \sum_{2 \leqq k \leqq N}(k+1)=\frac{1}{2}(N+4)(N-1)<\binom{N}{2}+2 N
$$

Therefore, we must certainly have

$$
I\left(x_{1}, \cdots, x_{n}\right)<\sum_{1 \leqq k \leqq n-2}\left(\begin{array}{c}
\left.\binom{x_{k}+x_{k+1}+x_{k+2}}{2}+2\left(x_{k}+x_{k+1}+x_{k+2}\right)\right) ~
\end{array}\right.
$$

and, applying the identity given in the proof to Corollary 1 of Theorem 1, we then find that

$$
\frac{1}{n^{N}} \sum_{x_{1}+\cdots+x_{n}=N}\binom{N}{x_{1}, \cdots, x_{n}} I\left(x_{1}, \cdots, x_{n}\right)<\left(1-\frac{2}{n}\right)\left(\frac{9}{n}\binom{N}{2}+N\right),
$$

and, in particular, for large $n$, the right-hand side is $O\left(N^{2} / n\right)$.
The theorem now follows immediately from the results in the preceding two paragraphs.

Notice that if $n$ is $O(1)$, then the bound becomes $O\left(N^{2}\right)$. Again, this is a result of the recursive structure of Quicksort, and it is due to the fact that some Quicksort programs are inefficient for files with a small number of key values. On the other hand, not all Quicksort programs have this problem, and if the method works well for binary files, we can eliminate the quadratic term.

Corollary. If a Quicksort program can sort a random binary file of $N$ elements with less than $2 \mathrm{NH}_{N}$ comparisons, on the average, then it will require no more than

$$
2 N\left(1-\frac{1}{n}\right) H_{n-1}-4 N+6 \frac{N}{n} H_{N}+\frac{39}{2} \frac{N}{n}
$$

comparisons to sort a random $n$-ary file of $N$ elements.
Proof. The expression given is a crude approximation intended only to show that the bound is not quadratic, so our estimates will be somewhat rough. First, we can remove the term describing ternary files by noticing that, from our most general recurrence, we certainly must have

$$
\begin{aligned}
\left(x_{1}+x_{2}+x_{3}\right) C\left(x_{1}, x_{2}, x_{3}\right) \leqq & 2\binom{x_{1}+x_{2}+x_{3}+1}{2}+x_{1} C\left(x_{1}, x_{2}, x_{3}\right) \\
& +x_{2} C\left(x_{1}, x_{2}\right)+x_{2} C\left(x_{2}, x_{3}\right)+x_{3} C\left(x_{1}, x_{2}, x_{3}\right) .
\end{aligned}
$$

From this it follows that

$$
C\left(x_{1}, x_{2}, x_{3}\right)<\frac{3}{x_{2}+1}\binom{x_{1}+x_{2}+x_{3}+1}{2}+C\left(x_{1}, x_{2}\right)+C\left(x_{2}, x_{3}\right),
$$

and, therefore,

$$
I\left(x_{1}, \cdots, x_{n}\right)<3 \sum_{1 \leqq k \leqq n-2} \frac{1}{x_{k+1}+1}\binom{x_{k}+x_{k+1}+x_{k+2}+1}{2}+\sum_{1 \leqq k \leqq n-1} C\left(x_{k}, x_{k+1}\right) .
$$

By hypothesis, we certainly have $C\left(x_{k}, x_{k+1}\right)<2\left(x_{k}+x_{k+1}\right) H_{N}$. The calculations involved in averaging this over all multisets of $N$ elements are similar to those we have seen many times before. It turns out that the first term is less than $\frac{27}{2}(N / n)$, and the second is equal to $6(N / n) H_{n}$, so the desired result follows directly.

The upper and lower bounds that we have derived for the number of comparisons give some indication of how well we can expect to do when implementing a Quicksort for files with equal keys. If $n$ is very, very large, then the bounds differ by only $6 N-2 H_{N}-2$, so we have verified the traditional argument that equal keys are unlikely to occur in this case and their effect can be ignored. If $n=O(N)$, then the upper and lower bounds differ only slightly, and we should not expect one method for dealing with equal keys to differ substantially from another. And if $n$ is small, then the bounds tell us that we should take care to ensure that our method operates efficiently for binary files.
5. Implementations. Although it is tempting to contemplate sophisticated algorithms for dealing with equal keys during the partitioning process, we shall be content to study three methods which require virtually no overhead for their implementation. We shall see that one of these performs very well, and it is unlikely that it would be worthwhile to incur any extra overhead in Quicksort to deal with equal keys.

The first method that we shall consider is of course Program 1 as it stands, which sorts properly and efficiently when equal keys are present. If we replace "<" by " $\leqq$ " and " $>$ " by " $\geqq$ " in the discussion following the program, we find that it applies as well when equal keys are present, except for one subtle point. It is possible for the condition $i=j$ to occur outside the inner loops, so that the pointer scans ultimately terminate with $i=j+2$, and the two keys $A[j]$ and $A[j+1]$ are put in place by partitioning. (Although we do an extraneous exchange $A[i]:=: A[j]$ when $j=i$, it is much less efficient to exit the loop when $j=i$ because not only is the chance to get two elements in place missed, but also when the left subfile is later partitioned, the partitioning element chosen will be the largest in that subfile.) It is important to notice such anomalies if the analysis is to be correct. In any case, although Program 1 clearly works, it is reasonable to ask if there is a more efficient method of distributing the keys equal to the partitioning element into the subfiles.

Another possibility is to change the $<$ and $>$ signs in the inner loops of Program 1 to $\leqq$ and $\geqq$. If a key smaller than all the others is chosen as the partitioning element, the $j$ pointer will scan past the left end of the file, so we need to protect against this case by setting $A[0]:=-\infty$. Even worse, it might be possible for the pointers to access elements far outside the array bounds $A[l], \cdots, A[r]$ during intermediate partitioning stages. This situation could be avoided by putting tests in the inner loops to check the pointers, but it is more efficient to put $-\infty$ and $\infty$ in $A[l-1]$ and $A[r+1]$ before partitioning and restore
them afterwards. This leaves us with
Program 2.
procedure quicksort (integer value $l, r$ );
comment The array $A$ is declared to be $A[0: N+1]$ with $A[0]=-\infty$ and $A[N+1]=\infty ;$
if $r>l$ then
$A[l-1]:=: A[0] ; A[r+1]:=: \dot{A}[N+1]$
$i:=l ; j:=r+1 ; v:=A[l]$;
loop:
loop: $i:=i+1$; while $A[i] \leqq v$ repeat;
loop: $j:=j-1$; while $A[j] \geqq v$ repeat;
until $j<i$ :
$A[i]:=: A[j] ;$
repeat;
if $j>l$ then $A[l]:=: A[j] ; j:=j-1$; endif;
$A[l-1]:=: A[0] ; A[r+1]:=: A[N+1]$;
quicksort $(l, j)$;
quicksort ( $i, r$ );
endif;
Notice that after partitioning we have $A[l], \cdots, A[j-1] \leqq A[j]=A[j+1]=$ $\cdots=A[i-1] \leqq A[i], \cdots, A[r]$, with $1 \leqq i, j \leqq N+1$, so that a number of keys can be put into position on one partitioning stage.

Finally, we might consider allowing equality in only one of the inner loops of Progam 1, and leave the other inequality strict. The two possibilities are basically symmetric, and we will consider

Program 3.
procedure quicksort (integer value $l, r$ ):
comment The array $A$ is declared to be $A[1: N+1]$ with $A[N+1]=\infty$; if $r>l$ then
$A[r+1]:=: A[N+1] ;$
$i:=l ; j:=r+1 ; v:=A[l]$;
loop:
loop: $i:=i+1$; while $A[i] \leqq v$ repeat;
loop: $j:=j-1$; while $A[j]>v$ repeat;
until $j<i$ :
$A[i]:=: A[j] ;$
repeat;
$A[l]:=: A[j]$;
$A[r+1]:=: A[N+1]$;
quicksort $(l, j-1)$;
quicksort $(j+1, r)$;
endif;
This program always puts exactly one partitioning element into position.
In summary, Program 1 stops the pointers on keys equal to the partitioning element, Program 2 scans over equal keys, and Program 3 puts them into the left subfile. Clearly there is a version symmetric to Program 3 which puts them into the right subfile. Versions of all of these approaches have appeared at one time or
another in the literature. Hoare's original program scanned over equal keys [6], [7], and several authors then adopted that approach [2], [5], [11], [13]. (However, the later authors "improved" Hoare's program to test if the pointers cross each time they are changed. The reader will soon appreciate how unfortunate this strategy is when, for example, all the keys are equal.) R. C. Singleton was the first to suggest stopping the pointers on keys equal to the partitioning element [15], and the idea was accepted by others [4], [9], though no analytic justification was given. The idea of putting all the keys equal to the partitioning element in one subfile or the other appears in some versions of Quicksort [1], [3], though no one has given any particular reason for doing so.

It is not at all clear a priori which of the programs should be recommended, for there are situations in which each performs better than the others. Figure 2 illustrates this by showing the operation of the programs on three different files, along with the number of comparisons used. (The differences between the progams are most apparent in the second example, which shows all three "sorting" seven equal keys.) Program 1 expends a few extra exchanges to get balanced partitions, Program 2 can get more than one key into place on one partitioning stage, and Program 3, due to its asymmetrical nature, can produce unbalanced partitions. In the following sections, we shall attempt to quantify these remarks by looking at the analysis of the programs. We shall see exactly how many comparisons they use, on the average, for unary and binary files, and then we shall

| Program 1 | Program 2 | Program 3 |
| :---: | :---: | :---: |
| $\begin{array}{lllllll} 2 & 2 & 1 & 1 & 4 & 3 & 5 \\ 1 & 1 & 2 & 2 & 4 & 3 & 5 \end{array}$ | $\begin{array}{lllllll}2 & 2 & 1 & 1 & 4 & 3 & 5 \\ 1 & 2 & 1 & 2 & 4 & 3 & 5\end{array}$ | $\begin{array}{lllllll}2 & 2 & 1 & 1 & 4 & 3 & 5 \\ 1 & 2 & 1 & 2 & 4 & 3 & 5\end{array}$ |
| 11 <br> (2) 4 $\begin{array}{lll} 4 & 3 & 5 \\ 3 & 4 & 5 \end{array}$ | (1) 2 $\begin{array}{ll} 2 & 1 \\ 1 & 2 \end{array}$ <br> 3 (4) 5 | 1 (1) 2 $3 \text { (4) } 5$ |
| 19 comparisons | 20 comparisons | 16 comparisons |
| $\begin{array}{lllllll} 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & & & & \\ & & & & 1 & 1 & 1 \end{array}$ | 1 101 | $\begin{array}{lllllll} 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & \\ 1 & 1 & 1 & 1 & 1 & & \\ 1 & 1 & 1 & 1 & & & \\ 1 & 1 & 1 & & & & \\ 1 & 1 & & & & & \end{array}$ |
| 16 comparisons | 15 comparisons | 33 comparisons |
| $\begin{array}{llllllll}2 & 5 & 3 & 4 & 2 & 2 & 1\end{array}$ | $\begin{array}{llllllll}2 & 5 & 3 & 4 & 2 & 2 & 1\end{array}$ | $\begin{array}{llllllll}2 & 5 & 3 & 4 & 2 & 2 & 1\end{array}$ |
|  | 1 (2) 3 4 $422 \begin{aligned} & 2\end{aligned}$ |  |
| 122 <br> 3 (4) 5 | $\begin{array}{llll} 2 & 2 & 4 & 5 \\ 2 & 2 & & \end{array}$ | $\begin{array}{ll} 2 & 1 \\ 1 & 2 \end{array}$ |
|  | (4) 5 | 3 (4)5 |
| 15 comparisons | 24 comparisons | 19 comparisons |

Fig. 2
prove that Program 1 must be preferred because it tends to produce partitions closer to the center.

There are a few more issues relating to the practical implementation of Quicksort on equal keys which we shall treat before moving on to the analysis. The first is a property called stability which is often of concern in practical sorting programs. A sorting program is stable if it preserves the relative order among equal keys. Unfortunately, our programs are not stable, because no matter how we treat keys equal to the partitioning element, the relative order of other keys might be disturbed. The easiest way to provide stability, if there is extra space available, is to append each key's index to itself before sorting. For example, if we are sorting small integers, this can be done by the statement

$$
\text { loop for } 1 \leqq i \leqq N: A[i]:=A[i] * N+i-1 \text { repeat; }
$$

This transformation makes all the keys distinct and preserves their relative order. We have $A[i]<A[j]$ before the transformation only if $A[i]<A[j]$ after the transformation; and if $i<j$ and $A[i]=A[j]$ before, then $A[i]<A[j]$ after. We can now achieve a stable method by sorting the file and then transforming back to our original keys:

$$
\text { loop for } 1 \leqq i \leqq N: A[i]:=A[i] / N \text { repeat; }
$$

Of course, since this method is costly in terms of both time and space (each key must be a little bigger), it should not be used unless stability is important. If the extra space is not available, then Rivest has shown that a stable Quicksort involving $O\left(N(\log N)^{2}\right)$ comparisons can be devised [12]. This method is of limited practical utility, but it is an important theoretical result.

The programs we have defined gain efficiency by using sentinel keys, $-\infty$ and $\infty$, to stop the scanning pointers from going outside the array bounds. For Program 3 it is necessary for $\infty$ to be strictly greater than all of the other keys, and for Program 2 it is also necessary for $-\infty$ to be strictly less than the others. It may be difficult to define such keys in some practical situations. For example, if the keys to be sorted can take on any value which can be represented in one word in a computer, then by definition we cannot represent a key larger than all possible values in one word. This is not a problem for Program 1, since it only requires that $\infty$ be greater than or equal to all the other keys.
6. Unary files. Our derivation of the upper and lower bound suggests that we should know how our programs perform in the degenerate case when only a few distinct key values are present, so let us examine first what happens when all the keys are equal.

Program 1 comes as close as possible to dividing the file exactly in half at each stage. The number of comparisons used is described by the recurrence

$$
C_{N}=N+1+2 C_{(N-1) / 2}, \quad N>1,
$$

with $C_{1}=0$. If $N$ is of the form $2^{k}-1$, then this reduces to

$$
C_{2^{k}-1}=2^{k}+2 C_{2^{k-1}-1}, \quad k>1 .
$$

Dividing both sides by $2^{k}$, this immediately telescopes to the solution

$$
C_{N}=(N+1) \lg ((N+1) / 2), \quad \text { when } N=2^{k}-1, \quad k>1 .
$$

The solution for general $N$ is somewhat complicated because it depends on the binary representation of $N$, but it is easily shown by induction that $C_{N} \leqq$ $(N+1) \lg ((N+1) / 2)$ for all $N$, so that Program 1 performs acceptably on unary files.

Program 2 is much easier to analyze, for it "sorts" all unary files in only one partitioning stage. Each pointer scans all the way across the file, the left and right subfiles are both empty, and a total of only $2 N+1$ comparisons are used.

On the other hand, unary files represent the worst case for Program 3. Each partitioning stage only removes one element from the right end of the file to be sorted, so

$$
\sum_{2 \leqq j \leqq N}(j+1)=\frac{1}{2}(N-1)(N+4)
$$

comparisons are used.
It is interesting that these three programs, which seem to be so similar, perform so differently when the keys are all equal. One uses $O(N \log N)$ comparisons, the second is linear, and the third is quadratic!
7. Binary files. Now let us consider the less degenerate case when binary files are to be sorted. The analysis is more complex, but it does give us some more insight into the relative performance of the programs.

The easiest of the three to analyze is Program 2. We wish to find $C_{N}$, the average number of comparisons to sort a binary file of length $N$, given that all $2^{N}$ such files are equally likely. Suppose that the two values are 0 and 1 , and define $C_{N}^{(0)}$ and $C_{N}^{(1)}$ to be the averages for files that start with 0 and 1 , respectively, so that $C_{N}=\frac{1}{2}\left(C_{N}^{(0)}+C_{N}^{(1)}\right)$. First, we will find a recurrence for $C_{N}^{(0)}$ by noticing that the situation after the first partitioning stage is as follows (" $x$ " denotes keys which may be 0 or 1 ):


Partitioning required $N+k+1$ comparisons, and all that is left to be sorted is a file of size $N-k$, random, except for its first key, which is 1 . This leads us to the recurrence

$$
C_{N}^{(0)}=\frac{2 N+1}{2^{N-1}}+\sum_{1 \leqq k \leqq N-1} \frac{1}{2^{k}}\left(N+k+1+C_{N-k}^{(1)}\right) .
$$

By a similar argument, we can show that

$$
C_{N}^{(1)}=\frac{2 N+1}{2^{N-1}}+\sum_{1 \leqq k \leqq N-1} \frac{1}{2^{k}}\left(N+k+C_{N-k}^{(0)}\right),
$$

and therefore $C_{N}$ satisfies

$$
C_{N}=\frac{2 N+1}{2^{N-1}}+\sum_{1 \leqq k \leqq N-1} \frac{1}{2^{k}}\left(N+k+\frac{1}{2}+C_{N-k}\right), \quad N>0 .
$$

Multiplying by $2^{N}$ and replacing $k$ by $N-k$ in the sum, we get

$$
2^{N} C_{N}=4 N+2+\sum_{1 \leqq k \leqq N-1} 2^{k}\left(2 N-k+\frac{1}{2}+C_{k}\right) .
$$

Subtracting the same equation for $N-1$, we get the recurrence

$$
C_{N}=C_{N-1}+\frac{N}{2}+\frac{7}{4} \quad \text { for } N \geqq 2,
$$

with the initial condition $C_{1}=3$, which telescopes to the solution

$$
\frac{1}{4}\left(N^{2}+8 N+3\right) .
$$

We might have expected that this average number of comparisons would be proportional to $N^{2}$ if we had noticed that two successive partitioning stages simply exchange the leftmost 1 with the rightmost 0 .

Program 3 may be analyzed in a similar fashion, but the calculations are somewhat more complex. Alternatively, we can analyze Program 3 in much the same way as we developed our upper and lower bounds. (Unfortunately, the other programs don't lend themselves as easily to this kind of analysis.) The number of comparisons required by Program 3 to sort to random permutation of the multiset $\left\{x_{1} \cdot 1, \cdots, x_{n} \cdot n\right\}$ is described by the recurrence

$$
C\left(x_{1}, \cdots, x_{n}\right)=N+1+\frac{1}{N} \sum_{1 \leqq j \leqq n} x_{j}\left(C\left(x_{1}, \cdots, x_{j}-1\right)+C\left(x_{j+1}, \cdots, x_{n}\right)\right)
$$

where $N=\sum_{1 \leqq j \leqq n} x_{j}$, and the notational conventions are the same as above. Proceeding in exactly the same manner as for the derivation of the upper bound, we find that

$$
C\left(x_{1}, \cdots, x_{n}\right)=\sum_{1 \leqq k \leqq n}\binom{x_{k}+2}{2}-n+2 \sum_{1 \leqq k<j \leqq n} \frac{x_{k} x_{j}}{1+x_{k}+\cdots+x_{j-1}} .
$$

This formula is due to Burge [3], although he develops a slightly different version. For binary files, we get

$$
C(x, N-x)=\binom{x+2}{2}+\binom{N-x+2}{2}-2+2 \frac{x(N-x)}{1+x}
$$

The average is

$$
\begin{aligned}
& \sum_{0 \leqq x \leqq N} \frac{\binom{N}{x}}{2^{N}} C(x, N-x)=\frac{1}{2^{N-1}} \sum_{0 \leqq x \leq N}\binom{x+2}{2}\binom{N}{x} \\
&-2+\frac{1}{2^{N-1}} \sum_{0 \leqq x \leqq N}\binom{N}{x} \frac{x(N-x)}{1+x} .
\end{aligned}
$$

After application of the identities

$$
\binom{x+2}{2}\binom{N}{x}=\binom{N}{2}\binom{N-2}{x-2}+2 N\binom{N-1}{x-1}+\binom{N}{x}
$$

and

$$
\binom{N}{x} \frac{x(N-x)}{1+x}=N\binom{N-1}{x}-\binom{N}{x+1},
$$

this reduces to the solution

$$
C_{N}=\frac{1}{4}\left(N^{2}+11 N-8\right)+\frac{1}{2^{N-1}},
$$

so Program 3 is also quadratic for binary files.
Fortunately, we can show that Program 1 does not perform so badly on binary files, even though an exact formula for the average appears difficult to derive. What we can do is derive an upper bound on the number of comparisons taken by Program 1 on any binary file. This will of course also be a bound on the average. The proof is based on a different method of counting comparisons than we have been using. We know that each partitioning stage contributes one comparison to the total for each element involved plus one extra comparison when the pointers cross. But we can also count comparisons by counting how many partitioning stages each element is involved in, then adding $N$ for the pointer crossing overhead (there can be no more than $N$ partitioning stages). Notice that each partition in Program 1 results in one subfile with all keys equal and another "unsorted" subfile. The subfiles with all keys equal are clearly processed in a logarithmic number of stages, since they are always split in the middle. Now consider the unsorted subfile. After each partitioning stage, at least half of the keys equal to the partitioning element must be removed. Therefore the unsorted part of the file cannot last through more than $2 \lg N$ partitions, and every element in the whole file is involved in at most $2 \lg N$ partitioning stages. Therefore the total number of comparisons must be less than $2 N \lg N+N$ (and this is not a particularly tight bound). This is substantially better than the quadratic performance of Programs 2 and 3.

These results for binary files, coupled with the upper and lower bounds developed above, represent strong evidence that Program 1 is the method of choice when $n$ is small. The corollary to Theorem 1 says that Programs 2 and 3 will be quadratic; and the corollary to Theorem 2 says that Program 1 will still require only $O(N \log N)$ comparisons, on the average, for small $n$. Of course, it must be noted that if it is known that $n$ will always be small, a special-purpose sorting program written to take that fact into account might be more appropriate than the general-purpose programs that we have been studying. For example, the best way to sort a binary file is to effectively "partition" the file on the value $\frac{1}{2}$ : scan from the left to find a 1 , scan from the right to find a 0 , exchange them, and continue until the pointers cross. The whole file can be sorted with $N+1$ comparisons. Similarly, if a file is known to be ternary (consisting of 0 's, 1 's and 2 's), it can be sorted with $2(N+1)$ comparisons by first partitioning on the value 1 , then treating the binary
subfiles as above. In the same manner, a file with $2^{t}+1$ distinct values can always be sorted with $(t+1)(N+1)$ comparisons, if the values are all known. Another example, which is most useful when keys to be sorted fall into a small range, is the idea of distribution counting (see [9, §5.2]), where the file is sorted in two passes: one to count the number of occurrences of each key, and a second to move the keys into place according to the counts. Such special-purpose programs may be made to outperform Program 1 under some conditions for small $n$; but we have shown that Program 1 does perform acceptably, and it can be expected to perform better than other general-purpose sorting programs when many equal keys are present.
8. The general case. In the general case, the exact analysis of Programs 1 and 2 appears to become intractable, so we shall adopt a more indirect approach to compare the programs. The idea is to notice that Quicksort performs best when the partitions at each stage tend to be near the center. Consequently, we would like to discover which of our algorithms produces partitions closest to the center, on the average.

When Singleton first proposed stopping the pointers on keys equal to the partitioning element [15], he claimed that it produces a "better split" than Hoare's original method of scanning over equal keys. However, he gave only empirical justification, and it is not at all obvious that this is so. For example, given the input file

$$
\begin{array}{lllllllllllllll}
2 & 2 & 2 & 2 & 1 & 1 & 1 & 2 & 2 & 3 & 3 & 3 & 3 & 3 & 3,
\end{array}
$$

the first stage of Program 2 will produce the partition

$$
\begin{array}{lllllllllllllll}
1 & 2 & 2 & 2 & 1 & 1 & 2 & 2 & 2 & 3 & 3 & 3 & 3 & 3 & 3
\end{array}
$$

while Program 1 results in the less balanced partition

$$
\begin{array}{lllllllllllllll}
1 & 2 & 2 & 1 & 1 & (2) & 2 & 2 & 2 & 3 & 3 & 3 & 3 & 3 & 3 .
\end{array}
$$

On the other hand, Program 2 performs worse for the input file

$$
\begin{array}{lllllllllllllll}
2 & 3 & 3 & 3 & 3 & 3 & 3 & 2 & 2 & 1 & 1 & 1 & 2 & 2 & 2,
\end{array}
$$

since it produces the partition

$$
\begin{array}{lllllllllllllll}
1 & 1 & 1 & (2) & 3 & 3 & 3 & 2 & 2 & 3 & 3 & 3 & 2 & 2 & 2,
\end{array}
$$

while Program 1 partitions the file perfectly:

$$
\begin{array}{lllllllllllllll}
2 & 2 & 2 & 2 & 1 & 1 & 1 & (2) & 2 & 3 & 3 & 3 & 3 & 3 & 3 .
\end{array}
$$

Although examples like these would seem to make comparing the algorithms difficult, it turns out that no matter how well Program 2 performs on an input file, there is another file for which Program 1 does at least as well.

Theorem 3. When Program 2 operates on a file $A[1], \cdots, A[N]$, it produces a partition no closer to the center than Program 1 operating on the file $A[1], A[N]$, $A[N-1], \cdots, A[2]$.

Proof. Specifically, let $j$ and $i$ define the position of the partition after Program 2 is used on $A[1], \cdots, A[N]$, so that after partitioning we have
$A[1], A[2], \cdots, A[j] \leqq A[j+1]=A[j+2]=\cdots=A[i-1] \leqq A[i], \cdots, A[N] ;$ and let $j^{\prime}+\delta$ define the position of the partition after Program 1 is used on $A[1], A[N], A[N-1], \cdots, A[2]$, so that after partitioning we have $A[1], A[2], \cdots, A\left[j^{\prime}-1\right] \leqq A\left[j^{\prime}\right]=A\left[j^{\prime}+\delta\right] \leqq A\left[j^{\prime}+\delta+1\right], \cdots, A[N]$, where $\delta$ is either 0 or 1 depending on whether the condition $i=j$ occurs outside the inner loops of Program 1. In both programs, the file is partitioned on the value of $A[1]$. Call that value $v$ and let $s$ be the number of keys in the file which are $<v$. Our goal will be to show that the inequality

$$
\left|j^{\prime}+\delta-(N-1) / 2\right| \leqq|s+k-(N+1) / 2|
$$

holds for $j-s<k<i-s$.
First we notice that since Program 2 does not move keys which are $=v$, we can have $j=s+k$ only if exactly $k$ of the keys $A[2], \cdots, A[s+k]$ were originally $=v$. But we also know that $A[j+1]$ was originally $<v$, and that $A[j+2], \cdots, A[i-1]$ were originally $=v$, since they were not moved by partitioning. In short, we can deduce that partitioning must have had the following effect:
before:

| $v$ | $k$ keys $=v$ |  | $<v$ | $v$ | $\cdots$ | $v$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

after:


In the original file, exactly $k-1$ of the keys $A[2], \cdots, A[s+k]$ were originally $=v$ for all $k$ in the range $j-s<k<i-s$. Similarly, since Program 1 always moves keys which are $=v$, then $j^{\prime}=s+k^{\prime}$ for some fixed $k^{\prime}$ only if there were exactly $k^{\prime}-1+\delta$ keys $=v$ in the last $N-j^{\prime}+1$ positions of the reverse file: $A\left[N-s-k^{\prime}+2\right], \cdots, A[2]$. The effect of partitioning when $\delta=1$ is
before:

| $v$ |  | $<v$ | $v$ | $k^{\prime}-1$ keys $=v$ |
| :--- | :--- | :--- | :--- | :--- |

after:

and the diagram for $\delta=0$ is similar.
To complete the proof it is necessary to consider three cases depending on the relative values of $k$ and $k^{\prime}+\delta$. If $k=k^{\prime}+\delta$, then the inequality $\left|j^{\prime}+\delta-(N+1) / 2\right| \leqq|s+k-(N+1) / 2|$ obviously holds. If $k>k^{\prime}+\delta$, then the discussion above says that $A[2], \cdots, A[s+k]$ has more keys $=v$ than $A[N-s-$ $\left.k^{\prime}+2\right], \cdots, A[2]$. This can only be true if $s+k>N-s-k^{\prime}+2$, or $j^{\prime}+\delta \geqq$ $N-s-k+1$. Now, if $j^{\prime}+\delta-(N+1) / 2$ is $\geqq 0$, then $k^{\prime}+\delta<k$ implies that $0 \leqq$ $j^{\prime}+\delta-(N+1) / 2 \leqq s+k-(N+1) / 2$; and if $(N+1) / 2-j^{\prime}-\delta$ is $\geqq 0$, then $j^{\prime}+\delta \geqq$ $N-s-k+1$ implies that $0 \leqq(N+1) / 2-j^{\prime}-\delta \leqq s+k-(N+1) / 2$. In either case, taking absolute values gives the desired result, $\left|j^{\prime}+\delta-(N+1) / 2\right| \leqq$
$|s+k-(N+1) / 2|$. If $k<k^{\prime}+\delta$, then $A\left[N-s-k^{\prime}+2\right], \cdots, A[2]$ has more keys $=v$ than $A[2], \cdots, A[s+k]$. But also we know that $A\left[N-s-k^{\prime}+2\right]<v$, so we must have $N-s-k^{\prime}+1>s+k$, or $j^{\prime}+\delta \leqq N-s-k+1$. An argument symmetric to the above shows that $\left|j^{\prime}+\delta-(N+1) / 2\right| \leqq|s+k-(N+1) / 2|$, and we have shown that this inequality holds for all $k$ in the range $j-s<k<i-s$.

The theorem follows immediately from this inequality. If the first partition is to the left of center $(i-1<(N+1) / 2)$, then the second is at least as close $\left(\left|(N+1) / 2-j^{\prime}-\delta\right|<|(N+1) / 2-i|\right)$; and the symmetric argument holds for the right. If the first partition straddles the center, or $j+1 \leqq(N+1) / 2 \leqq i-1$, then $|s+k-(N+1) / 2| \leqq \frac{1}{2}$ for some $k$, and therefore $\left|j^{\prime}-\delta-(N+1) / 2\right| \leqq \frac{1}{2}$, or the second partition must also be at the center.

A direct consequence of Theorem 3 is that if the files $A[1], \cdots, A[N]$ and $A[1], A[N], \cdots, A[2]$ always appear with equal probability as input files (for example, if a random permutation of a multiset or a random $n$-ary file is being sorted), then Program 2 will produce a partition no closer to the center, on the average, than Program 1.

We cannot make quite the same statement when comparing Program 3 with Program 1. For example, when sorting a random permutation of the multiset $\{5 \cdot 1,1 \cdot 2,1 \cdot 3,1 \cdot 4,1 \cdot 5\}$, the programs will produce the same first partition when $2,3,4$ or 5 is the partitioning element, but Program 3 will always partition in the center when 1 is the partitioning element, while Program 1 will not. Of course, any advantage gained in this case will be lost because Program 3 will be left with a large unary file for which it requires $O\left(N^{2}\right)$ comparisons. In addition, we can prove the following analogue to Theorem 3.

Theorem 4. Consider two files $A[1], \cdots, A[N]$ and $A^{\prime}[1], \cdots, A^{\prime}[N]$ satisfying $1 \leqq A[i], A^{\prime}[i] \leqq n$ and $A^{\prime}[i]=n+1-A[i]$ for $1 \leqq i \leqq N$. The average position of the partition when Program 3 operates on these files is no closer to the center than the average position of the partition when Program 1 operates on them.

Proof. Suppose that in $A[1], \cdots, A[N]$ there are $s$ keys $<A[1], t$ keys $=$ $A[1]$, and $u$ keys $>A[1]$, so $s+t+u=N$. Then we also know that in $A^{\prime}[i], \cdots, A^{\prime}[N]$ there are $u$ keys $<\mathrm{A}^{\prime}[1], t$ keys $=A^{\prime}[1]$, and $s$ keys $>A^{\prime}[1]$. Since Program 3 puts keys equal to the partitioning element in the left subfile, it partitions $A[1], \cdots, A[N]$ at $s+t$ and it partitions $A^{\prime}[1], \cdots, A^{\prime}[N]$ at $u+t$. On the other hand, Program 1 puts $A\left[s+j_{1}\right]$ into place when partitioning $A[1], \cdots, A[N]$ and $A^{\prime}\left[u+j_{2}\right]$ into place when partitioning $A^{\prime}[1], \cdots, A^{\prime}[N]$, where $j_{1}$ and $j_{2}$ are fixed between 1 and $t$.

We wish to show that

$$
\left|s+t-\frac{N+1}{2}\right|+\left|u+t-\frac{N+1}{2}\right| \geqq\left|s+j_{1}-\frac{N+1}{2}\right|+\left|u+j_{2}-\frac{N+1}{2}\right| .
$$

If $s+t<(N+1) / 2$ and $u+t<(N+1) / 2$, then, since $s+t+u=N$, we must have $t<1$ which is impossible. If $s+t$ and $u+t$ are both $\geqq(N+1) / 2$, then we can remove the absolute value signs to get $2 t \geqq j_{1}+j_{2}$, which clearly holds. If $s+t \geqq$ $(N+1) / 2$ and $u+t<(N+1) / 2$, then the proof is more complex (and the case $s+t<(N+1) / 2$ and $u+t \geqq(N+1) / 2$ is clearly symmetric). If we also have $s+j_{1}<(N+1) / 2$, then (since $u+t<(N+1) / 2$ implies that $\left.u+j_{2}<(N+1) / 2\right)$ we
can remove absolute value signs in the inequality to get

$$
s+t-\frac{N+1}{2}+\frac{N+1}{2}-u-t \geqq \frac{N+1}{2}-s-j_{1}+\frac{N+1}{2}-u-j_{2}
$$

or

$$
s-u>t-j_{1}-j_{2} .
$$

But this inequality holds because $u+t<(N+1) / 2$ and $u+t+s=N$ implies that $s+1>(N+1) / 2$, so we have $u+t<(N+1) / 2<s+1$, or $s-u \geqq t$. Finally, we must consider the case where $s+t \geqq(N+1) / 2, u+t<(N+1) / 2$, and $s+j_{1} \geqq$ $(N+1) / 2$. Removing absolute values, our inequality reduces to

$$
s-u \geqq s-u+j_{1}-j_{2},
$$

which holds unless $j_{1}>j_{2}$. Following the logic in the proof of Theorem 3, if we were to have $j_{1}>j_{2}$, this would imply that the number of keys equal to $A[1]$ in $A\left[s+j_{1}\right], \cdots, A[N]$ must exceed the number of keys equal to $A^{\prime}[1]$ in $A^{\prime}[u+$ $\left.j_{2}\right], \cdots, A^{\prime}[N]$. Since our transformation between $A$ and $A^{\prime}$ preserves equality among keys, this can only be true if $s+j_{1}<u+j_{2}$. But we know that $s>u$, since we have $s+t \geqq(N+1) / 2>u+t$, so this implies that $j_{1}<j_{2}$, a contradiction.

As above, we know from this theorem that if the files $A[1], \cdots, A[N]$ and $A^{\prime}[1], \cdots, A^{\prime}[N]$ appear with equal probability as input files (for example, if a random $n$-ary file or a random symmetrically distributed multiset is being sorted) then Program 3 will produce a partition no closer to the center, on the average, than Program 1.

These theorems, of course, do not represent complete evidence that the total average running time of Program 1 will always be lower than the total average running time of Programs 2 and 3. We have already seen anomalous cases where Program 1 may be slightly slower. Also, we should note that although Program 1 may use extra exchanges to get the partition close to the center, this is more than compensated for by the effects of having the partition more balanced. When the partition is closer to the center, all aspects of total running time are improved, and Theorems 3 and 4 are strong general results.
9. Conclusion. The evidence in favor of stopping the scanning pointers on keys equal to the partitioning element in Quicksort is overwhelming. Theorems 1 and 2 and our analyses of the operation of the programs on unary and binary files show that this method will always require $O(N \log N)$ comparisons on the average, when other methods can be quadratic. Theorems 3 and 4 indicate that it will produce more balanced partitions, on the average, than other methods for most reasonable input distributions. Furthermore, it is easier to implement.

Before it can be recommended for use in a practical situation, three major improvements (fully described in [9] and [14]) must be applied to Program 1. First, the recursion should be removed, and the smaller subfile sorted first. This removes some overhead, and ensures that only limited extra space will be necessary to implement the recursive stack. It applies to all our programs, and has little effect on our results. Second, the partitioning element should be chosen by taking the median of the first, middle, and last element of the file. This not only tends to
balance the partitions and so reduce the running time, but also it makes the worst case less likely to occur in a real file, an important practical consideration. This is another advantage of Program 1 over Programs 2 and 3 because even with equal keys present, it is unlikely that a file for which Program 1 will perform really badly will arise in practice, while the others run badly for any file with a small number of distinct values. Third, small subfiles should be ignored during partitioning and a single insertion sort applied to the entire file afterwards. This eliminates a considerable amount of overhead, since Quicksort is inefficient on files of about ten elements or less. Its effect on our analyses is to reduce the significance of the differences between the programs, since the anomalies created by small files are removed.

The utility of a general-purpose sorting program may be measured by the range of input files over which it performs efficiently. Quicksort has been shown to be more efficient than most other sorting algorithms for files with distinct keys, but few sorting algorithms have been studied in the case when equal keys are present. The results of this paper demonstrate that the range of files over which a properly implemented Quicksort can run efficiently may be extended to include files with equal keys.
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#### Abstract

A $p$-way merge of $m$ items is usually implemented with sentinel keys of $\infty$ appended to the end of each input list, resulting in $m(p-1)$ total comparisons. In this note, we analyze the number of comparisons performed when sentinel keys are not used. It is shown that the improvement in this case is very small.
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1. Introduction. A $p$-way merge of $m$ items is usually implemented with sentinel keys of $\infty$ appended to the end of each input list, resulting in $m(p-1)$ comparisons. In this note, we present an algorithm which uses an indirection mechanism to address lists that have not yet been exhausted. The $k$ th list is eliminated from the comparison set as soon as it is exhausted, thus gradually reducing the number of comparisons to be performed on each pass of the merge. The number of comparisons performed by this algorithm will be analyzed, ${ }^{1}$ under the assumption that the implementation overhead of the indirection mechanism is negligible.
2. The algorithm. Suppose that we are given $p$ files of records:

$$
\begin{gathered}
F_{1}: R_{1}(1), R_{1}(2), \cdots, R_{1}\left(m_{1}\right), \\
\vdots \\
F_{k}: R_{k}(1), R_{k}(2), \cdots, R_{k}\left(m_{k}\right), \\
\vdots \\
F_{p}: R_{p}(1), R_{p}(2), \cdots, R_{p}\left(m_{p}\right),
\end{gathered}
$$

where $m_{k}$ is the number of records in the $k$ th file. To each record $R_{i}(j)$ associate a key $K_{i}(j)$, and assume that the $p$ files have been sorted on these keys:

$$
K_{i}(j) \leqq K_{i}(j+1), \quad 1 \leqq j<m_{i}, \quad 1 \leqq i \leqq p .
$$

We shall merge these $p$ files into an output file $Z=\left(z_{1}, z_{2}, \cdots, z_{m}\right)$, where $m=m_{1}+m_{2}+\cdots+m_{p}$, using a list $T=\left(t_{1}, t_{2}, \cdots, t_{L}\right)$ to keep track of the indices of those files $F_{i}$ that have not yet been exhausted in the merging process. $L$ is the current length of $T, 1 \leqq L \leqq p$.

## Algorithm.

$$
\begin{array}{ll}
\mathrm{A} 1: & K \leftarrow 1 \\
& T \leftarrow(1,2, \cdots, p) \\
& J_{i} \leftarrow 1, \text { for } i=1, \cdots, p \\
& L \leftarrow p
\end{array}
$$

[^41]```
A2: \(\quad s \leftarrow 1\)
    \(V \leftarrow K_{T_{1}}\left(J_{T_{1}}\right)\)
    \(i \leftarrow 2\)
```

A3: Compare $K_{T_{i}}\left(J_{T_{i}}\right)$ with $V$ :
If $K_{T_{i}}\left(J_{T_{i}}\right)<V$
then $s \leftarrow i ; V \leftarrow K_{T_{i}}\left(J_{T_{i}}\right)$
A4: $\quad i \leftarrow i+1$
If $i \leqq L$ then goto A3
A5: $\quad Z_{k} \leftarrow R_{T_{s}}\left(J_{T_{s}}\right)$
$k \leftarrow k+1$
$J_{T_{s}} \leftarrow J_{T_{s}}+1$
If $J_{T_{s}} \leqq m_{T_{s}}$ then goto A2
A6: $\quad T \leftarrow\left(T_{1}, \cdots, T_{s-1}, T_{s+1}, \cdots, T_{L}\right)$
$L \leftarrow L-1$
If $L>1$ then goto A2
A7: $\quad Z \leftarrow\left(Z_{1}, \cdots, Z_{k-1}, R_{T_{1}}\left(J_{T_{1}}\right), \cdots, R_{T_{1}}\left(m_{T_{1}}\right)\right)$
END
3. Analysis. We will assume that the keys $\left\{K_{i}(j)\right\}$ are distinct and $1 \leqq K_{i}(j) \leqq$ $m$, since only their relative order is relevant. We shall also assume that all ways of dividing a collection of $m$ records into $p$ files of sizes $m_{1}, \cdots, m_{p}$ are equally likely. The number of such distinct subdivisions is given by the multinomial coefficient

$$
C\left(m: m_{1}, \cdots, m_{p}\right)=m!/\left(m_{1}!m_{2}!\cdots m_{p}!\right)
$$

We shall assume that each of the $C\left(m: m_{1}, \cdots, m_{p}\right)$ arrays

$$
\left\{K_{i}(j): 1 \leqq j \leqq m_{i}, 1 \leqq i \leqq p\right\}
$$

is equally likely.
We shall say that the files are exhausted in the order $\pi=\left(\pi_{1}, \cdots, \pi_{p}\right)$, where $\pi$ is a permutation of $(1, \cdots, p)$, if

$$
K_{\pi_{i}}\left(m_{\pi_{i}}\right)<K_{\pi_{i+1}}\left(m_{\pi_{i+1}}\right), \quad \text { for } 1 \leqq i<p
$$

Let

$$
\underline{K}=\left\{K_{i}(j): 1 \leqq j \leqq m_{i}, 1 \leqq i \leqq p\right\}
$$

be the random variable, taking on values in the set of $C\left(m: m_{1}, \cdots, m_{p}\right)$ partitions of the set $\{1,2, \cdots, m\}$ into $p$ subsets of sizes $m_{1}, \cdots, m_{p}$. Let Pr be the uniform probability measure over this set of partitions. Each value of $\underline{\underline{K}}$ determines a permutation $\pi$, establishing the order in which the $p$ files are exhausted in the merging process. Now, define the ( $p-1$ ) random variables $L_{i}$ by $L_{i}=K_{\pi_{i}}\left(m_{\pi_{i}}\right)$ for $1 \leqq i<p$. The value of $L_{i}$ is the length of the output file $Z$ when the last record $R_{\pi_{i}}\left(m_{\pi_{i}}\right)$ of file $F_{\pi_{i}}$ has been appended to $Z$, thereby exhausting $F_{\pi_{i}}$. Observe that on the $k$ th pass, when the record to output next is being determined, the number of comparisons required is $(p-i)$, where $L_{i-1}<k \leqq L_{i}$. Thus, the total number of comparisons made in step A3, of the algorithm is $L_{1}+\cdots+L_{p-1}$.

Let

$$
\psi\left(u_{1}, \cdots, u_{p-1}: m_{\pi_{1}}, \cdots, m_{\pi_{p}}\right)=\operatorname{Pr}\left\{L_{1}=u_{1}, \cdots, L_{p-1}=u_{p-1}\right. \text { and }
$$

the files are exhausted in the order $\pi\}$.

In what follows we will take $\pi$ to be the identity permutation. Observe that

$$
\begin{aligned}
\psi\left(u_{1},\right. & \left.\cdots, u_{p-1}: m_{1}, \cdots, m_{p}\right) \\
& =\prod_{1 \leqq i<p} C\left(u_{i}-1-m_{1}-\cdots-m_{i-1}: m_{i}-1\right) / C\left(m: m_{1}, \cdots, m_{p}\right)
\end{aligned}
$$

The variables $\left\{u_{i}\right\}$ satisfy the conditions

$$
\begin{array}{lr}
M_{i} \leqq u_{i}<u_{i+1} & \text { for } 1 \leqq i<p-1 \\
M_{p-1} \leqq u_{p-1}<m &
\end{array}
$$

where $M_{i}=m_{1}+\cdots+m_{i}$.
We will make use of the following identities:

$$
\begin{gather*}
\sum_{n \leqq k<N} C(k-1: n-1)=C(N-1: n),  \tag{1}\\
\sum_{n \leqq k<N} k C(k-1: n-1)=(n N /(n+1)) C(N-1: n) . \tag{2}
\end{gather*}
$$

From (1) and (2) it follows that

$$
\begin{align*}
& \quad \sum_{m_{1} \leqq u_{1} \leqq u_{2}-1} \psi\left(u_{1}, \cdots, u_{p-1}: m_{1}, \cdots, m_{p}\right)  \tag{3}\\
& \quad=\left(m_{2} /\left(m_{1}+m_{2}\right)\right) \psi\left(u_{2}, \cdots, u_{p-1}: M_{2}, m_{3}, \cdots, m_{p}\right) \\
& \sum_{m_{1} \leqq u_{1} \leqq u_{2}-1} u_{1} \psi\left(u_{1}, \cdots, u_{p-1}: m_{1}, \cdots, m_{p}\right)  \tag{4}\\
& \quad=\left(u_{2} m_{1} m_{2} / M_{2}\left(m_{1}+1\right)\right) \psi\left(u_{2}, \cdots, u_{p-1}: M_{2}, m_{3}, \cdots, m_{p}\right) .
\end{align*}
$$

From equation (3), we obtain, inductively

$$
\begin{align*}
& \sum_{M_{j} \leqq u_{j} \leqq u_{j+1}-1} \cdots \sum_{M_{1} \leqq u_{1} \leqq u_{2}-1} \psi\left(u_{1}, \cdots, u_{p-1}: m_{1}, \cdots, m_{p}\right)  \tag{5}\\
& =\left[\prod_{1 \leqq i \leqq j+1}\left(m_{i} / M_{i}\right)\right] \psi\left(u_{j+1}, \cdots, u_{p-1}: M_{j+1}, m_{j+2}, \cdots, m_{p}\right),
\end{align*}
$$

(6) $\sum_{M_{p-1} \leqq u_{p-1} \leqq m-1} \cdots \sum_{M_{1} \leqq u_{1} \leqq u_{2-1}} \psi\left(u_{1}, \cdots, u_{p-1}: m_{1}, \cdots, m_{p}\right)=\prod_{1 \leqq i \leqq p}\left(m_{i} / M_{i}\right)$.

Next, from equations (4) and (5) we obtain

$$
\begin{align*}
& \quad \sum_{M_{i} \leqq u_{j} \leqq u_{j+1}-1} \cdots \sum_{M_{1} \leqq u_{1} \leqq u_{2}-1} u_{j} \psi\left(u_{1}, \cdots, u_{p-1}: m_{1}, \cdots, m_{p}\right)  \tag{7}\\
& \quad=\left(M_{j} / M_{j}+1\right)\left[\prod_{1 \leqq i \leqq j+1} m_{i} / M_{i}\right] u_{j+1} \psi\left(u_{j+1}, \cdots, u_{p-1}: M_{j+1}, m_{j+2}, \cdots, m_{p}\right)
\end{align*}
$$

$$
\begin{align*}
& \quad \sum_{M_{p-1} \leq u_{p-1} \leqq m-1} \cdots \sum_{M_{j} \leq u_{j} \leq u_{j+1}-1} u_{j} \psi\left(u_{j}, \cdots, u_{p-1}: M_{j}, m_{j+1}, \cdots, m_{p}\right)  \tag{8}\\
& \quad=M_{j} \prod_{j+1 \leqq i \leq p} m_{i} /\left(M_{i-1}+1\right) .
\end{align*}
$$

Equations (7) and (8) yield:
$\sum_{M_{p-1} \leqq u_{p-1} \leqq m-1} \cdots \sum_{M_{1} \leqq u_{1} \leqq u_{2}-1}\left(u_{1}+\cdots+u_{p-1}\right) \psi\left(u_{1}, \cdots, u_{p-1}: m_{1}, \cdots, m_{p}\right)$

$$
\begin{equation*}
=\left[m \prod_{1 \leqq i \leqq p} m_{i} / M_{i}\right] \sum_{1 \leqq j \leqq p-1} \prod_{j \leqq i \leqq p-1} M_{i} /\left(1+M_{i}\right) . \tag{9}
\end{equation*}
$$

Setting $M_{\pi_{i}}=m_{\pi_{1}}+\cdots+m_{\pi_{i}}$, we obtain the following expression for the expected number of comparisons, $E$ :

$$
\begin{equation*}
m\left[\prod_{1 \leqq i \leqq p} m_{i}\right] \sum_{\pi} \prod_{1 \leqq i \leqq p}\left(M_{\pi_{i}}\right)^{-1} \sum_{1 \leqq j \leqq \rho-1}\left[\prod_{j \leqq k \leqq p-1} M_{\pi_{k}} /\left(1+M_{\pi_{k}}\right)\right] . \tag{10}
\end{equation*}
$$

In the case where all $\left\{m_{i}\right\}$ are equal, we can evaluate $E$. Let $m_{i}=m / p$, $1 \leqq i \leqq p$. Then (10) reduces to:

$$
\begin{equation*}
E=m \cdot \sum_{j=1}^{p-1} \prod_{k=j}^{p-1} \frac{m k}{m k+p} . \tag{11}
\end{equation*}
$$

It can be shown easily by induction on $p$ that, for any $x$ :

$$
\begin{equation*}
\sum_{j=1}^{p-1} \prod_{k=j}^{p-1} \frac{m k}{m k+x}=\frac{m(p-1)}{m+x} \quad \text { for } p \geqq 1 . \tag{12}
\end{equation*}
$$

Hence we obtain:

$$
\begin{equation*}
E=\frac{m^{2}(p-1)}{m+p} \tag{13}
\end{equation*}
$$

Comparing this with the sentinel key implementation, we see that the latter performs an expected number of $m p(p-1) /(m+p)$ "unnecessary" comparisons out of the total $m(p-1)$ comparisons, thus "wasting" $p /(m+p)$ of its total effort. This fraction is close to zero for $p$ small. For larger values of $p$, the selection tree method of [2, §5.4.1] gives better performance ( $m \log p$ comparisons).

Thus it appears that in the case of equal file sizes (the case of most likely practical interest), the $p$-way merge without sentinel keys provides no clear-cut performance improvement over other methods.
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#### Abstract

It is very often more convenient and more meaningful to specify a set of structural descriptions analytically rather than generatively, i.e., by specifying a set of constraints each structured description in the set has to satisfy. Peters and Ritchie [7] have shown that if context-sensitive rules are used only for "analysis" then the string language of the set of trees is still context-free. In this paper, we have generalized this result by considering context-free rules constrained by Boolean combinations of proper analysis predicates and domination predicates. These rules, called "local transformations" not only make precise an informal and briefly discussed notion of Chomsky [2], but also, generalize it in an appropriate manner. It is shown that the Peters-Ritchie result can be generalized to local transformations. Linguistic relevance of this result has been also briefly discussed. Results in this paper are relevant to the following situation: Patterns of a class, say $A$, may be difficult to characterize generatively; but, it may be possible to specify a suitable (nontrivial) augmentation, say $B$, of the class $A$, such that $B$ can be easily characterized generatively, and then $A$ is characterized by stating some restrictions on the class $B$. This suggests possible applications to programming languages and pattern description languages.


Key words. constraints on structural descriptions, immediate constituent analysis, local sets and recognizable sets, local transformations, proper analysis and domination predicates, rules for generation and for analysis, structural descriptions, transformational grammars, tree automata

1. Introduction. When structural descriptions are in the form of labeled trees (e.g., phrase structure trees) it is very often more convenient, and in fact, more meaningful to specify a set of structural descriptions analytically rather than generatively, i.e., by specifying a set of constraints each tree in the set must satisfy. Such descriptions are useful for specification of transformational grammars. Peters and Ritchie [7] have shown that if context-sensitive rules are used for "analysis" only i.e., for specifying constraints on a set of trees, then these rules, in effect, have no more power than context-free rules (more precisely, the string language of the set of trees is a context-free language). In this paper, we have generalized this result by considering context-free rules constrained by Boolean combinations of proper analysis predicates and domination predicates. We call these "local transformations." The main result is that local transformations when used for "analysis" do not have any more power than context-free rules (Theorem 3.1).

First, we will briefly discuss the result of Peters and Ritchie in § 2. Local transformations will be defined in $\S 3$ and the main result concerning local transformations will be stated without proof. In § 4, we will give a proof of Theorem 3.1, our main result, which follows from Theorem 4.8. We have

[^42]generalized some finite state string automata results in an obvious manner to tree automata; these results together imply some further generalizations of the Peters-Ritchie result. We will also talk about recognizable sets in terms of features of nodes. We have deliberately taken this leisurely approach because we believe that the discussion in $\S 4$ gives some additional insights into the structure of recognizable sets.

Before proceeding with our formal results, we will briefly state their linguistic relevance.

1. Context-sensitive rules are used by linguists in many ways, particularly in strict subcategorization and in lexical insertion (e.g., $\mathrm{V} \rightarrow \mathrm{V}_{\text {singular }} / \mathrm{NP}_{\text {singular }}-$ i.e., V (verb) is rewritten as $\mathrm{V}_{\text {singular }}$ in the left-context of a singular noun-phrase (NP)). These rules are indeed used "analytically" and hence, the relevance of the Peters-Ritchie result.
2. Chomsky [2, p. 215] has discussed, very briefly and informally, a notion of a local transformation in the context of rules which affect only a substring dominated by a single category. For example, the restrictions on the choice of elements in an Adverbial Phrase consisting of Preposition ${ }^{\wedge}$ Determiner ${ }^{\wedge}$ Noun*, and certain nominalizing transformations could be stated as local transformations. In fact, Chomsky [2, p. 215] speculates that an extension of the theory of context free grammars may be possible by restricting rewriting by local transformations.
3. Our notion of "local transformations" not only captures and makes precise Chomsky's notion mentioned above, but also generalizes it in an appropriate manner. Our main result concerning local transformations is that if used only for "analysis" then these rules also have no more power than context-free rules. Thus, by incorporating some local transformations in the base component of a transformational generative grammar, we do not increase the weak generative power of the base component.

Adopting the linguistic term "immediate constituent analysis" for parsing, we might call the analysis obtained by using local transformations, a "local transformational immediate constituent analysis".

The applications of such a specification of constraints in areas other than linguistics are worth exploring. Results in this paper are relevant to the following situation: Patterns of a class, say A, may be difficult to characterize generatively; but, it may be possible to specify a suitable (nontrivial) augmentation, say $B$, of the class $A$, such that $B$ can be easily characterized generatively, and then $A$ is characterized by stating some restrictions on the class $B$. This suggests applications to programming languages and pattern description languages.

Extension of our results to specification of constraints on structural descriptions which are not trees (e.g., graphs) is also a possibility.
2. Context-sensitive rules for analysis. Context-sensitive grammars, in general, are more powerful (with respect to weak generative capacity) than contextfree grammars. A fascinating result of Peters and Ritchie [7] is that if a contextsensitive grammar $G$ is used for "analysis" then the language "analyzed" by $G$ is context-free. This result has significance in transformational linguistics because

[^43]the context-sensitive rules in the base component of a phrase structure transformational grammar are used essentially in this manner.

First, we will describe what we mean by a context-sensitive grammar, $G$, used for "analysis". Given a tree $t$, we define a set of "proper analyses" of $t$. Roughly speaking, a proper analysis of a tree is a "slice" across the tree with the condition that if a node is included in the slice then all its siblings are included; if a sibling is not included then all its siblings are included and so on. More precisely, the set of proper analyses of $t, P(t)$ is defined as follows:
(i) If $t=\cdot a$ (i.e., a single node labeled $a$ ) then $P(t)=\{a\}$
(ii) If

then $P(t)=\{A\} \cup P\left(t_{0}\right) \cdot P\left(t_{1}\right) \cdots \cdot P\left(t_{n-1}\right)$ where $t_{0}, t_{1}, \cdots, t_{n-1}$ are trees and $\cdot$ denotes set product. Let $t$ be a tree as shown below:


The set of proper analyses of $t, P(t)$, is

$$
P(t)=\{S, A B, A E, A e, C d B, C d E, C d e, c d B, c d E, c d e\} .
$$

Let $G$ be a context sensitive grammar, i.e., its rules are of the form

$$
A \rightarrow \omega \mid \phi-\psi
$$

where $A \in V-\Sigma$ ( $V$ is the alphabet and $\Sigma$ is the set of terminal symbols), $\omega \in V^{\dagger}$ (set of nonnull strings on $V$ ), and $\phi, \Psi \in V^{*}$ (set of all strings on $V$ ). If $\phi$ and $\Psi$ are both null then the rule is a context-free rule. A tree $t$ said to be "analyzable" with respect to $G$ is for each node of $t$, some rule of $G$ "holds". It is obvious how to check whether a context-free rule holds of a node or not. A context sensitive rule $A \rightarrow \omega \mid \phi \quad \Psi$ holds of a node labeled $A$, if the string corresponding to the immediate descendants of that node is $\omega$, and there is a proper analysis of $t$ of the form $\rho_{1} \phi A \Psi \rho_{2}$ which "passes through" the node ( $\rho_{1}, \rho_{2} \in V^{*}$ ). Let $\tau(G)$ be the set of all trees analyzable by $G$, and let $L(\tau(G))$ be the string language corresponding to the terminal strings of trees in $\tau(G)$. Then the result of Peters and Ritchie mentioned above can be stated as follows.

Theorem 2.1. Let $G$ be a context-sensitive grammar. The language analyzed by $G$, i.e., $L(\tau(G))$, is context-free.
3. Local transformations. Since we will now be interested in using contextsensitive rule for analysis only, let us call the contextual condition $\phi \ldots \Psi$ in a rule
$A \rightarrow \omega \mid \phi \_\Psi$, a "proper analysis predicate." Let $G$ be a finite set of rules of the form

$$
A \rightarrow \omega \mid P_{A},
$$

where $P_{A}$ is a Boolean combination of proper analysis predicates. The subscript $A$ indicates that the proper analyses have to pass through a node labeled $A$. The following is an example of such a rule:

$$
A \rightarrow \omega \mid\left(\phi_{1} \_\Psi_{1}\right) \wedge\left(\left(\phi_{2} \_\Psi_{2}\right) \bigvee\left(\neg\left(\phi_{3} \_\Psi_{3}\right)\right)\right)
$$

Thus, the above rule holds of a node labeled $A$ in a tree $t$ if the string corresponding to the immediate descendants of $A$ is $\omega$, and a proper analysis of the form $\rho_{1} \phi_{1} A \Psi_{1} \rho_{2}$ passes through $A$, and either a proper analysis of the form $\rho_{3} \phi_{2} A \Psi_{2} \rho_{4}$ passes through $A$ or no proper analysis of the form $\rho_{5} \phi_{3} A \Psi_{3} \rho_{6}$ passes through $A$. Clearly, such rules allow us to state quite complex contextual conditions. Let $\tau(G)$ be the set of trees "analyzable" by $G$, where $G$ is a finite set of rules of the type mentioned above. Let $L(\tau(G))$ be the string language of $G$. Then we show that $L(\tau(G))$ is still context-free. This result holds even when the right and left contexts are not necessarily immediately to the right or left respectively. The right (or left) context may even be "scattered" on the right (or left).

A context sensitive rule allows us to specify context on the "right" and "left". Often, we need to specify context on the "top" (or perhaps even at the "bottom"). Given a node labeled $A$ in a tree $t$, we will say that $\delta(A, B)$ holds of the node labeled $A$ if a node labeled $B$ immediately dominates the node labeled $A$, i.e., $B$ is the immediate ancestor of $A$. We will call $\delta$ a "domination predicate". The most general form of a domination predicate we will allow is

$$
\delta(A, \phi — \Psi), \quad \phi, \Psi \in V^{*}
$$

$\delta$ holds of a node labeled $A$ if there is a path from the root of the tree to some terminal node, which passes through this node (labeled $A$ ), and is of the form

$$
\rho_{1} \phi A \Psi \rho_{2}, \quad \rho_{1}, \rho_{2} \in V^{*}
$$

We might call such a path a "vertical proper analysis" passing through $A$. The top and bottom contexts (i.e., $\phi$ and $\Psi$ ) may even be "scattered". It is clear that this generalization allows us to state conditions involving immediate or nonimmediate domination as well as a sequence of dominations. Now let $G$ be a finite set of rules of the form

$$
A \rightarrow \omega \mid D_{A},
$$

where $D_{A}$ is a Boolean combination of domination predicates (generalized) mentioned above. Let $\tau(G)$ be the set of trees analyzable by $G$. We also show that $L(\tau(G))$, the language corresponding to the terminal strings of trees in $t$, is context-free.

We are now ready to define a "local transformation". A local transformation is a rule of the form

$$
A \rightarrow \omega \mid C_{A},
$$

where $C_{A}$ is a Boolean combination of proper analysis predicates and domination predicates. Conditions on transformations are usually stated in terms of such predicates and their Boolean combinations. Hence, we call these rules "transformations". Since the string $\omega$ is dominated by a single category, we use the modifier "local". Our main result can now be stated as follows.

Theorem 3.1. Let $G$ be a finite set of local transformations and $\tau(G)$, the set of trees analyzable by $G$. Then the string language $L(\tau(G))$ is context-free.

Example 3.1. Let $V=\{S, T, a, b, c, e\}$ and $\Sigma=\{a, b, c, e\}$. Let $G$ be a finite set of local transformations:

1. $S \rightarrow e$,
2. $S \rightarrow a T$,
3. $T \rightarrow a S$,
4. $\quad S \rightarrow b T c /(a-) \wedge \delta(S, T)$,
5. $\quad T \rightarrow b S c /\left(a \_\right) \wedge \delta(T, S)$.

In rules 1,2 , and 3 the context is null, i.e., these are context-free rules. In rule $4, S$ in $\delta(S, T)$ refers to the label of the node at which the condition is to be checked and the condition is that this occurrence of $S$ is dominated (immediately) by a node labeled $T$. In rule $5, \delta(T, S)$ refers to a node labeled $T$ and this node is to be dominated (immediately) by a node labeled $S$.

The language generated by this example can be derived by the context-free grammar:

$$
\begin{array}{llll}
G^{\prime}: & S \rightarrow e, & S \rightarrow a T_{1}, & S_{1} \rightarrow a T_{1}, \\
& S \rightarrow a T, & T \rightarrow a S_{1}, & T_{1} \rightarrow a S_{1} . \\
& T \rightarrow a S, & T_{1} \rightarrow b S c, & \\
& S_{1} \rightarrow b T c, & &
\end{array}
$$

In $G^{\prime}$ there are additional variables $S_{1}$ and $T_{1}$ which enable the context checking of the local transformations, $G$, in the generation process.

It is easy to see that under the homomorphism which removes the subscripts on the variable $T$ and $S$, each tree generable in $G^{\prime}$ is analyzable in $G$. Also each tree analyzable in $G$ has a homomorphic pre-image in $G^{\prime}$.

However, the tree

is not analyzable in $G$, since the root node is used in rule $S \rightarrow b T c$, but does not satisfy the analysis condition $\left(a_{-}\right) \wedge \delta(S, T)$.

Example 3.2 (Due to Kang Yueh). Let $V=\left\{E,+,{ }^{*},[], a,\right\}$ and $\Sigma=$ $\left\{+,{ }^{*},[], a,\right\}$. Let $G$ be a finite set of local transformations:

1. $E \rightarrow E+E / \neg(+-) \wedge \neg(*-) \wedge \neg(-*)$
2. $E \rightarrow E * E / \neg(*-)$
3. $E \rightarrow[E]$
4. $E \rightarrow a$
$G$ gives unambiguous structural descriptions, in accordance with the precedence relationships, for the arithmetic expressions.
5. Proof of Theorem 3.1. We will take a somewhat leisurely approach for the reasons indicated in § 1. Let us start with a finite state string automaton. Let $\Sigma$ be the input alphabet, $Q$ the finite set of states, and $M$ the transition function, $M: \Sigma \times Q \rightarrow Q$.

There are some properties of strings which a finite automaton can check, and we shall call these regular features. A feature is checked by a finite automaton if there is a two block partition of the state set of the automaton, $\pi=\left\{\pi_{f}, \pi_{\bar{f}}\right\}$, such that for all strings possessing $f$, the automaton after processing, is in a state in $\pi_{f}$, and for all strings not possessing $f$ the state of the automaton after processing, is in $\pi_{\bar{f} .}{ }^{1}$

We write $f(x)$ to denote the fact that string $x$ has feature $f$, and $F=\{x \mid f(x)\} . F$ is the (regular) set of strings possessing feature $f$. If $f_{1}$ and $f_{2}$ are regular features then $F_{1} \cap F_{2}$ is the set of strings possessing both $f_{1}$ and $f_{2}$, and $F_{1} \cup F_{2}$ is the set of strings having $f_{1}$ or $f_{2}$.

Theorem 4.1 (Kleene). Let $f_{1}$ and $f_{2}$ be any regular features; then $F_{1}, \bar{F}_{1}, F_{1} \cap F_{2}$, and $F_{1} \cup F_{2}$ are regular.

Corollary 4.1. Let $g_{1}=B\left(\left\{f_{1}\right\}\right)$ be any Boolean combination of a finite set of regular features; then $G_{1}$ is a regular set, and $g_{1}$ is a regular feature.

By a Boolean combination of sets we mean the set of sets formed from the finite set by complementation, union, and intersection. By a Boolean combination of features, we mean the features $e_{1}(x) \wedge e_{2}(x), e_{1}(x) \bigvee e_{2}(x)$, and $\neg e(x)$ where $e$, $e_{1}, e_{2}$ are in the given finite set of features or are Boolean combinations of features.

Corollary 4.2. Let $g_{2}=\left(f_{1} \supset f_{2}\right)$. Then if $f_{1}$ and $f_{2}$ are regular, $G_{2}$ is a regular set, and $g_{2}$ is a regular feature.

We may describe $G_{2}$ as the set of strings which if they possess the feature $f_{1}$ must also possess $f_{2}$.

We note that while the features are defined for strings, an automaton doing the computation of features of a particular string processes the string from left to right and is actually computing the features at each step of the processing. This motivates the following definition:

Definition 4.1. If $x \in F$, we write $f(x)$, making explicit the fact that features are predicates. Let Prefix $(x)=\{y \mid(\exists z)(y z=x)\}$; Prefix $(x)$ is the set of prefixes of the string $x$. If $f$ is a regular feature, the following are defined for strings:
(i) $g(x) \Leftrightarrow((\forall y \in \operatorname{Prefix}(x)) f(y))$, i.e. every initial substring possesses $f$.
(ii) $h(x) \Leftrightarrow((\exists y \in \operatorname{Prefix}(x)) f(y))$, i.e. some initial substring possesses $f$.
(iii) $j(x) \Leftrightarrow((\exists!y \in \operatorname{Prefix}(x)) f(y))$, i.e. exactly one initial substring possesses $f$.

[^44]We then have the following:
Theorem 4.2. Let $f$ be a regular feature; then $g, h, j$ as defined above, are regular features.

Corollary 4.3. Any first order predicate expressed in terms of regular features of strings or their prefixes is a regular feature.

A formulation of these results which is more directly applicable to trees is as follows:

Definition 4.2. A string domain $S \subset 1^{*}$ is a finite set of elements such that if $x 1$ is in $S$, then $x$ is in $S$. Further, we map $S$ onto $\{0,1, \cdots, N-1\}$ by the homomorphism $h(\lambda)=0, h(x, y)=h(x)+h(y)$. A string is a mapping from $S$ to $\Sigma$.

We imagine the symbols of the string being numbered from $N-1$ to 0 going from left to right. ${ }^{2}$ Hence, we can talk about the automaton being in position $n$ of string $x$, and $x$ has feature $f$ at $n$, i.e., $f(x, n) \Leftrightarrow$ the state of the automaton is in $\pi_{f}$, when the automaton is in position $n$ of string $x$. ( 0 denotes the position of the head when processing is complete, so that $f(x, 0) \Leftrightarrow f(x)$; and $N=$ length $(x)$ denotes the initial position of the head.)

Accordingly, we rewrite the features $g, h$, and $j$, as follows:

$$
\begin{aligned}
& g(x) \Leftrightarrow((\forall n \leqq \text { length }(x)) f(x, n)), \\
& h(x) \Leftrightarrow((\exists n \leqq \text { length }(x)) f(x, n)), \\
& j(x) \Leftrightarrow((\exists!n \leqq \text { length }(x)) f(x, n)) .
\end{aligned}
$$

We consider next the case of an automaton checking multiple features on a string, in particular those features which once identified in a prefix are features of the entire string. We call these persistent features. (An example of a persistent regular feature is the occurrence of some fixed substring. An example of a nonpersistent regular feature is the evenness of the number of occurrences of some fixed letter.) We want to determine the relative positions at which two persistent features, $f_{1}$ and $f_{2}$, occur. (In the tree case this will correspond to computing domination predicates.)

Informally, we can visualize two automata $A_{1}$ and $A_{2}, A_{1}$ checking $f_{1}$, and $A_{2}$ checking $f_{2}$. We first let $A_{1}$ process the input string going from left to right and record on each square adjacent to the original symbol in the square the state $A_{1}$ was in on that square. This sequence of states of $A_{1}$ is called a state string. $A_{2}$ can then be readily modified to process the combined original data and state string data to determine whether $f_{1}$ occurs earlier than $f_{2}$.

Definition 4.3. A finite relabeling transformation, $\rho$, induced by an automaton $A$ is a mapping from strings to strings defined by

$$
\begin{aligned}
\rho(\lambda) & =\lambda \\
\rho(\sigma) & =M\left(\sigma, q_{0}\right) \text { for } \sigma \in \Sigma, \\
\rho(x \sigma) & =\rho(x) M\left(x \sigma, q_{0}\right) \text { for } x \in \Sigma^{*}, \quad \sigma \in \Sigma .
\end{aligned}
$$

[^45]In a finite relabeling transformation, each string is mapped into the sequence of states which occurs in its processing. If $F$ is the set of string having feature $f$, the

$$
\rho(F)=\{y(\exists x \in F)(y=\rho(x))\} .
$$

$\rho(F)$ is thus the image of $F$ under the finite relabeling transformation, $\rho$, induced by $A . \rho(F)$ is a set of state strings.

Again, anticipating the tree automata case and considering strings as mappings from string domains to finite alphabets, let $q(x, n)$ denote the state of the automaton at position $n$ of string $x$. Then $q(x, N)=q_{0}$ and $M\left(q_{0}, x\right)=q(x, 0)$; and the finite relabeling transformation generates the string $\rho(x)$.

Consider next the case of two automata $A_{1}$ and $A_{2}$ scanning the string $x$ from left to right, where the input sequence to $A_{2}$ is the state sequence of $A_{1}$, as in the usual cascade construction. Then the output sequence from $A_{2}$ is just the composition of finite relabeling transformations. Since the cascade construction of $A_{1}$ and $A_{2}$ is just another finite state machine, this shows that finite relabeling transformations are closed under composition. Finite relabeling transformations are just a convenient way of sequentially decomposing the cascade connection of finite state machines.

We now apply the finite relabeling transformations to get an alternative development of Corollary 4.3.

Definition 4.4. Let $\rho_{1}(x)$ and $\rho_{2}(x)$ be state strings induced by $A_{1}$ and $A_{2}$, respectively, and let $\rho_{i}(x, n)$ be the $n$th element of $\rho_{i}(x)$. Then $\left(\rho_{1}(x), \rho_{2}(x)\right)$ denotes the string whose $n$th element is ( $\rho_{1}(x, n), \rho_{2}(x, n)$ ).

Theorem 4.3. Let $f_{1}$ and $f_{2}$ be regular features, and $g_{1}$ and $g_{2}$ defined as follows:

$$
\begin{aligned}
& g_{1}(x, n) \Leftrightarrow\left(f_{1}(x, n) \supset(\exists m<n) f_{2}(x, n-m),\right. \\
& g_{2}(x, n) \Leftrightarrow\left(f_{1}(x, n) \supset(\exists m<n) f_{2}(x, n-m)\right) .
\end{aligned}
$$

Then $g_{1}$ and $g_{2}$ are regular features and $g_{1}(x, n)=\rho_{1}(x, n)$ and $g_{2}(x, n)=\rho_{2}(x, n)$, where $\rho_{1}$ and $\rho_{2}$ are two finite relabeling transformations.

Proof. The finite relabeling transformations $\rho_{1}$ and $\rho_{2}$ record the (truth) values of the features $g_{1}$ and $g_{2}$ respectively. Each $g_{i}$ is a regular feature since it is computed by a finite relabeling transformation $\rho_{i}$. The computation of $\rho_{1}$ may be decomposed as follows. First, compute $f_{1}$ and $f_{2}$ by finite relabeling transformations taking $x$ to $\left(f_{1}(x), f_{2}(x)\right)$. The computation checks that $(\forall n) f_{1}(x, n) \supset\left(\exists(m>n) f_{2}(x, n-m)\right)$ which is a check that the ordered pair ( $T, F$ ) never occurs in the intermediate result.

We now give tree automata versions of these results and then establish an extension of the Peters-Ritchie result.

A (bottom-up) tree automaton is an automaton operating on (rooted, labeled, directed and left-to-right ordered) trees. Assuming that the states of the automaton at all descendants of a node are known, the next state at the node is determined by the transition function. At the beginning, initial states are assumed as descendants of the frontier nodes of the tree. Such a tree automata are referred to as bottom-up, since the states may be visualized as moving up the tree from the frontier to the root. Thus we have

Definition 4.5. $A$ (bottom-up) tree automaton, $A$, is a system $A=$ $\left(T_{\Sigma}, Q, M, Q_{0}, F\right) . \Sigma$ is a finite alphabet, $T_{\Sigma}$ is the set of finite rooted, directed, left-to-right ordered trees labeled with elements of $\Sigma, Q$ is a finite state set, $q_{0} \in Q$ is the initial state, $F \subseteq Q$ is the set of final states, and $M: \Sigma \times Q^{n} \rightarrow Q$ determines the state of a node, $v$, in terms of the states of its direct descendants. $M: T_{\Sigma} \rightarrow Q$ is then defined as follows: If $v$ is a leaf, labeled $\sigma$, then $M(v)=M\left(\sigma, q_{0}\right)$; otherwise, if $v$ has direct descendants $x_{1} \cdots x_{n}$ then $M(v)=M\left(\sigma, M\left(x_{1}\right), \cdots, M\left(x_{n}\right)\right)$.

A recognizable feature of a set of nodes is a condition which can be verified at those nodes by a finite state (bottom-up) tree automaton. A recognizable feature of a set of trees is a feature recognized at the root nodes of the trees in the set.

Thus there is a two block partition of the state set of the automaton, $\pi=\left\{\pi_{f}, \pi_{f}\right\}$, such that for all trees possessing $f$, the state of the automaton after processing is a state in $\pi_{f}$, and for all trees not possessing $f$, the state of the automaton after processing is in $\pi_{f}$.

If $f$ is a recognizable feature, then $F$ is the set of trees possessing feature $f$, and $\bar{F}$ is the set of trees not possessing feature $f$. A set of trees possessing a recognizable feature is said to be a recognizable set.

Remark. The word "feature" could have been replaced in our definition by the word "predicate". However, feature is preferred because of its descriptive connotation. Both of these are closely related to the word "state".

The following result is well-known [3], [6], [11], [12].
Theorem 4.4. Let $f_{1}$ and $f_{2}$ be any recognizable features; then $F_{1}, F_{1} \cap F_{2}$, $F_{1} \cup F_{2}$, and $\bar{F}_{1}$ are recognizable.

Corollary 4.4. Let $g_{1}=B\left(\left\{f_{i}\right\}\right)$ be any Boolean combination of a finite set of recognizable features, then $G_{1}$ is a recognizable set and $g_{1}$ is a recognizable feature.

Corollary 4.5. If $f_{1}$ and $f_{2}$ are recognizable features and $g_{2}=\left(f_{1} \supset f_{2}\right)$, then $G_{2}$ is a recognizable set and $g_{2}$ is a recognizable feature.

It is also well-known that [3], [6], [11], [12]
Theorem 4.5. If Fis a recognizable set of trees then yield $(F)$ is a context-free language.

Definition 4.6. Let Subtree $(x)=\{y \mid y$ is a subtree of $x\}$. (If

then $x$ is a subtree of $x$, each $x_{i}$ is a subtree of $x$, and each subtree of each $x_{i}$ is a subtree of $x$.) A more formal definition follows the definition of tree domain below (Definition 4.8).

If $f$ is a recognizable feature, the following are defined for trees:
(i) $g(x) \Leftrightarrow((\forall y \in \operatorname{Subtree}(x)) f(y))$, i.e. every subtree possesses $f$.
(ii) $h(x) \Leftrightarrow((\exists y \in \operatorname{Subtree}(x)) f(y))$, i.e. some subtree possesses $f$.
(iii) $j(x) \Leftrightarrow((\exists!y \in \operatorname{Subtree}(x)) f(y))$, i.e. exactly one subtree possesses $f$.

As a generalization of Theorem 4.2 we now have
Theorem 4.6. Letf be a recognizable feature, then $g, h, j$ as defined above, are recognizable features.

We will now consider, in somewhat more detail, the case of an automaton which is checking multiple (persistent) features on trees. This will be the case, for example, when verifying that a tree is in $F_{1} \cap F_{2}$. Again, the development parallels the string case.

Definition 4.7. A finite relabeling transformation is a mapping which assigns to each node of the tree the state of the automaton, $A$, processing it [3] as follows:

$$
\begin{aligned}
& \rho(\lambda)=\lambda, \\
& \rho(\sigma)=M\left(\sigma, q_{0}\right) \text { for } \sigma \in \Sigma, \\
& \rho(\sigma)=M\left(\sigma, \hat{M}\left(x_{1}\right), \cdots, \hat{M}\left(x_{n}\right)\right) \\
& x_{1} \cdots x_{n} \quad \rho\left(x_{1}\right) \cdots \rho\left(x_{n}\right) \quad \rho\left(x_{1}\right) \cdots \rho\left(x_{n}\right)
\end{aligned}
$$

Example:

$$
\begin{aligned}
& M\left(a, q_{0}\right)=q_{a}, \quad M\left(b, q_{0}\right)=q_{b}, \quad M\left(S, q_{a}, q_{a}\right)=q_{a} \\
& M\left(S, q_{b}, q_{a}\right)=q_{b}, M\left(S, q_{b}, q_{a}\right)=q_{b a}, \quad M\left(S, q_{b a}, q_{a}\right)=q_{b a} \\
& M\left(S, q_{b}, q_{b a}\right)=q_{b} ; \quad \text { otherwise } M(\cdot)=q_{d} \text { and } \\
& F=\left\{q_{a}, q_{b}, q_{b a}\right\} .
\end{aligned}
$$

Then


It is known that [3]
Theorem 4.7. If $F$ is recognizable then $\rho(F)$ is recognizable.
Let $J^{*}$ be the free monoid generated by $J$, the set of all natural numbers. Let the binary operation be denoted by • and the identity by 0 . For $p, q$ in $J^{*}, p \leqq q$ if and only if there is an $r$ in $J^{*}$ such that $q=p \cdot r$ and $p<q$ if and only if $p \leqq q$ and $p \neq q$.

Definition 4.8 (see [5]). A tree domain $D$ is a finite subset of $J^{*}$ such that

1. if $q D$ and $p q$, then $p D$; and
2. if $p \cdot j \in D, j \in J$, then $p \cdot r \in D$ for $r \in J, r$ is equal to or less than $j$.

Elements of $D$ are called tree addresses. A labeled tree is a function from a tree domain to a finite set of labels. We can now define a subtree formally as follows. If the tree $x$ is a function $x: D \rightarrow \Sigma$, then the subtree at $p$, denoted $x_{p}$, has tree domain $D_{p}=\{q \mid p \cdot q \in D\}$ and $x_{p}: D_{p} \rightarrow \Sigma$, with $x_{p}(q)=x(p \cdot q)$.

Definition 4.9 (Left-to-right order). $p<q, p$ is to the left of $q$, for $p, q \in D$, if $p=r \cdot j_{1} \cdot s_{1}, q=r \cdot j_{2} \cdot s_{2}, j_{i} \in J, s_{i}, r \in J^{*}, i=1,2$, and $j_{1}$ is less than $j_{2}$.

We now extend the tree notation of features, as we did in the string case, so that $f(x, v)$ is the feature computed in the tree $x$ at tree address $v$.

Lemma 4.1. If $f_{1}, f_{2}$, and $f_{3}$ are recognizable features, and

$$
\begin{aligned}
& g_{1}(x, p) \Leftrightarrow\left(f_{1}(x, p) \supset(\exists q) f_{2}(x, p \cdot q)\right), \\
& g_{2}(x, p) \Leftrightarrow\left(f_{1}(x, p) \supset \neg(\exists q) f_{2}(x, p \cdot q),\right. \\
& \left.\left.g_{3}(x, p) \Leftrightarrow\left(f_{1}(x, p) \supset(\exists q)(\exists r) f_{2}(p \cdot q) \wedge f_{3}(p \cdot r) q \dot{<}\right)\right)\right),
\end{aligned}
$$

then $g_{1}, g_{2}$, and $g_{3}$ are recognizable features.
Proof. The argument is essentially that given in the proof of Theorem 4.3, using finite relabeling to record intermediate steps of the computation. Thus ( $\left.f_{1}(x, p), f_{2}(x, p)\right)$ can be computed, and existential quantification applied as in Theorem 4.6 noting that $(\exists q) f_{2}(x, q)$ is an alternative notation for $(y \in$ Subtree $(x)) f(y)$. The feature $g_{3}$ is obtained similarly noting that an automaton can easily check the left-to-right order at a given node.

Theorem 4.8. Any first order predicate, with bounded quantification as in Definition 4.1 and Lemma 4.1, expressed in terms of recognizable features on trees, their subtrees, or left-to-right ordering is a recognizable feature.

Remarks. 1. Any condition on the proper analyses of a set of trees which can be verified by a tree automaton yields a recognizable feature. Any combination of such features as given by Theorem 4.8 will still be recognizable. From this and the next remark, Theorem 3.1 follows.
2. Recognizable sets are related to local sets [9], [10], [11]. Given a recognizable set one can develop a context-free grammar so that the recognizable set is (the homomorphic image of) the set of derivation trees of the context-free grammar.

In the following we consider some other generalizations of the Peters-Ritchie result.

Lemma 4.2. Let $R$ be a regular set; then the feature $f(t)=(P(t) \subseteq R)$ is recognizable, where $P(t)$ is the set of proper analyses of $t$.

Proof. (This method of proof is due to Rounds [9]). Each regular set, $R$, is the union of complete congruences of a finite congruence relation. We evaluate the tree (bottom-up) keeping track of the congruence classes of proper analyses. Since there are only finitely many congruence classes, the set of congruence classes having nonnull intersection with the proper analyses of a subtree can be represented in the state of the tree automaton when it reaches the root of the subtree. If

is a node of the tree and its direct descendants, and if we know the set of congruence classes with which each $x_{i}$ has nonnull intersection, then we can determine the set of congruence classes with which the proper analysis at $x$ has nonnull intersection. Now the proper analysis of $t, P(t)$, is a subset of $R$, if and only if the set of congruence classes with which the root has nonnull intersection is a subset of the congruence classes defining $R$.

Remark. Lemma 4.2 does not imply that we can check if $P(t)=R$ because the above proof also shows that we can tell if $L \subseteq R$ where $L$ is a context-free language and $R$ is an arbitrary regular set; however, whether or not $L=R$ is known to be undecideable.

From Theorem 4.8, Lemma 4.2 and Theorem 4.5, we have
Theorem 4.9. The yield of the set of trees analyzed by productions of the form $A \rightarrow B / \alpha_{\ldots} \lambda$ (read as " $A$ becomes $\beta$ in the context $\alpha \ldots \lambda$ ") is context-free, where $A$ is a nonterminal, $\beta$ is a string of terminals and nonterminals, and $\alpha, \lambda$ are regular expressions over terminals and nonterminals.

Remarks. 1. Theorem 4.9 generalizes the Peters-Ritchie result which is just Theorem 2.7 specialized to the case where $\alpha, \lambda$ are strings of terminals and nonterminals.
2. By Theorem 4.8, a finite or regular set of proper analyses may be excluded. This is so because of the closure of recognizable features under complementation and intersection.

Another type of feature on trees which we often like to check is the relative positions of occurrences of given recognizable subtrees. Theorem 4.9 can be generalized to this case and the proof methods carry over directly. The following proposition is an example of such a generalization. First, we need a new definition.

Definition 4.10. Let $\beta$ be a set of recognizable trees. By a rule $A \rightarrow B$ we understand the (possibly infinite) set of rules $\{A \rightarrow x \mid x \in \beta\}$. Similarly, a rule $A \rightarrow \beta / \alpha_{\ldots} \lambda$ is understood to represent the set of rules $\left\{A \rightarrow x / \alpha_{\ldots} \lambda \mid x \in \beta\right\}$, where $\alpha$ and $\lambda$ are expressions denoting recognizable sets.

Theorem 4.10. The yield of trees analyzed by productions of the form $A \rightarrow \beta / \alpha \_\lambda$ is context-free, where $A, \alpha, \beta$, and $\lambda$ are as in Definition 5.1. The set of trees analyzed by these productions is recognizable.

Remark. An immediate interpretation of Theorem 4.10 is that Algol-like languages requiring declarations are still context-free if a bound is placed on the size of the names, since the automaton can check for the presence of the declaration.
5. Conclusions. We can summarize the main argument as follows: Finite string (tree) automata compute features of strings (trees). Using standard techniques of automata theory, computations of several finite string (tree) automata can be combined so that any features described in a first order language are themselves computable by finite string (tree) automata. In particular, the proper analysis predicates of the Peters-Ritchie result are computable by finite tree automata, and Boolean combinations of these proper analysis predicates also are finite-tree-automata computable, including the subtree computation (Theorem 4.6) required for domination predicates. Some further generalizations are suggested by Theorems 4.9 and 4.10.
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#### Abstract

A spectrum is an algebraic representation of a set of "switching elements" each of which carries out an operation in a definite time lag. The notion of functional completeness ( $\sim$-completeness) in the family of spectra was introduced by V. B. Kudryavcev and A. Nozaki. In this paper we investigate the maximal incomplete spectra and thus give a new effective criterion for a spectrum to be functionally complete.
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1. Introduction. In this paper we are concerned with "completeness problem" on sets of indexed operators.

The classical completeness problem in logic and switching theory deals with sets of (many-valued) logical functions defined on the set $\{0,1, \cdots, k-1\}$. A set of logical functions is said to be functionally complete (or simply, complete) if it can generate by the operation of composition the set of all logical functions. Several criteria have been given for the completeness of sets of logical functions, among which are those given by E. L. Post [5] for the binary case, and J. Slupecki [8] and J. W. Butler [1] for general case. S. V. Yablonskii [10] and I. Rosenberg [6], [7] have refined these results by determining maximal incomplete sets for ternary and general case respectively.
V. B. Kudryavcev [2], [3] generalized the above completeness problem by considering a "function with time delay," that is, a pair $(f, d)$ of a logical function $f$ and a nonnegative integer $d$ (which we call indexed operator). An indexed operator may be considered to be a model of a switching element which carries out an operation in a definite time delay. A set of these pairs is said to be functionally complete ( $\sim$-complete in Nozaki's terminology) if for any logical function $f$ there exists a nonnegative integer $d$ such that a pair $(f, d)$ can be obtained by composing the elements of the set "combinationally" (for the precise definition, see § 2.2). V. B. Kudryavcev gave a solution for the binary case by giving all the maximal incomplete sets of these pairs explicitly. A. Nozaki [4] redefined this problem in mathematically clear form and has given a criterion for general values of $k$.

The purpose of this paper is to give a new effective criterion for $\sim$-completeness by combining the result of A. V. Kuznecov (see [11]) and the characterization of the maximal incomplete spectra. Our result corresponds to the one of $\mathbf{J}$. W. Butler for the classical case of logical functions, and it deepens the results of both V. B. Kudryavcev and A. Nozaki.
2. Preliminaries. In this section we prepare several notations, definitions and basic results on functional completeness of logical functions and indexed operators.

[^46]2.1. Logical functions and completeness. Let $M(X, Y)$ denote the set of all mappings from a set $X$ to a set $Y$.

Definition. For the set $X=\{0,1, \cdots, k-1\}$, where $k$ is greater than one, let
(i) $\Omega_{n}(k)=M\left(X^{n}, X\right)$, where $n$ is a positive integer,
(ii) $\Omega(k)=\bigcup_{n=1}^{\infty} \Omega_{n}(k)$.

We call an element of $\Omega(k)$ a ( $k$-valued) logical function.
The set $\Omega_{1}(k)$ forms a semigroup by the operation of composition of functions.

Definition. Let $f$ be in $\Omega_{p}(k)$, and $G=\left\{g_{1}, \cdots, g_{p}\right\}$ be a set of logical functions where $g_{i} \in \Omega_{q_{i}}(k)$. A logical function $h$ in $\Omega_{N}(k)$ is said to be constructable from $f$ and $G$ if and only if $h$ can be written as follows:

$$
\begin{aligned}
h\left(x_{1}, \cdots, x_{N}\right)= & f\left(g_{i_{1}}\left(x_{t(1,1)}, \cdots, x_{t\left(1, q_{i 1}\right)}\right), \cdots,\right. \\
& \left.g_{i_{p}}\left(x_{t(p, 1)}, \cdots, x_{t\left(p, q_{i p}\right)}\right)\right),
\end{aligned}
$$

where the $x_{t(i, j)}$ 's are variables chosen from $x_{1}, \cdots, x_{N}$, and each $g_{i_{1}}, \cdots, g_{i_{p}} \in G$.
Definition. Let $F$ and $G$ be subsets of $\Omega(k)$. We denote by $F \otimes G$ the set of all the logical functions constructable from elements in $F$ and subsets of $G$.

Definition. For any subset $F$ of $\Omega(k)$, let
(i) $F^{(1)}=F \otimes\{I\}$, where $I$ denotes the identity function in $\Omega_{1}(k)$,
(ii) $F^{(d)}=F^{(d-1)} \otimes F^{(1)}$ for $d \geqq 2$,
(iii) $\bar{F}=\cup_{d=1}^{\infty}(F \cup\{I\})^{(d)}$.
$\bar{F}$ is said to be the closure of $F$. $F$ is said to be closed if and only if $\bar{F}=F$. $F$ is said to be complete (in $\Omega(k)$ ) if and only if $\bar{F}=\Omega(k) . F$ is said to be maximal incomplete (or simply maximal) if and only if $F$ is not complete and $\bar{G}=\Omega(k)$ for any $G$ properly containing $F$.

We remark that if a set $F$ is maximal then it is closed. The set $\{\mathrm{AND} \in$ $\Omega_{2}(2)$, INVERT $\left.\in \Omega_{1}(2)\right\}$ is a classical example (among others) of complete sets in the binary case. For the general values of $k$, D. L. Webb [9] showed that the set $\left\{w e b b \in \Omega_{2}(k)\right\}$ is complete, where

$$
\operatorname{webb}(x, y)=\min \{x, y\} \oplus 1
$$

where $\oplus$ denotes the addition modulo $k$. This function will be used later.
Now we introduce some important notation and results useful to completeness problem.

Definition. For any subsets $S_{1}$ and $S_{2}$ of $\Omega_{1}(k)$, define a set of logical functions

$$
F\left(S_{1}, S_{2}\right)=\left\{f \in \Omega(k) ;\left(\{f\} \otimes S_{1}\right) \cap \Omega_{1}(k) \subseteq S_{2}\right\}
$$

This set for the special case $S_{1}=S_{2}$ was first defined by J. W. Butler [1]. We state its easy properties without proof.

Lemma 2.1. (i) If $S_{1} \subseteq S_{2}$ then $F\left(S_{1}, S\right) \supseteq F\left(S_{2}, S\right)$;
(ii) If $S_{1} \subseteq S_{2}$ then $F\left(S, S_{1}\right) \subseteq F\left(S, S_{2}\right)$;
(iii) $F\left(S_{1}, S_{2}\right) \cap F\left(S_{3}, S_{4}\right) \subseteq F\left(S_{1} \cap S_{3}, S_{2} \cap S_{4}\right)$.

We also give a condition for a set $F(S, S)$ to be equal to the set $\Omega(k)$ :

Lemma 2.2. Let $S$ be a nonempty subset of $\Omega_{1}(k)$. Then $F(S, S)$ is closed. Moreover, $F(S, S)$ is complete if and only if there is a direct sum decomposition $X=\sum_{m=1}^{s} X_{m}$ of the base set $X=\{0,1, \cdots, k-1\}$ such that the following equality holds:

$$
S=\left\{h \in \Omega_{1}(k) ;\left|h\left(X_{m}\right)\right|=1 \text { for all } m=1, \cdots, s\right\}
$$

where $|Y|$ denotes the cardinality of a set $Y$.
Proof. Closedness of the set $F(S, S)$ can be shown immediately, so that we have $F(S, S)=F(S, S)$. The sufficiency part of the second assertion is easy, so we will show the necessity part. Assume that $\overline{F(S, S)}=\Omega(k)$ and let $S=\left\{h_{1}, \cdots, h_{t}\right\}$. For any two elements $x, y$ of the base set $X$ define a binary relation R as follows: $x \mathrm{R} y$ if and only if $h_{i}(x)=h_{i}(y)$ for all $i=1, \cdots, t$. It is easily seen that this is an equivalence relation. Let $X=\sum_{m=1}^{s} X_{m}$ be a direct sum decomposition of the base set $X$ associated with this equivalence relation. Let

$$
S^{\prime}=\left\{h \in \Omega_{1}(k) ;\left|h\left(X_{m}\right)\right|=1 \text { for all } m=1, \cdots, s\right\} .
$$

It is obvious that $S \subseteq S^{\prime}$, so we show the converse. For any function $h$ in $S^{\prime}$ define a logical function $f$ in $\Omega_{t}(k)$ by

$$
f\left(x_{1}, \cdots, x_{t}\right)= \begin{cases}h(x) & \text { if } x_{i}=h_{i}(x) \text { for some } x \\ \text { and any } i=1, \cdots, t \\ 0 & \text { otherwise } .\end{cases}
$$

We can check the well-definedness of $f$. Since $F(S, S)=\Omega(k)$ by assumption, $h(x)=f\left(h_{1}(x), \cdots, h_{t}(x)\right)$ is in $S$. Therefore $S^{\prime} \subseteq S$. Thus $S=S^{\prime}$ and the proof is completed.

Now we introduce some special classes of logical functions.
Definition. A logical function $f$ in $\Omega_{n}(k)$ is said to be linear if and only if $f$ can be written in the following form:

$$
f\left(x_{1}, \cdots, x_{n}\right)=a_{0} \oplus a_{1} x_{1} \oplus \cdots \oplus a_{n} x_{n}
$$

where multiplications and additions are taken modulo $k$, and $a_{0}, a_{1}, \cdots, a_{n}$ are constants in $\{0,1, \cdots, k-1\}$. We denote by $L(k)$ the set of all the linear logical functions.

Obviously the set $L(k)$ is closed.
Definition. Let $f$ be a logical function in $\Omega_{n}(k)$.
(i) $f$ is said to be simple if and only if

$$
f\left(x_{1}, \cdots, x_{n}\right)=f^{\prime}\left(x_{i}\right)
$$

for some $f^{\prime} \in \Omega_{1}(k)$ and some $i$.
(ii) $f$ is said to be semi-simple if and only if $f$ is simple or nonsurjective.

We denote by $S(k)$ the set of all the semi-simple functions. The set $S(k)$ is also closed.

Definition. We denote by $N(k)$ a set of logical functions defined as follows:

$$
N(k)= \begin{cases}L(2) & \text { if } k=2 \\ S(k) & \text { if } k \geqq 3 .\end{cases}
$$

Note that $N(k) \cap \Omega_{1}(k)=\Omega_{1}(k)$. We state two easy lemmas without proof:
Lemma 2.3. Letf $\in \Omega_{n}(k)$ and $g \in \Omega_{m}(k)$, and define $h$ in $\Omega_{m n}(k)$ as follows:

$$
\begin{aligned}
h\left(x_{1}, \cdots, x_{m n}\right)= & f\left(g\left(x_{1}, \cdots, x_{m}\right), \cdots,\right. \\
& \left.g\left(x_{m n-m+1}, \cdots, x_{m n}\right)\right) .
\end{aligned}
$$

If $f, g \notin N(k)$ then $h \notin N(k)$.
Lemma 2.4. If a logical function $f$ is surjective then we can find $h_{1}, \cdots, h_{n} \in$ $\Omega_{1}(k)$ such that

$$
f\left(h_{1}(x), \cdots, h_{n}(x)\right)=I(x)
$$

We note that if $f \notin N(k)$ then $f$ is surjective; hence Lemma 2.4 is applicable.
Now we cite the main results due to J. Slupecki [8] and J. W. Butler [1] on completeness for sets of logical functions.

Theorem 2.5. A set of logical functions is complete if and only if it is not contained in any maximal set.

Theorem 2.6. Let $M$ be a maximal set of logical functions in $\Omega(k)$. Then one of the following holds:
(i) There is a proper subsemigroup $S$ of $\Omega_{1}(k)$ including the identity function $I$ such that

$$
M=F(S, S)
$$

and

$$
S=M \cap \Omega_{1}(k)
$$

(ii) $M=N(k)$.

Consequently, there are only a finite number of maximal sets of logical functions for each value of $k$.

Remark. One of the main goals in the completeness problem has been to determine all the maximal sets explicitly. In the binary case E. L. Post [5] determined five maximal sets in all, and for the ternary case S. V. Yablonskii [10] determined eighteen maximal sets in all. Finally, I. Rosenberg [6], [7] determined all the types of maximal sets for general values of $k$.

### 2.2. Indexed operators, spectra and ~-completeness.

Definition. A pair $(f, d)$ of a logical function $f$ in $\Omega(k)$ and a nonnegative integer $d$ is said to be an indexed operator over $\Omega(k)$.

Definition. Let $\Phi$ be a set of indexed operators. We denote by $\tilde{\Phi}$ the minimum set of indexed operators defined recursively as follows:
(i) $(I, 0) \in \tilde{\Phi}$;
(ii) If $(f, d) \in \Phi$ and $\left(g_{1}, d^{\prime}\right), \cdots,\left(g_{n}, d^{\prime}\right) \in \tilde{\Phi}$ then $\left(h, d+d^{\prime}\right) \in \tilde{\Phi}$ for any $h$ in $\{f\} \otimes\left\{g_{1}, \cdots, g_{n}\right\}$.
$\tilde{\Phi}$ is called the $\sim$-closure of $\Phi$.
Definition. A set $\Phi$ of indexed operators over $\Omega(k)$ is said to be $\sim$-closed if and only if $\tilde{\Phi}=\Phi$. $\Phi$ is said to be $\sim$-complete if and only if for any $f$ in $\Omega(k)$ there exists a nonnegative integer $d$ such that $(f, d) \in \tilde{\Phi} . \Phi$ is said to be $\sim$-maximal if and only of $\Phi$ is not $\sim$-complete and $\Psi$ is $\sim$-complete for any $\Psi$ properly including $\Phi$.

We note as an example that, although the set $\left\{\mathrm{NAND} \in \Omega_{2}(2)\right\}$ is complete, the set $\{($ NAND, 1$)\}$ is not $\sim$-complete. We remark that if $\Phi$ is $\sim$-maximal then it is $\sim$-closed.

Now we introduce the notion of spectra, which is conceptually equivalent to sets of indexed operators.

Definition. A spectrum $\mathscr{F}$ is a semi-infinite sequence

$$
\mathscr{F}=\left(F_{0}, F_{1}, \cdots, F_{d}, \cdots\right)
$$

of subsets of $\Omega(k)$. For two spectra $\mathscr{F}=\left(F_{d}\right)_{d \geqslant 0}$ and $\mathscr{G}=\left(G_{d}\right)_{d \geqslant 0}$ we say that $\mathscr{F}$ includes $\mathscr{G}$ (and denote $\mathscr{F} \supseteq \mathscr{G}$ ) if $F_{d} \supseteq G_{d}$ for all $d \geqq 0$.

Let $\Phi$ be a set of indexed operators, and define subsets of $\Omega(k)$ by

$$
F_{d}=\{f \in \Omega(k) ;(f, d) \in \Phi\}
$$

for each $d \geqq 0$. Then $\mathscr{F}=\left(F_{0}, F_{1}, \cdots\right)$ is a spectrum. Conversely, from any spectrum $\mathscr{F}$ we can define a set of indexed operators $\Phi$. That is, mathematically these two notions are equivalent. Since the notion of spectra is easier to treat, we will mainly use it in the rest of the paper.

Definition. Let $\mathscr{F}=\left(F_{d}\right)_{d \geqq 0}$ be a spectrum. Then the $\sim$-closure $\tilde{\mathscr{F}}=$ $\left(\tilde{F}_{d}\right)_{d \geqq 0}$ of $\mathscr{F}$ is defined by
(i) $\tilde{F}_{0}=\bar{F}_{0}$,
(ii) $\tilde{F}_{d}=\left(\tilde{F}_{0} \otimes\left(F_{d} \otimes \tilde{F}_{0}\right)\right) \cup_{i=1}^{d-1}\left(\tilde{F}_{i} \otimes \tilde{F}_{d-i}\right)$ for all $d \geqq 1$.

Definition. Let $\mathscr{F}=\left(F_{d}\right)_{d \geqq 0}$ be a spectrum. $\mathscr{F}$ is said to be $\sim-$ closed if and only if $\tilde{\mathscr{F}}=\mathscr{F}$. $\mathscr{F}$ is said to be $\sim$-complete if and only if $\bigcup_{d=0}^{\infty} \tilde{F}_{d}=\Omega(k)$. $\mathscr{F}$ is said to be $\sim$-maximal if and only if $\mathscr{F}$ is not $\sim$-complete and $\mathscr{G}$ is $\sim$-complete for any $\mathscr{G}$ properly including $\mathscr{F}$.

These definitions for spectra can be checked to be equivalent to those for sets of indexed operators.

Now we state an easy proposition on $\sim$-completeness for spectra without proof.

Proposition 2.7. Let $\mathscr{F}=\left(F_{d}\right)_{d \geqq 0}$ be a spectrum. If there is some $d \geqq 0$ such that $F_{d}$ is complete and contains the identity function $I$, then $\mathscr{F}$ is $\sim$-complete.

Definition. For any distinct elements $a_{1}, \cdots, a_{i}(i \geqq 2)$ of the base set $X=\{0,1, \cdots, k-1\}$, define a set of logical functions by

$$
K\left(a_{1}, \cdots, a_{i}\right)=\left\{f \in \Omega(k) ; f\left(a_{1}, \cdots, a_{1}\right)=\cdots=f\left(a_{i}, \cdots, a_{i}\right)\right\}
$$

The following theorem is due to A. Nozaki [4]. We prove it here, since the proof is not published yet. Actually the conditions in the theorem are sufficient for $\sim$-completeness of a spectra as announced in [4], but we will need only the necessity part.

Theorem 2.8. Let $\mathscr{F}=\left(F_{d}\right)_{d \geqq 0}$ be a spectrum, and assume that $F_{0}$ is not complete. If $\mathscr{F}$ is $\sim$-complete, then $\mathscr{F}$ satisfies the following two conditions:
(i) For any maximal set $M$ of logical functions there exists a nonnegative integer $q$ such that, for any positive integer $p$,

$$
\tilde{F}_{p q} \nsubseteq M ;
$$

(ii) There exists a positive integer $d$ such that for any two distinct elements $a, b$ of the base set $X=\{0,1, \cdots, k-1\}$,

$$
\tilde{F}_{d} \nsubseteq K(a, b) .
$$

Proof. (i) We consider the following two possible cases.
Case 1. There exists a constant-valued function $c$ in $\Omega_{1}(k)$ such that $c \notin M$. Since $\mathscr{F}$ is $\sim$-complete, there is a nonnegative integer $q$ such that $c \in \tilde{F}_{q}$. Then obviously $c=c^{p} \in \tilde{F}_{p q}$ for any $p>0$. Therefore we have $\tilde{F}_{p q} \nsubseteq M$.

Case 2. All the constant-valued functions in $\Omega_{1}(k)$ belong to $M$. We define a function $g$ in $\Omega_{4}(k)$ as follows:

$$
g(x, y, u, v)= \begin{cases}\operatorname{webb}(x, y) & \text { if } u \neq v \\ x & \text { if } u=v\end{cases}
$$

Now, since $\mathscr{F}$ is $\sim$-complete, we have $g \in \tilde{F}_{q}$ for some $q \geqq 0$. And we have

$$
I(x)=g(x, x, x, x) \in \tilde{F}_{q} .
$$

Therefore, for any $p>0$, we have $g \in \tilde{F}_{p q}$. By the way, we can show that $g \notin M$ for any $M$. For, if $g \in M$, since the constant-valued functions 0 and 1 are in $M$ and $M$ is closed, we have

$$
\operatorname{webb}(x, y)=g(x, y, 0,1) \in M
$$

But this is a contradiction since the set $\{$ webb $\}$ is complete. Thus we have $\tilde{F}_{p q} \notin M$.
(ii) Since $\mathscr{F}$ is $\sim$-complete, we have webb $\in \tilde{F}_{d}$ for some $d$. If $d=0$ then $F_{0}$ is necessarily complete, so that $d$ must be positive. Now, we have webb' $\in \tilde{F}_{d}$ where

$$
\operatorname{webb}^{\prime}(x)=\operatorname{webb}(x, x)=x \oplus 1 .
$$

Therefore $\tilde{F}_{d} \notin K(a, b)$ for any two distinct elements $a$ and $b$. Thus the proof is completed.
3. Completeness criterion for spectra. An analogy of Theorem 2.5 holds for the case of $\sim$-completeness.

THEOREM 3.1. A spectrum $\mathscr{F}$ is $\sim$-complete if and only if it is not included in any $\sim$-maximal spectrum.

A more generalized form of this theorem is due to A. V. Kuznecov (see [11]), and is presented in V. B. Kudryavcev [2], [3].

Now we define special types of spectra.
Definition. Let $\mathscr{T}=\left(T_{d}\right)_{d \cong 0}$ be a spectrum. We call $\mathscr{T}$ of
(i) first type if there exist $p(\geqq 1)$ subsets of $\Omega_{1}(k)$ denoted by $S_{0}, S_{1}, \cdots, S_{p-1}$ which satisfy the conditions 1-3 listed below, such that

$$
T_{d}=\bigcap_{j=0}^{p-1} F\left(S_{j}, S_{\overline{j+d}}\right)
$$

for all $d \geqq 0$, where $\overline{j+d}$ denotes the residue of $j+d$ modulo $p$;

1. $S_{0}$ is a proper subsemigroup of $\Omega_{1}(k)$ containing the identity function $I$;
2. $I \notin S_{j}$ for $j=1, \cdots, p-1$;
3. $S_{j} \otimes S_{m} \subseteq S_{\overline{j+m}}$ for any $j, m$;
(ii) second type if

$$
T_{d}=N(k)
$$

for all $d \geqq 0$;
(iii) third type if there exist two subsets of $\Omega_{1}(k)$ denoted by $S_{0}$ and $S$, which satisfy the conditions 1-3 listed below, such that

$$
T_{0}=F\left(S_{0}, S_{0}\right)
$$

and

$$
T_{d}=F\left(S_{0}, S\right)
$$

for all $d \geqq 1$;

1. $S_{0}$ is a proper subsemigroup of $\Omega_{1}(k)$ containing $I$;
2. $S=\Omega_{1}(k) \cap K\left(a_{11}, a_{12}, \cdots\right) \cap K\left(a_{21}, a_{22}, \cdots\right) \cap \cdots$ for more than one distinct element $a_{11}, a_{12}, \cdots$ of the base set $X=\{0,1, \cdots, k-1\}$;
3. $S \otimes S_{0} \subseteq S$.

These three types are mutually disjoint. Now we have the following lemma:
Lemma 3.2. A spectrum which is of one of these three types is $\sim$-closed and $\sim$-incomplete.

Proof. We use the notations in the definition above. The $\sim$-closedness is easy to show, so we only prove the $\sim$-incompleteness. Assume that $\mathscr{T}$ is a spectrum of first type. Since $S_{0}$ is a proper subsemigroup of $\Omega_{1}(k)$ containing $I$, $F\left(S_{0}, S_{0}\right)$ is incomplete by Lemma 2.2. Hence there is some maximal set $M$ such that $F\left(S_{0}, S_{0}\right) \subseteq M$. Therefore

$$
\begin{aligned}
T_{p q} & =\bigcap_{j=0}^{p-1} F\left(S_{j}, S_{j}\right) \\
& \subseteq M
\end{aligned}
$$

for all $q \geqq 0$. Hence $\mathscr{T}$ is $\sim$-incomplete by Theorem 2.8.
If $\mathscr{T}$ is of second type then $\mathscr{T}$ is obviously $\sim$-incomplete.
If $\mathscr{T}$ is of third type, then for all $d \geqq 1$

$$
\begin{aligned}
T_{d} & =F\left(S_{0}, S\right) \\
& \subseteq K\left(a_{11}, a_{12}, \cdots\right) \cap K\left(a_{21}, a_{22}, \cdots\right) \cap \cdots \\
& \subseteq K\left(a_{11}, a_{12}\right) ;
\end{aligned}
$$

therefore $\mathscr{T}$ is $\sim$-incomplete by Theorem 2.8. Thus the proof is completed.
With these preparations we can now state our key proposition.
Proposition 3.3. Let $\mathscr{F}$ be a spectrum. Assume that $\mathscr{F}$ is $\sim$-closed and $\sim$-incomplete. Then there exists some spectrum $\mathscr{T}$ which is of one of the three types, such that $\mathscr{T} \supseteq \mathscr{F}$.

Since the proof is lengthy and complicated, it is deferred to the next section. By Proposition 3.3 we can prove our main result:

Theorem 3.4. Any $\sim-$-maximal spectrum $\mathcal{M}=\left(M_{d}\right)_{d \geqq 0}$ is of one of the three types. Moreover,
(i) if $\mathcal{M}$ is of first type, then for $j=0,1, \cdots, p-1$,

$$
S_{j}=M_{j} \cap \Omega_{1}(k)
$$

where $S_{j}$ and $p$ are as in the definition of first type;
(ii) if $\mathcal{M}$ is of third type, then

$$
S_{0}=M_{0} \cap \Omega_{1}(k)
$$

and

$$
S=M_{1} \cap \Omega_{1}(k)
$$

where $S_{0}$ and $S$ are as in the definition of the third type.
Proof. By assumption $\mathcal{M}$ is $\sim$-maximal; hence $\mathcal{M}$ is $\sim$-closed and $\sim$-incomplete, so that Proposition 3.3 can be applied and there exists a spectrum $\mathscr{T}$ of one of the three types such that $\mathscr{T} \supseteq \mathcal{M} . \mathcal{M}$ is $\sim$-maximal and $\mathscr{T}$ is $\sim$-incomplete so it necessarily follows that $\mathscr{M}=\mathscr{T}$; therefore $\mathscr{M}$ is of one of the three types.

Now we show (i). Assume that $\mathcal{M}$ is of first type. Put $S_{j}^{\prime}=M_{j} \cap \Omega_{1}(k)$ for $j=0,1, \cdots, p-1$. We can check that $S_{j}^{\prime}$ 's also satisfy the properties $1-3$ required for $S_{j}$ 's in the definition of first type. Let $\mathcal{M}^{\prime}=\left(M_{d}^{\prime}\right)_{d \supseteqq 0}$ be a spectrum where

$$
M_{d}^{\prime}=\bigcap_{j=0}^{p-1} F\left(S_{j}^{\prime}, S_{j+d}^{\prime}\right)
$$

for all $d \geqq 0$. We can easily show that $\mathcal{M}^{\prime} \supseteq \mathscr{M} . \mathcal{M}^{\prime}$ is $\sim$-incomplete since $\mathcal{M}^{\prime}$ is of first type. Since $\mathcal{M}$ is $\sim$-maximal it necessarily follows that $\mathcal{M}=\mathcal{M}^{\prime}$. Therefore we can take $S_{j}^{\prime}$ instead of $S_{j}$ and we have shown the assertion. Assertion (ii) can be shown in the same way. Thus the proof is completed.
4. Proof of Proposition 3.3. In this section we will settle Proposition 3.3. Let $\mathscr{F}=\left(F_{d}\right)_{d \supseteqq 0}$ be a spectrum and assume that $\mathscr{F}$ is $\sim$-closed and $\sim$-incomplete. Put $U_{d}=F_{d} \cap \Omega_{1}(k)$ for all $d \geqq 0$. For any positive integer $p$ let $\Sigma(p)$ denote a set of subsets of $\Omega_{1}(k)$ defined by

$$
\Sigma(p)=\left\{U_{p q} ; q=1,2, \cdots\right\}
$$

Then we have the following
Lemma 4.1. There exists some positive integer $p^{\prime}$ such that

$$
\Sigma\left(p^{\prime}\right)=\Sigma\left(p^{\prime} r\right)
$$

holds for any $r \geqq 1$.
Proof. Suppose that the assertion does not hold. Take any $p_{0}^{\prime} \geqq 1$; then we have $\Sigma\left(p_{0}^{\prime}\right) \supseteq \Sigma\left(p_{0}^{\prime} r\right)$ for any $r \geqq 1$. If $\Sigma\left(p_{0}^{\prime}\right)=\Sigma\left(p_{0}^{\prime} r\right)$ for any $r \geqq 1$ then the assertion holds; hence there exists some $r_{0} \geqq 1$ such that $\Sigma\left(p_{0}^{\prime}\right) \supsetneqq \Sigma\left(p_{0}^{\prime} r_{0}\right)$. Put $p_{1}^{\prime}=p_{0}^{\prime} r_{0}$ and repeat the same argument for $p_{1}^{\prime}$ instead of $p_{0}^{\prime}$; then we have $\Sigma\left(p_{0}^{\prime}\right) \supsetneqq \Sigma\left(p_{1}^{\prime}\right) \not \equiv \Sigma\left(p_{1}^{\prime} r_{1}\right)$. Therefore, continuing the above arguments, we have the following sequence of inclusions of infinite length:

$$
\Sigma\left(p_{0}^{\prime}\right)_{\supsetneqq} \Sigma\left(p_{1}^{\prime}\right) \supsetneqq \Sigma\left(p_{2}^{\prime}\right) \supsetneqq \cdots
$$

But it is a contradiction since every $\Sigma\left(p_{i}^{\prime}\right)$ is a finite set. Thus the proof of Lemma 4.1 is completed.

Hereafter this $p^{\prime}$ of Lemma 4.1 will be considered to be fixed.
Next, for each $j=0,1, \cdots, p^{\prime}-1$, consider the following sequence of subsets of $\Omega_{1}(k)$ :

$$
\left(U_{j}, U_{j+p^{\prime}}, U_{j+2 p^{\prime}}, \cdots\right)
$$

and let $V_{j}^{1}, \cdots, V_{j}^{c_{j}}$ be all the distinct subsets of $\Omega_{1}(k)$ that appear an infinite number of times as a component in this sequence. Put $V_{j}=\bigcap_{i=1}^{c_{j}} V_{j}^{i}$ for each $j$. Then we have the following

Lemma 4.2. If $h \in U_{d}$ for some $d \geqq 1$, then we can find some $u \geqq 1$ such that $h^{u} \in V_{0}$, where $h^{u}$ denotes the composite $h \circ \cdots \circ h$ (u times) of the function $h$.

Proof. Since the set $\Omega_{1}(k)$ is a finite semigroup under the operation of composition, for $h \in \Omega_{1}(k)$ we can find some $v, w \geqq 1$ such that $h^{v+w}=h^{v}$. Put $u=p^{\prime} v w$. Then we can check that $\left(h^{u}\right)^{2}=h^{u}$. Also we have $h^{u} \in U_{p^{\prime}(d v w)}$ by $\sim$-closedness of $\mathscr{F}$. Therefore we see that $h^{u} \in U_{p^{\prime}(d v w) q}$ for any $q \geqq 1$, namely we have $h^{u} \in V$ for any $V \in \Sigma\left(p^{\prime}(d v w)\right)$. Since $\Sigma\left(p^{\prime}(d v w)\right)=\Sigma\left(p^{\prime}\right)$ by Lemma 4.1, we have $h^{u} \in V$ for any $V \in \Sigma\left(p^{\prime}\right)$. Therefore by definition of $V_{0}$ we can conclude that $h^{u} \in V_{0}$. Thus the proof of Lemma 4.2 is completed.

Now put

$$
G_{d}=\bigcap_{j=0}^{p^{\prime}-1} F\left(V_{j}, V_{j+d}\right)
$$

for all $d \geqq 0$, where $j+d$ denotes the residue of $j+d$ modulo $p^{\prime}$, and let $\mathscr{G}=$ $\left(G_{d}\right)_{d \geqq 0}$ be a spectrum. Then we have the following

Lemma 4.3. $\mathscr{G}$ is $\sim$-closed and $\mathscr{G}$ includes $\mathscr{F}$.
Proof. It is easily verified that $\mathscr{G}$ is $\sim$-closed, so we show the second assertion. Take any $d \geqq 0$ and any $j=0,1, \cdots, p^{\prime}-1$. Since $\mathscr{F}$ is $\sim$-closed, for each $i=1, \cdots, c_{j}$ there is some $e_{i}$ such that

$$
F_{d} \otimes V_{j-d}^{e_{i}} \subseteq V_{j}^{i},
$$

namely

$$
F_{d} \subseteq F\left(V_{i-d}^{e_{i}}, V_{j}^{i}\right)
$$

By Lemma 2.1 (i) we have

$$
F\left(V_{j-d}^{e_{i}}, V_{j}^{i}\right) \subseteq F\left(V_{j-d}, V_{j}^{i}\right) ;
$$

therefore

$$
F_{d} \subseteq F\left(V_{j-d}, V_{j}^{i}\right)
$$

This inclusion holds for each $i=1, \cdots, c_{j}$, so that

$$
F_{d} \subseteq \bigcap_{i=1}^{c_{j}} F\left(V_{\overline{j-d}} V_{j}^{i}\right)
$$

Then by Lemma 2.1 (iii) we have

$$
\bigcap_{i=1}^{c_{j}} F\left(V_{j-d}, V_{j}^{i}\right) \subseteq F\left(V_{j-d}, V_{j}\right)
$$

therefore

$$
F_{d} \subseteq F\left(V_{j-d}, V_{j}\right)
$$

This inclusion holds for each $j=0,1, \cdots, p^{\prime}-1$, so that

$$
\begin{aligned}
F_{d} & \subseteq \bigcap_{j=0}^{p^{\prime}-1} F\left(V_{j-d}, V_{j}\right) \\
& =\bigcap_{j=0}^{p^{\prime}-1} F\left(V_{j}, V_{\overline{j+d}}\right) \\
& =G_{d} .
\end{aligned}
$$

Thus $F_{d} \subseteq G_{d}$ holds for all $d \geqq 0$; hence the proof of Lemma 4.3 is completed.
Now we will show that there exists a spectrum of one of three types which contains $\mathscr{F}$. There are five possible cases to consider according to the property of the set $V_{0}$.

Case 1. $F\left(V_{0}, V_{0}\right) \subseteq M$ for some maximal set $M$ other than $N(k)$.
Case 2. $F\left(V_{0}, V_{0}\right) \subseteq N(k)$.
Case 3. $F\left(V_{0}, V_{0}\right)=\Omega(k)$ and $V_{0} \neq \Omega_{1}(k), \phi$.
Case 4. $V_{0}=\Omega_{1}(k)$.
Case 5. $V_{0}=\phi$.
Let us begin with
Case 1. $F\left(V_{0}, V_{0}\right) \subseteq M$ for some maximal set $M$ other than $N(k)$. Put $S_{j}=G_{j} \cap \Omega_{1}(k)$ for $j=0,1, \cdots, p^{\prime}-1$. Then we have

$$
\begin{aligned}
S_{0} & =\bigcap_{j=0}^{p^{\prime}-1} F\left(V_{j}, V_{j}\right) \cap \Omega_{1}(k) \\
& \subseteq M \cap \Omega_{1}(k)
\end{aligned}
$$

hence $S_{0}$ is a proper subset of $\Omega_{1}(k)$ by. Theorem 2.6. Moreover, since $\mathscr{G}$ is $\sim$-closed, $S_{0}$ is a subsemigroup of $\Omega_{1}(k)$ including the identity function $I$ and $S_{j} \otimes S_{m} \subseteq S_{\overline{j+m}}$ for any $j, m$.

Now, put

$$
p= \begin{cases}\min \left\{j ; 1 \leqq j \leqq p^{\prime}-1, I \in S_{j}\right\} & \text { if this set is not empty } \\ p^{\prime} & \text { if this set is empty }\end{cases}
$$

Then $p \mid p^{\prime}$ holds. For, if $I \notin S_{j}$ for any $j$ then $p=p^{\prime}$. If $I \in S_{j_{0}}$ for some $j_{0} \geqq 1$, then we can find some $q \geqq 1$ such that both $\overline{j_{0} q} \mid p^{\prime}$ and $\overline{j_{0} q} \leqq j_{0}$ hold. Then we have $I=I^{q} \in S_{j_{\overline{o q}}}$. By this argument it necessarily follows that $p \mid p^{\prime}$. Moreover we can see that if $j \equiv m(\bmod p)$ then $S_{j}=S_{m}$, since $\mathscr{G}$ is $\sim-$ closed and $I \in S_{p}$.

We put

$$
T_{d}=\bigcap_{j=0}^{p-1} F\left(S_{j}, S_{\overline{j+d}}\right)
$$

for all $d \geqq 0$, where $\overline{j+d}$ denotes the residue of $j+d$ modulo $p$, and let $\mathscr{T}=\left(T_{d}\right)_{d \geqq 0}$ be a spectrum. We already have that $\mathscr{T}$ is of first type. Also, we can directly show that $\mathscr{T} \supseteq \mathscr{G}$. Therefore $\mathscr{T} \supseteq \mathscr{F}$ holds by Lemma 4.3.

Case 2. $F\left(V_{0}, V_{0}\right) \subseteq N(k)$. By Lemma 4.3, for all $q \geqq 0$ we have

$$
\begin{aligned}
F_{p^{\prime} q} & \subseteq G_{p^{\prime} q} \\
& =\bigcap_{j=0}^{p^{\prime}-1} F\left(V_{j}, V_{j}\right) \\
& \subseteq N(k) .
\end{aligned}
$$

Then by Lemma 2.3 and $\sim$-closedness of $\mathscr{F}$ it necessarily follows that $F_{d} \subseteq N(k)$ for all $d \geqq 0$. Therefore obviously $\mathscr{F}$ is contained in a spectrum of the second type.

Case 3. $F\left(V_{0}, V_{0}\right)=\Omega(k)$ and $V_{0} \neq \Omega_{1}(k), \phi$. Since $F\left(V_{0}, V_{0}\right)=\Omega(k)$ and $V_{0} \neq \phi$, by Lemma 2.2 there is a direct sum decomposition $X=\sum_{m=1}^{s} X_{m}$ of the base set $X=\{0,1, \cdots, k-1\}$ such that the following holds:

$$
\begin{equation*}
V_{0}=\left\{h \in \Omega_{1}(k) ;\left|h\left(X_{m}\right)\right|=1 \text { for all } m=1, \cdots, s\right\} . \tag{*}
\end{equation*}
$$

Put
$\Pi=\left\{(a, b) \in X^{2} ; a \neq b\right.$ and both $a$ and $b$ are contained in the same subset $\left.X_{m}\right\}$.
Since $V_{0} \neq \Omega_{1}(k)$ there is some $X_{m}$ such that $\left|X_{m}\right| \geqq 2$; hence $\Pi \neq \phi$. With these preparations we can show the following basic lemma for this case.

Lemma 4.4. There exist two distinct elements $a, b$ of the base set $X=$ $\{0,1, \cdots, k-1\}$ such that

$$
F_{d} \subseteq K(a, b)
$$

for all $d \geqq 1$.
Proof. Suppose that the assertion does not hold. Hence for any $\left(a_{i}, b_{i}\right) \in \Pi$ there is some $h_{i} \in U_{d_{i}}$ where $d_{i} \geqq 1$ such that $h_{i}\left(a_{i}\right) \neq h_{i}\left(b_{i}\right)$. Under these situations we can show the following:
$(* *) \quad$ There is some $h^{\prime} \in U_{d^{\prime}}$ where $d^{\prime} \geqq 1$ such that both $h^{\prime}\left(a^{\prime}\right)=a^{\prime}$ and $h^{\prime}\left(b^{\prime}\right)=b^{\prime}$ hold for some $\left(a^{\prime}, b^{\prime}\right) \in \Pi$.
We show $\left({ }^{*}\right)$ for the following two possible cases.
Case A. For any $\left(a_{i}, b_{i}\right) \in \Pi,\left(h_{i}\left(a_{i}\right), h_{i}\left(b_{i}\right)\right) \in \Pi$. In this case, since $\Pi$ is a finite set, we can find some $\left(a^{\prime}, b^{\prime}\right) \in \Pi$ and some $h^{\prime}$ which is a composite of several $h_{i}$ 's such that $h^{\prime}\left(a^{\prime}\right)=a^{\prime}$ and $h^{\prime}\left(b^{\prime}\right)=b^{\prime}$.

Case B. There is some $\left(a_{i}, b_{i}\right) \in \Pi$ such that $\left(h_{i}\left(a_{i}\right), h_{i}\left(b_{i}\right)\right) \notin \Pi$. In this case, by (*) there must be some $h^{\prime \prime} \in V_{0}$ such that $h^{\prime \prime}\left(h_{i}\left(a_{i}\right)\right)=a_{i}$ and $h^{\prime \prime}\left(h_{i}\left(\dot{b}_{i}\right)\right)=b_{i}$. Put $h^{\prime}=h^{\prime \prime} \circ h_{i}, a^{\prime}=a_{i}$ and $b^{\prime}=b_{i}$.

Now, by Lemma 4.2 we have $h^{\prime u} \in V_{0}$ for some $u \geqq 1$. But, by (**) we have $h^{\prime u}\left(a^{\prime}\right)=a^{\prime}, h^{\prime u}\left(b^{\prime}\right)=b^{\prime}$ and $a^{\prime} \neq b^{\prime}$; hence $h^{\prime u}\left(a^{\prime}\right) \neq h^{\prime u}\left(b^{\prime}\right)$, which contradicts to $(*)$. Thus the proof of Lemma 4.4 is completed.

Next, let

$$
K=K\left(a_{11}, a_{12}, \cdots\right) \cap K\left(a_{21}, a_{22}, \cdots\right) \cap \cdots
$$

be the minimal set that contains $\cup_{d=1}^{\infty} F_{d}$ and that can be expressed as the form
above, where $a_{11}, a_{12}, \cdots$ are more than one distinct element of the base set $X=\{0,1, \cdots, k-1\}$. By Lemma 4.4 such $K$ exists, and clearly such $K$ is unique.

First we consider the case that the set $U_{0}$ is a proper subset of $\Omega_{1}(k)$. Put $S_{0}=U_{0}$ and $S=K \cap \Omega_{1}(k)$. Since $\mathscr{F}$ is $\sim$-closed, $S_{0}$ is a subsemigroup of $\Omega_{1}(k)$ including $I$. Also we have $S \otimes S_{0} \subseteq S$ by $\sim$-closedness of $\mathscr{F}$ and definition of $K$.

Put

$$
T_{0}=F\left(S_{0}, S_{0}\right)
$$

and

$$
T_{d}=F\left(S_{0}, S\right)
$$

for all $d \geqq 1$. Then $\mathscr{T}=\left(T_{d}\right)_{d \geqq 0}$ is a spectrum and it is already obvious that $\mathscr{T}$ is of the third type. It is easily verified that $\mathscr{T}$ contains $\mathscr{F}$.

Now we consider the case that $U_{0}=\Omega_{1}(k)$. In this case we can show that $F_{d} \subseteq N(k)$ for all $d \geqq 0$. For, if there is some $d$ such that $f \in F_{d}$ where $f \notin N(k)$, then by Lemma 2.4 and $\sim$-closedness of $\mathscr{F}$ we have $I \in F_{d}$; hence $F_{d} \supseteq \Omega_{1}(k) \cup\{f\}$. Then $F_{d}$ is complete by Theorem 2.6; therefore $\mathscr{F}$ is $\sim$-complete by Proposition 2.7, which contradicts our first assumption. So it is clear that $\mathscr{F}$ is contained in a spectrum of the second type.

Case 4. $V_{0}=\Omega_{1}(k)$. By definition of $V_{0}$ there exists some $q^{*}$ such that $F_{p^{\prime} q} \supseteq \Omega_{1}(k)$ for all $q \geqq q^{*}$. Then we can show that $F_{d} \subseteq N(k)$ for all $d \geqq 0$. For, if not, by Lemma 2.4 there is some large $d$ such that $f_{d} \supseteq \Omega_{1}(k) \cup\{f\}$ where $f \notin N(k)$. Then $\mathscr{F}$ is $\sim$-complete by the same argument as before, which contradicts our first assumption. So it is clear that there is a spectrum of second type which contains $\mathscr{F}$.

Case 5. $V_{0}=\phi$. By Lemma 4.2 and $\sim$-closedness of $\mathscr{F}, F_{d}=\phi$ for all $d \geqq 1$. Since $\mathscr{F}$ is not $\sim$-complete, there is a maximal set $M$ which includes $F_{0}$. Then there is a spectrum of the first or second type which includes $\mathscr{F}$.

Thus the whole proof of Proposition 3.3 is completed.

## REFERENCES

[1] J. W. Butler, On complete and independent sets of operations in finite algebras, Pacific J. Math., 10 (1960), pp. 1169-1179.
[2] V. B. KUDRYAVCEV, Completeness theorem for a class of automata without feedback couplings, Problemy Kibernet., 8 (1959), pp. 91-115. (In Russian.)
[3] ——, Completeness theorem for a class of automata without feedback couplings, Dokl. Akad. Nauk SSSR, 132 (1960), pp. 272-274 = Soviet Math. Dokl., 1 (1960), pp. 537-539.
[4] A. Nozaki, Réalisation des fonctions definies dans un ensemble fini à l'aide des organes élémentaires d'entrée-sortie, Proc. Japan Acad., 46 (1970), pp. 478-482.
[5] E. L. Post, The Two-valued Iterative Systems of Mathematical Logic, Princeton Annals of Math. Studies, 5, Princeton University Press, Princeton, N.J., 1941.
[6] I. Rosenberg, La structure des fonctions de plusieurs variables sur un ensemble fini, C. R. Acad, Sci. Paris Sér. A-B, 260 (1965), pp. 3817-3819.
[7] —_ Über die funktionale Vollständigkeit in den mehrwertigen Logiken, Czechoslovakia Academy, Prague, 1970.
[8] J. Slupecki, Completeness criterion in many-valued logical system, Comptes Rendus des séances de la Société des Sciences et des Lettres de Varsovie, Cl. III, 32 (1939), pp. 102-109. (In Polish.)
[9] D. L. Webb, Definition of Post's generalized negative and maximum in terms of one binary operation, Amer. J. Math., 58 (1936), pp. 193-194.
[10] S. V. Yablonskir, Functional structures in $k$-valued logic, Trudy Mat. Inst. Steklov., 51 (1958), pp. 5-142. (In Russian.)
[11] S. A. Yanovskaya, Mathematical logic and foundations of mathematics, Mathematics in USSR for Forty Years 1917-1957, vol. 1, M., Fizmatgiz, Moscow, 1959, pp. 13-120. (In Russian.)

# SUPERCONCENTRATORS* 
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#### Abstract

An $n$-superconcentrator is an acyclic directed graph with $n$ inputs and $n$ outputs for which, for every $r \leqq n$, every set of $r$ inputs, and every set of $r$ outputs, there exists an $r$-flow (a set of $r$ vertex-disjoint directed paths) from the given inputs to the given outputs. We show that there exist $n$-superconcentrators with $39 n+O(\log n)$ (in fact, at most $40 n$ ) edges, depth $O(\log n)$, and maximum degree (in-degree plus out-degree) 16.


Key words. superconcentrator, concentrator, directed graph
Superconcentrators were defined by Valiant [1] who showed that there exist $n$-superconcentrators with at most $238 n$ edges. Superconcentrators have proved useful in counterexemplifying conjectures [1] and in demonstrating the optimality of algorithms [2].

Valiant's proof was based on a complicated recursive construction which used a related type of graph, called a "concentrator," as a basic element. Concentrators were defined by Pinsker [3], who showed that there exist ( $n, m$ )concentrators (which we shall not define here), with at most $29 n$ edges. Pinsker's proof was based on another rather complicated recursive construction which used a nonconstructive existence theorem concerning bipartite graphs as a basic element. This theorem, though not the recursive construction for concentrators, was also obtained independently by the author [4].

The purpose of this note is to give a sharpened version of the nonconstructive existence theorem and a simple recursive construction, using this theorem as a basic element, for superconcentrators. This yields four benefits. First, the proof that $n$-superconcentrators with $O(n)$ edges exist is greatly simplified; our construction is simpler than Pinsker's, let dlone its composition with Valiant's. Second, our $n$-superconcentrators have depth $O(\log n)$; Valiant's have depth $O\left((\log n)^{2}\right)$. Third, our superconcentrators have maximum degree (in-degree plus out-degree) 16; Pinsker's concentrators (and thus Valiant's superconcentrators) do not have maximum degree $O(1)$. Finally, our $n$-superconcentrators have $39 n+O(\log n)$ (in fact, at most $40 n)$ edges.

Lemma. For every $m$, there exists a bipartite graph with $6 m$ inputs and $4 m$ outputs in which every input has out-degree at most 6 , every output has in-degree at most 9 , and, for every $k \leqq 3 m$ and every set of $k$ inputs, there exists a $k$-flow (a set of $r$ vertex-disjoint directed paths) from the given inputs to some set of $k$ outputs.

Proof. Let $\pi$ be a permutation on $\mathscr{M}=\{0,1, \cdots, 36 m-1\}$. From $\pi$ we obtain a bipartite graph $G(\pi)$ by taking $\{0,1, \cdots, 6 m-1\}$ as inputs, $\{0,1, \cdots, 4 m-1\}$ as outputs, and, for every $x$ in $\mathcal{M}$, an edge from $(x \bmod 6 m)$ to $(\pi(x) \bmod 4 m)$. In $G(\pi)$, every input has out-degree at most 6 (since there are only 6 elements of $\mathcal{M}$ in each residue class $\bmod 6 m$ ) and each output has in-degree at most 9 (since there are only 9 elements of $\mathscr{M}$ in each residue class mod $4 m$ ).

[^47]We shall say that a graph $G(\pi)$ is "good" if there do not exist a $k \leqq 3 m$, a set $A$ of $k$ inputs, and a set $B$ of $k$ outputs such that every edge directed out of $A$ is directed into $B$; we shall say that it is "bad" otherwise. If $G(\pi)$ is good, the marriage theorem (see Hall [5]) ensures that for every $k \leqq 3 m$ and every set of $k$ inputs, there exists a $k$-flow from the given inputs to some set of $k$ outputs, so that $G(\pi)$ satisfies the requirements of the lemma. We shall show that there exists such a graph by obtaining an upper bound, less than unity for all $m$, on the fraction of all permutations $\pi$ for which $G(\pi)$ is bad.

Any set $A$ of $k$ inputs corresponds to a set $\mathscr{A}$ of $6 k$ eiements of $\mathcal{M}$, and any set of $B$ of $k$ outputs corresponds to a set $\mathscr{B}$ of $9 k$ elements of $\mathcal{M}$. Every edge of $G(\pi)$ directed out of $A$ will be directed into $B$ only if $\pi$ sends every element of $\mathscr{A}$ into $\mathscr{B}$. Of the $(36 m)$ ! permutations of $\mathcal{M}$, there are $[9 k]_{6 k}(36 m-6 k)$ ! that satisfy this condition, where $[n]_{r}=n(n-1) \cdots(n-r+1)$. For a given value of $k$, there are $\binom{6 m}{k}$ possible choices for $A$ and $\binom{4 m}{k}$ possible choices for $B$.

Thus an upper bound on the fraction of all permutations $\pi$ for which $G(\pi)$ is bad is

$$
\begin{aligned}
I_{m} & =\sum_{1 \leqq k \leqq 3 m}\binom{6 m}{k}\binom{4 m}{k} \frac{[9 k]_{6 k}(36 m-6 k)!}{(36 m)!} \\
& =\sum_{1 \leqq k \leqq 3 m} \frac{\binom{6 m}{k}\binom{4 m}{k}\binom{9 k}{6 k}}{\binom{36 m}{6 k}}
\end{aligned}
$$

We shall show that $I_{m}$ is less than unity.

1. We first observe that

$$
\binom{36 m}{6 k} \geqq\binom{ 6 m}{k}\binom{4 m}{k}\binom{26 m}{4 k}
$$

for the number of ways of choosing $6 k$ out of $36 m$ objects is not less than the number of ways of choosing $k$ out of the first $6 m, k$ out of the next $4 m$, and $4 k$ out of the last 26 m . Thus $I_{m}$ is at most

$$
J_{m}=\sum_{1 \leqq k \leqq 3 m} \frac{\binom{9 k}{6 k}}{\binom{26 m}{4 k}}
$$

2. To find the largest term in $J_{m}$, we set

$$
L_{k}=\frac{\binom{9 k}{6 k}}{\binom{26 m}{4 k}}
$$

and observe that the ratio of successive terms can be written as
$\frac{L_{k+1}}{L_{k}}=$

$$
\frac{(9 k+9) \cdots(9 k+7)(9 k+6) \cdots(9 k+1)(4 k+4)(4 k+3) \cdots(4 k+1)}{(6 k+6) \cdots(6 k+1) \quad(3 k+3) \cdots(3 k+1)(26 m-4 k) \cdots(26 m-4 k-3)} .
$$

Each vertically aligned factor or pair of factors is an increasing function of $k$. Thus $L_{k+1} / L_{k}$ is increasing, $L_{k-1} L_{k+1} / L_{k}^{2}$ is greater than unity, and the largest term of $J_{m}$ must be either the first $\left(L_{1}\right)$ or the last $\left(L_{3 m}\right)$.
3. If the largest term is the first, then $J_{m}$ is at most

$$
3 m L_{1}=3 m \frac{\binom{9}{6}}{\binom{26 m}{4}}=\frac{3024}{13(26 m-1)(26 m-2)(26 m-3)}
$$

which is less than unity for all $m \geqq 1$.
4. If the largest term is the last, then $J_{m}$ is at most

$$
3 m L_{3 m}=3 m \frac{\binom{27 m}{18 m}}{\binom{26 m}{12 m}}=3 m \frac{(27 m)!(12 m)!(14 m)!}{(18 m)!(9 m)!(26 m)!}
$$

We shall use Stirling's formula in the form

$$
(2 \pi n)^{1 / 2} e^{-n} n^{n} \leqq n!\leqq e^{1 / 12 n}(2 \pi n)^{1 / 2} e^{-n} n^{n}
$$

(see Robbins [6]), together with

$$
e^{x} \leqq \frac{1}{1-x}
$$

which implies

$$
n!\leqq\left(\frac{12 n}{12 n-1}\right)(2 \pi n)^{1 / 2} e^{-n} n^{n}
$$

These inequalities give
$3 m L_{3 m} \leqq 3 m\left(\frac{324 m}{324 m-1}\right)\left(\frac{144 m}{144 m-1}\right)\left(\frac{168 m}{168 m-1}\right)$

$$
\cdot\left(\frac{271214}{18 \quad 926}\right)^{1 / 2}\left(\frac{27^{27} 12^{12} 14^{14}}{18^{18} 9^{9} 26^{26}}\right)^{m},
$$

which is less than unity for all $m \geqq 3$. (The bound for $m=3$ is easily evaluated with a table of logarithms and a calculator. Futhermore, the bound is a decreasing function of $m$, since if $m$ is increased by 1 , the first factor increases by a factor of at most $4 / 3$, the next three factors decrease, and the last factor decreases by a factor exceeding 2.)
5. In the remaining cases, $m=1$ and $m=2, I_{m}$ can be evaluated with a table of binomial coefficients (for example, Miller [7]), and is less than unity.

Corollary. For every m, there exists a bipartite graph with 4 minputs and $6 m$ outputs in which every input has out-degree at most 9 , every output has in-degree at most 6 , and, for every $k \leqq 3 m$ and every set of $k$ outputs, there exists a $k$-flow to the given outputs from some set of $k$ inputs.

Proof. Exchange the roles of inputs and outputs and reverse the directions of edges and flows in the lemma.

Let $s(n)$ denote the minimum possible number of edges in an $n$-superconcentrator. Let

$$
\theta(n)=4\left\lceil\frac{n}{6}\right\rceil \text {, }
$$

where $\lceil\cdot\rceil$ denotes "the smallest integer not less than".
Theorem. For any $n, s(n) \leqq 13 n+s(\theta(n))$.
Proof. Let

$$
m=\left\lceil\frac{n}{6}\right\rceil .
$$

Let $G$ and $G^{\prime}$ be bipartite graphs satisfying the lemma and corollary, respectively, and let $S^{\prime}$ be a $4 m$-superconcentrator with $s(4 m)$ edges. The graph $S$ is obtained by deleting $6 m-n$ inputs (and the edges directed out of them) from $G$, identifying the outputs of $G$ with the inputs of $S^{\prime}$, identifying the outputs of $S^{\prime}$ with the inputs of $G^{\prime}$, deleting $6 m-n$ outputs (and the edges directed into them) from $G^{\prime}$, and adding a set $E$ of $n$ edges from the surviving inputs of $G$ to the surviving outputs of $G^{\prime}$. This is illustrated in the figure below.

The graph $S$ clearly has $13 n+s(\theta(n))$ edges. All that remains is to verify that $S$ is an $n$-superconcentrator.

For some $r \leqq n$, let $X$ be a set of $r$ inputs and let $Y$ be a set of $r$ outputs. Let $X$ be partitioned into two parts: $X_{0}$, the vertices of $X$ that correspond through $E$ to

vertices in $Y$, and $X_{1}$, the vertices of $X$ that correspond through $E$ to vertices not in $Y$. Similarly, let $Y$ be partitioned into $Y_{0}$ (corresponding to vertices in $X$ ) and $Y_{1}$ (corresponding to vertices not in $X$ ). There is an $l$-flow from $X_{0}$ through $E$ to $Y_{0}$, where $l$ is the common cardinality of $X_{0}$ and $Y_{0}$. The set $X_{1}$ corresponds through $E$ to a set of vertices disjoint from and equinumerous with $Y_{1}$. Thus $X_{1}$ and $Y_{1}$ have a common cardinality $k \leqq n / 2 \leqq 3 m$. By the lemma, there is a $k$-flow from $X_{1}$ to some set $X^{\prime}$ of $k$ outputs of $G$, and by the corollary, there is a $k$-flow from some set $Y^{\prime}$ of $k$ inputs of $G^{\prime}$ to $Y_{1}$. Finally, by inductive hypothesis, there is a $k$-flow from $X^{\prime}$ through $S^{\prime}$ to $Y^{\prime}$. These four flows together constitute an $r$-flow from $X$ to $Y$.

From this theorem it is clear that $s(n) \leqq 39 n+O(\log n)$, and that this can be accomplished by graphs with depth $O(\log n)$ and maximum degree 16 . Since it is often helpful to have an explicit bound, we shall show that $s(n) \leqq 40 n$.

For small values of $n$ we shall use a "rearrangeable connection network" or "permutation network." Such a network contains an $n$-flow following any prescribed mapping from its inputs to its outputs, and is, a fortiori, an $n$ superconcentrator. A well-known recursive construction for these networks gives

$$
s(n) \leqq 3 n\left(2\left\lceil\log _{3} n\right\rceil-1\right)
$$

(see Beneš [8, Thm. 3.1]; in the outer stages use 3-by-3 switches, with at most one smaller switch when $n$ is not a multiple of 3 ; in the inner stages use this construction recursively). This gives $s(n) \leqq 39 n$ for $n \leqq N=3^{7}=2187$.

For large values of $n$ we shall apply the theorem recursively. Define

$$
\begin{aligned}
\theta^{0}(n) & =n, \\
\theta^{t+1}(n) & =\theta\left(\theta^{t}(n)\right)
\end{aligned}
$$

Then applying the theorem $t+1$ times gives

$$
s(n) \leqq 13\left(\theta^{0}(n)+\theta^{1}(n)+\cdots+\theta^{t}(n)\right)+s\left(\theta^{t+1}(n)\right) .
$$

Let us choose $t$ such that

$$
\theta^{t}(n)>N \geqq \theta^{t+1}(n) .
$$

Then by the result of the preceding paragraph

$$
s(n) \leqq 13\left(\theta^{0}(n)+\theta^{1}(n)+\cdots+\theta^{t}(n)\right)+s\left(\theta^{t+1}(n)\right) .
$$

We note that

$$
\begin{aligned}
\theta(n) & =4\left\lceil\frac{n}{6}\right\rceil \\
& \leqq 4\left(\frac{n}{6}+\frac{5}{6}\right) \\
& =\frac{2}{3} n+\frac{10}{3},
\end{aligned}
$$

and $\theta(n)$ is even. Furthermore, if $n$ is even,

$$
\begin{aligned}
\theta(n) & =4\left[\frac{n}{6}\right] \\
& \leqq 4\left(\frac{n}{6}+\frac{2}{3}\right) \\
& =\frac{2}{3} n+\frac{8}{3},
\end{aligned}
$$

and again $\theta(n)$ is even. Thus, by induction on $t$,

$$
\theta^{t}(n) \leqq\left(\frac{2}{3}\right)^{t} n+8
$$

Applying this to the result of the preceding paragraph gives

$$
s(n) \leqq 39 n+104(t+3) .
$$

Next we note that if $n \geqq N=3^{7}=2187$,

$$
\begin{aligned}
\theta(n) & =4\left[\frac{n}{6}\right\rceil \\
& \leqq 4\left(\frac{n}{6}+\frac{5}{6}\right) \\
& =\left(\frac{2}{3}+\frac{10}{3 n}\right) n \\
& \leqq \frac{4384}{6561} n .
\end{aligned}
$$

Thus, by induction on $t$, if $\theta^{0}(n), \theta^{1}(n), \cdots, \theta^{t-1}(n) \geqq N$,

$$
\theta^{t}(n) \leqq\left(\frac{4384}{6561}\right)^{t} n .
$$

From the condition defining $t$ it follows that

$$
t \leqq \frac{\log \frac{n}{2187}}{\log \frac{6561}{4384}} .
$$

Now

$$
\log \frac{6561}{4384} \geqq \frac{1}{3} \log 3,
$$

and therefore

$$
t \leqq 3 \log _{3} n-21
$$

Furthermore, if $n \geqq N$,

$$
\frac{3 \log _{3} n}{n} \leqq \frac{3 \log _{3} N}{N}=\frac{7}{729},
$$

and therefore

$$
t \leqq \frac{7}{729} n-21
$$

or

$$
104(t+3) \leqq \frac{728}{729} n-1872 .
$$

Combining this with the result of the preceding paragraph gives

$$
s(n) \leqq 40 n .
$$
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#### Abstract

If all $N P$ complete sets are isomorphic under deterministic polynomial time mappings ( $p$-isomorphic) then $P \neq N P$ and if all PTAPE complete sets are $p$-isomorphic then $P \neq$ PTAPE. We show that all $N P$ complete sets known (in the literature) are indeed $p$-isomorphic and so are the known PTAPE complete sets. This shows that, in spite of the radically different origins and attempted simplification of these sets, all the known $N P$ complete sets are identical but for simple isomorphic codings computable in deterministic polynomial time.

Furthermore, if all $N P$ complete sets are $p$-isomorphic then they all must have similar densities and, for example, no language over a single letter alphabet can be $N P$ complete, nor can any sparse language over an arbitrary alphabet be $N P$ complete. We show that complete sets in EXPTIME and EXPTAPE cannot be sparse and therefore they cannot be over a single letter alphabet. Similarly, we show that the hardest context-sensitive languages cannot be sparse. We also relate the existence of sparse complete sets to the existence of simple combinatorial circuits for the corresponding truncated recognition problem of these languages.


Key words. polynomial time computations, polynomial tape computations, $N P$ complete problems, polynomial time isomorphisms, sparse sets

1. Introduction. During the past years the importance of the $P=N P$ ? problem has been fully realized and today it is one of the most important problems in theoretical computer science [1], [2], [8], [10], [13]. The importance of the $P=N P ?$ problem derives from the fact that $N P$, the family of languages accepted by nondeterministic Turing machines in polynomial time, contains complete problems to which all other problems in NP can be easily reduced and from the fact that very many problems of practical interest in computing are in NP and many of them are NP complete [1], [2], [5], [10], [13], [17]. Thus the search for fast algorithms for a bewildering variety of problems can be reduced to search for a fast algorithm for a single problem. As a matter of fact, during the last years considerable effort has been expended in discovering new $N P$ complete problems, and it is quite impressive how many diverse problems from many different problem areas have turned out to be $N P$ complete [1], [2], [13], [17]. Furthermore, among the known $N P$ complete problems some have been simplified and found still to be NP complete [5].

In this paper we show that regardless of their origins and attempted simplifications, all the "known" NP complete sets are essentially the same set. More specifically, we prove that all the known $N P$ complete sets are isomorphic under deterministic polynomial time mappings. Thus these $N P$ complete sets, except for a deterministic polynomial time recoding, are identical. The proof of this result follows from two technical lemmas which give necessary and sufficient conditions that a set is isomorphic under polynomial time mappings to a given $N P$ complete set, say the set of all satisfiable Boolean functions in conjunctive normal form. To

[^48]establish polynomial time isomorphisms ( $p$-isomorphism) between $N P$ complete sets we just have to check that these sets satisfy the sufficient conditions of our lemmas, which turn out to be easy to verify for all the $N P$ complete sets found in the literature. We exhibit the proof of the existence of $p$-isomorphism for the best known $N P$ complete problems and they can be easily supplied for the other $N P$ complete problems which have been described up to date in the literature. Since so far no $N P$ complete problems have been found which are not $p$-isomorphic and since all attempts to construct such sets have failed, we are forced to conjecture that all NP complete sets are isomorphic under deterministic polynomial time mappings.

It should be observed that a proof of this conjecture implies that $P \neq N P$. To see this, we just have to note that $P=N P$ if and only if every nonempty finite set is $N P$ complete. Since finite sets cannot be isomorphic to infinite sets, the isomorphism of all $N P$ complete sets implies that $P \neq N P$. As a matter of fact, $P \neq N P$ if and only if all $N P$ complete sets are isomorphic under recursive mappings.

It still could happen that $P \neq N P$ but that there exist $N P$ complete sets which are not $p$-isomorphic. We conjecture that this is not the case.

By the same methods we also show that all the known PTAPE complete sets are isomorphic under deterministic polynomial time mappings. Furthermore, if all PTAPE complete sets are $p$-isomorphic then $P \neq$ PTAPE, since $P=$ PTAPE if and only if every nonempty finite set is PTAPE complete.

Next we look at the density of NP and PTAPE complete sets. We say that a set $A, A \subseteq \Sigma^{*}$, is $p$-sparse iff the number of elements in $A$ up to length $n$ is bounded by a polynomial in $n$. It is easily seen that the known NP and PTAPE complete sets are not $p$-sparse and that they cannot be $p$-isomorphic to $p$-sparse sets. We suspect that neither $N P$ nor PTAPE complete sets can be $p$-sparse. Note that a proof that $p$-sparse sets cannot be $N P$ nor PTAPE complete would prove that

$$
P \neq N P \quad \text { and } \quad P \neq \text { PTAPE }
$$

On the other hand, we show that $p$-sparse sets cannot be complete in EXPTIME and EXPTAPE (as first observed by A. R. Meyer). Our proof actually shows that in EXPTIME there exist sets which are not $p$-sparse and whose reduction to another set must be one-one almost everywhere; thus, no $p$-sparse set can be EXPTIME complete. The corresponding result also holds for EXPTAPE and more complex time and tape bounded families of languages. It is still an open problem whether the EXPTIME and EXPTAPE complete sets are all $p$-isomorphic, respectively.

It should be observed that the existence of $p$-sparse complete sets for $N P$ (or PTAPE) would imply that we could prepare a tape growing only polynomially in the length of the input such that all $N P$ (or PTAPE) problems could be solved in deterministic polynomial time using this fixed tape for table-look up. Thus the existence of sparse $N P$ complete sets would permit, for all practical purposes, the recognition of $N P$ sets in deterministic polynomial time (using a precomputed, polynomially long tape segment). This seems to be quite unlikely, and the above mentioned results shows that this is not the case for EXPTIME and EXPTAPE:
there does not exist any sparse set to which complete problems in EXPTIME and EXPTAPE can be reduced in polynomial time.

Furthermore, we show that there is a very close relation between the existence of sparse oracle sets (not necessarily sets in $N P$ ) with which $N P$ problems can be recognized in deterministic polynomial time and the existence of polynomially complex switching circuits which recognize the members up to length $n, n=1,2, \cdots$, of an $N P$ complete set. As a matter of fact, as originally shown by A. R. Meyer, there exist sparse oracle sets for $N P$ complete problems if and only if there exist polynomially complex circuits for the recognition of the corresponding truncated $N P$ complete problem.

Finally, we turn to context-sensitive languages. We say (following R. Book) that a context-sensitive language $L$ is hardest if every other context-sensitive language can be reduced to $L$ by a linear-time mapping. It is well known that hardest context-sensitive languages (csl) exist [7] and that hardest context-free languages also exist [6]. Clearly, the context-sensitive languages are contained in $P$ or $N P$ iff a hardest csl is in $P$ or $N P$, respectively. Similarly, the deterministic context-sensitive languages are equal to the nondeterministic context-sensitive languages iff a hardest csl is a deterministic csl. We prove that no $p$-sparse language can be a hardest csl and show that all known hardest csl's are $p$ isomorphic. These results easily generalize to hardest languages of other families of tape bounded languages.
2. Preliminaries. In this section, we make precise some of the objects which we will treat. Our terminology is reasonably standard and so this section may be skipped by those familiar with the terminology of complexity theory.

A transducer is a deterministic $k+2$ tape Turing machine with one two-way read-only input tape, $k$ two-way read-write work tapes, and one one-way write only output tape.

Our acceptor will be a $k$-tape Turing machine. The input will be written on one of the tapes and all tapes are two-way read-write. Acceptance will be indicated by entering a final state and halting. If the machine has just one tape we call it a single tape Turing machine, otherwise, it is called a multi-tape Turing machine. If the next move function associated with the Turing machine is single-valued, we call it deterministic, otherwise, it is called nondeterministic. We note that a deterministic TM may be considered to be nondeterministic in a trivial fashion.

The amount of time used by a TM on input $x$ is the number of steps in the shortest accepting computation if $x$ is accepted; the number of steps in the longest computation if $x$ is not accepted (if some computation does not halt it is undefined).

The amount of tape used by a TM is the smallest amount of tape used by an accepting computation if $x$ is accepted, or the largest amount used by any computation if $x$ is not accepted (again, if some computation uses unbounded tape, it is undefined).

A TM, M, runs in time (tape) $t(n)$ for some function $t(n)$ if for all $n \geqq 0$ for every $x$ of length $n, M$ uses no more than $t(n)$ time (tape) on input $x$.
$(N) \operatorname{DTIME}[t(n)]=\{A \mid A$ is accepted by a (non)deterministic TM which runs in time $t(n)\}$.
$(N) \operatorname{DTAPE}[t(n)]=\{A \mid$ is accepted by a (non)deterministic TM which runs on tape $t(n)\}$.
$P=\bigcup_{i \geqq 0} \operatorname{DTIME}\left(n^{i}\right)$,
$N P=\bigcup_{i \geqq 0} \operatorname{NDTIME}\left(n^{i}\right)$,
$\operatorname{PTAPE}=\bigcup_{I \geqq 0} \operatorname{DTAPE}\left(n^{i}\right)=\bigcup_{i \geqq 0} \operatorname{NDTAPE}\left(n^{i}\right)=\operatorname{NPTAPE}$,
$(N)$ DEXPTIME $=\bigcup_{i \geqq 0}(N) \operatorname{DTIME}\left(2^{i n}\right)$,
DEXPTAPE $=\underset{i \geqq 0}{\bigcup} \operatorname{DTAPE}\left(2^{i n}\right)$.
A transducer, $T$, is said to be polynomial time bounded if there is some polynomial $p(n)$ so that $T$ runs in time $p(n)$.

A transducer, $T$, is said to be a linear time transducer if there is some constant, $c>0$, so that $T$ runs in time $c n$.

A set $A \subseteq \Sigma^{*}$ is said to be reducible to a set $B \subseteq \Gamma^{*}$ if there is some transducer $T$ such that $T: \Sigma^{*} \rightarrow \Gamma^{*}$ and $T(x) \in B$ iff $x \in A . A$ is said to be reducible to $B$ in polynomial time ( $p$-reducible) if the transducer $T$ runs in polynomial time. Similarly if $T$ runs in linear time $A$ is said to be linearly reducible to $B$.

A set, $B$, is $C$-hard for some class of sets $C$ (e.g. $N P$ or NTAPE( $n$ )) if for every $A$ in $C, A$ is $p$-reducible to $B$.

A set, $B$, is complete for $C$ if it is $C$-hard and $B$ is in $C$.
A set, $B$, is $C$-hardest if $B$ is in $C$ and every $A$ in $C$ is linearly reducible to $B$. For example, hardest languages exist for the families of context-free languages, context-sensitive languages, deterministic context-sensitive languages, etc. but not for $N P$ or PTAPE.

We say that a set $A, A \subseteq \Sigma^{*}$, is $p$-sparse iff there exists a polynomial $p(n)$ such that

$$
|\{w|w \in A,|w| \leqq n\} \mid \leqq p(n),
$$

where $|w|$ denotes the length of the sequence $w$ and $|S|$ denotes the cardinality of the set $S$.
3. Polynomial time isomorphisms. One of the major concepts used in the classification of recursive sets is that of polynomial time reducibility. From the polynomial reducibilities of Cook [2] and Karp [10], it is straightforward to define two corresponding equivalence relations on the recursively enumerable sets. There is, however, a major limitation to the usefulness of these relations in the study of complete sets: two sets $A$ and $B$ which are complete for a class C, with
respect to one of the reducibilities, are automatically equivalent, with respect to the same reducibility.

In this section, we define a new equivalence relation, polynomial time isomorphism, which is a proper refinement of the above two equivalences. We consider a subgroup of the group of recursive permutations:
$G_{p}=\left\{f \mid f\right.$ is a one-to-one onto map and $f$ is computable in $p$-time and $f^{-1}$ is also computable in $p$-time\}.

We say that $A$ and $B$ are polynomial time isomorphic if they are related by an element of $G_{p}$. We formalize this in the following definition.

Definition. $A$ and $B, A \subseteq \Sigma^{*}$ and $B \subseteq \Gamma^{*}$, are $p$-isomorphic iff there exists a bijection $f: \Sigma^{*} \rightarrow \Gamma^{*}$ such that $f$ is a $p$-reduction of $A$ to $B$ and $f^{-1}$ is a $p$-reduction of $B$ to $A$.

We say that a $p$-reduction $f$ is invertible iff $f$ is a one-one mapping (not necessarily onto) and $f$ 's left inverse is also computable in polynomial time. Finally, $f$ is said to be length increasing if for all $w$ we have $|f(w)|>|w|$.

We now prove a polynomial time bounded equivalent of the Cantor-Bernstein-Myhill theorem.

Theorem 1. Let p and $q$ be length increasing invertible $p$-reductions of $A$ to $B$ and $B$ to $A$, respectively. Then $A$ and $B$ are $p$-isomorphic.

Proof. From $p$ and $q$ we will construct a bijection $\phi$ such that $\phi$ and $\phi^{-1}$ are $p$-time computable and

$$
w \in A \quad \text { iff } \quad \phi(w) \in B .
$$

We note that

$$
\Sigma^{*}=R_{1} \cup R_{2} \quad \text { and } \quad \Gamma^{*}=S_{1} \cup S_{2}
$$

with

$$
\begin{aligned}
R_{1} & =\left\{(q \circ p)^{k} x \mid k \geqq 0 \text { and } x \notin q\left(\Gamma^{*}\right)\right\}, \\
R_{2} & =\left\{q \circ(p \circ q)^{k} x \mid k \geqq 0 \text { and } x \notin p\left(\Sigma^{*}\right)\right\}, \\
S_{1} & =\left\{(p \circ q)^{k} x \mid k \geqq 0 \text { and } x \notin p\left(\Sigma^{*}\right)\right\}, \\
S_{2} & =\left\{p \circ(q \circ p)^{k} x \mid k \geqq 0 \text { and } x \notin q\left(\Gamma^{*}\right)\right\} .
\end{aligned}
$$

Let $s(n)$ be a polynomial such that $p, q, p^{-1}$ and $q^{-1}$ can all be computed by deterministic TM's within $s(n)$ steps for inputs of length $n$. We assume that $p^{-1}$ and $q^{-1}$ both output a special symbol, *, if they are undefined. This is permissible since they are polynomial time bounded. Let $\phi$ and $\phi^{-1}$ be computed by the following:

$$
\begin{array}{r}
\phi(z)= \begin{cases}p(z) & \text { if } z \in R_{1}, \\
q^{-1}(z) & \text { if } z \in R_{2},\end{cases} \\
\phi^{-1}(z)= \begin{cases}p^{-1}(z) & \text { if } z \in S_{2}, \\
q(z) & \text { if } z \in S_{1} .\end{cases}
\end{array}
$$

First notice that $\phi$ maps $R_{1}$ onto $S_{2}$ and $R_{2}$ onto $S_{1}$ and that these mappings are one-one. Furthermore, $\phi$ and $\phi^{-1}$ are inverses.


FIG. 1. Flowchart computing $T(z)=\phi(z)$
We will now describe a transducer, $T$, which computes $\phi$ and is polynomial time bounded. We describe $T$ by means of the following flowchart (see Fig. 1). As $p$ and $q$ are both strictly length increasing, $p^{-1}$ and $q^{-1}$ are length decreasing and so $T$ need cycle through the loop at most $|z| / 2$ times. At most $(|z|+1)$ evaluations of $p^{-1}, q^{-1}$, or $p$ are therefore required and so $T$ runs in time at most $(n+2) s(n)$ which is a polynomial.

We note that identical considerations show that $\phi^{-1}$ is also $p$-time bounded.
Corollary 2. If $p, q, p^{-1}, q^{-1}$ of Theorem 1 are computable in linear time then $\phi$ and $\phi^{-1}$ are computable in $n^{2}$-time.

Proof. The proof is similar to the previous proof.
In order to simplify the application of Theorem 1 we now establish two technical results which can easily be applied to show that many complete sets are $p$-isomorphic. We first define padding functions and show that if either set $A$ or $B$ of Theorem 1 (or Corollary 2) have padding functions satisfying some simple hypotheses, then we can remove the length increasing restrictions from the hypothesis of these results.

Definition. Let $A \subseteq \Sigma^{*}$. Then $Z_{A}: \Sigma^{*} \rightarrow \Sigma^{*}$ is a padding function for a set $A$ if it satisfies the following two properties:

1. $Z_{A}(x)$ in $A$ iff $x$ in $A$.
2. $Z_{A}$ is invertibie (i.e. one-one).

We say that a padding function, $Z_{A}$, has time complexity $t(n)$ if both $Z_{A}$ and $Z_{A}^{-1}$ may be computed by deterministic TM's in time $t(n)$.

Lemma 3. Let $f$ be a one-one, $p$-time reduction of $A$ to $B$ and let $f^{-1}$ also be computable in $p$-time. Assume also that either $A$ or $B$ has a padding function $Z_{X}$ ( $X=A, B$ ) which satisfies conditions:
(i) $Z_{X}$ has polynomial time complexity $s(n)$.
(ii) $(\forall y)\left[\left|Z_{X}(y)\right|>|y|^{2}+1\right]$.

Then there exists a reduction $f^{\prime}$ of $A$ to $B$ which is one -one, $p$-time, length increasing and has $\left(f^{\prime}\right)^{-1}$ computable in $p$-time.

Lemma 4. If $f, f^{-1}$ have linear time complexity, $Z_{X}$ has linear time complexity and condition (ii) of Lemma 3 is replaced by
(ii') $(\forall y)\left[\left|Z_{X}(y)\right|>2|y|+1\right]$, then $f^{\prime}$ of Lemma 3 exists and has linear time complexity.

Proof of Lemma 3. Let $X=A$ and let $f, f^{-1}$ be computable in polynomial time. Let $q(n)$ be a polynomial time bound in which $f$ and $f^{-1}$ can be computed. Then, by condition (ii) on the padding function we know there exists an integer $r$ such that for all $x,\left|Z_{A}^{r}(x)\right|>q(|x|)$; therefore it follows that $\left|f \circ Z_{A}^{r}(x)\right|>|x|$, since if $\left|f \circ Z_{A}^{r}(x)\right| \leqq \mid x$ then (as $f^{-1}$ can output at most one digit per move) $\left|f^{-1} \circ f \circ Z_{A}^{r}(x)\right| \leqq q(|x|)$, which is a contradiction. So define $f^{\prime}=f \circ Z_{A}^{r}$, by the reasoning given above, $f^{\prime}$ is length increasing and clearly satisfies the other requirements of Lemma 3 .

For $X=B$ and $f, f^{-1}$ polynomial computable, we again know that there exists an integer $r$ such that for all $x,\left|Z_{B}^{r}(x)\right|>q(|x|)$ and also as above $q(|f(x)|) \geqq|x|$. Let $f^{\prime}=Z_{B}^{r} \circ f$; then $\left|f^{\prime}(x)\right|=\left|Z_{B}^{r}(f(x))\right|>q(|f(x)|) \geqq|x|$ as needed.

For the linear time bounds a more careful time analysis yields the desired proof.

The primary difficulty in applying Theorem 1 is now seen to be verifying that a given reduction can be inverted in polynomial time. The next lemma states two technical, but easily verified, conditions which guarantee the existence of polynomial time invertible reductions. The next result shows that the existence of an invertible reduction depends solely on the richness of the structure of the target set.

Lemma 5. Let A be a set for which two p-time computable functions $S_{A}(-,-)$ and $D_{A}(-)$ exist with the following properties:
(i) $(\forall x, y)\left[S_{A}(x, y) \in A\right.$ iff $\left.x \in A\right]$,
(ii) $(\forall x, y)\left[D_{A}\left(S_{A}(x, y)\right)=y\right]$.

Then if $f$ is any $p$-time reduction of some set C to $A$, the map $f^{\prime}(x)=S_{A}(f(x), x)$ is one-one and invertible in $p$-time and reduces $C$ to $A$.

Proof. Assume $f^{\prime}(x)=f^{\prime}(y)$. Then

$$
x=D_{A}\left(f^{\prime}(x)\right)=D_{A}\left(S_{A}(f(x), x)\right)=D_{A}\left(f^{\prime}(y)\right)=D_{A}\left(S_{A}(f(y), y)\right)=y
$$

so $f^{\prime}$ is one-one. If we define

$$
q(x)=\text { if } x=S_{A}\left(f\left(D_{A}(x)\right), D_{A}(x)\right) \text { then } D_{A}(x) \text { else } *
$$

we see that $q\left(f^{\prime}(x)\right)=x$ so $q=\left(f^{\prime}\right)^{-1}$ and a straightforward time analysis shows $f^{\prime}$ and $q$ are both $p$-time computable.

To see that $f^{\prime}$ reduces $C$ to $A$ note that (i) above implies $f(x) \in A$ if and only if $f^{\prime}(x) \in A$.

Lemma 6. If $S_{A}, D_{A}$, and fof Lemma 5 are all linear time computable then so is $f^{\prime}$.

Proof. The proof is straightforward.
We now combine these results in our next theorem which is easy to apply to show that many complete sets are $p$-isomorphic.

Theorem 7. Let the set $A$ be p-reducible to $B$ and $B$ p-reducible to $A$; furthermore let the set $A$ have a padding function $Z_{A}$ satisfying Lemma 3 and functions $S_{A}$ and $D_{A}$ satisfying Lemma 5. Then $B$ is $p$-isomorphic to $A$ iff $B$ has functions $S_{B}$ and $D_{B}$ satisfying Lemma 5.

Proof. If $A$ and $B$ are $p$-isomorphic under the bijection $\phi$ then we can define

$$
S_{B}[x, y]=\phi^{-1} \circ S_{A}[\phi(x), y]
$$

and

$$
D_{B}(x)=D_{A}[\phi(x)] .
$$

Clearly, $S_{B}$ and $D_{B}$ are $p$-time computable since $S_{A}, D_{A}, \phi$ and $\phi^{-1}$ are; furthermore for all $y$

$$
\begin{array}{llll}
x \in B \quad \text { iff } \quad \phi(x) \in A & \text { iff } & S_{A}[\phi(x), y] \in A \\
& & \text { iff } & \phi^{-1} \circ S_{A}[\phi(x), y] \in B .
\end{array}
$$

and

$$
D_{B}\left[S_{B}(x, y)\right]=y .
$$

Conversely, if the functions $D_{B}$ and $S_{B}$ exist then by combining Lemmas 3 and 5 we get that $A$ and $B$ are $p$-isomorphic. This completes the proof.

In the next section we apply these results to prove that large numbers of $N P$ complete and PTAPE complete problems are $p$-isomorphic. The proof strategy is very simple; for example, we will show that the classic $N P$ complete set of satisfiable Boolean functions in conjunctive normal form $A(=$ CNF-SAT $)$ has the three required functions $Z_{A}, S_{A}$ and $D_{A}$ and therefore any other $N P$ complete set $B$ which has two functions $S_{B}$ and $D_{B}$, satisfying Lemma 5 , is immediately seen to be $p$-isomorphic to $A$. Thus we will have proven our main result about NP complete sets; equivalent results hold for PTAPE and other complete sets.

Main Theorem. An NP complete set B is p-isomorphic to CNF-SAT if and only if there exist two p-time computable functions $S_{B}$ and $D_{B}$ such that
(i) $(\forall x, y)\left[S_{B}(x, y) \in B\right.$ iff $\left.x \in B\right]$,
(ii) $(\forall x, y)\left[D_{B}\left(S_{B}(x, y)\right)=y\right]$.

We stress that we know no $N P$ or PTAPE complete problems which are not, respectively, isomorphic to the classic complete problems in the corresponding classes. Furthermore, all our attempts to construct such problems have failed.

For a related study of invertible reducibilities and padding see [16], and also the Appendix to this paper.
4. Applications. We first define a number of known $N P$ complete problems:

1. UNIV- $\left\{\operatorname{CODE}\left(x_{1} x_{2} \cdots x_{n}\right) \# M_{i} \#^{3\left|M_{i}\right| t} \mid M_{i}\right.$ accepts $x_{1} \cdots x_{n}$ in $t$ steps $\}$,
where $\operatorname{CODE}\left(x_{1} x_{2} \cdots x_{n}\right)$ is a simple digit by digit encoding of $x_{1}, x_{2}, \cdots, x_{n}$ so that $|\operatorname{CODE}(x)|=\left|M_{i}\right|$ [7].
2. CNF-SAT—given an encoding of a Boolean expression in conjunctive normal form, is there some assignment of truth values to the variables which gives the expression the value true [2]?
3. INEQ $[0,1),(,+, \cdot]$-given an encoding of two regular expressions over $0,1,),(,+, \cdot$ do they represent different sets [11]?
4. CLIQUE-given an encoding of an undirected graph and an integer $k$, is there a subset of $k$-mutually adjacent nodes [10]?
5. HAMILTON CIRCUIT-given an encoding of a directed graph is there a cycle including all nodes which does not intersect itself [10]?
Theorem 8. The following NP complete problems are p-time isomorphic.
6. UNIV,
7. CNF-SAT,
8. INEQ $[0,1),,(,+, \cdot]$,
9. CLIQUE,
10. HAMILTON CIRCUIT.

Proof. We first show that CNF-SAT has a padding function satisfying Lemma 3 and functions $S_{A}(-,-)$ and $D_{A}(-)$ satisfying Lemma 5. Then Theorem 7 will show that any set having functions satisfying Lemma 5 is $p$-isomorphic to CNF-SAT.

Consider the function $S_{A}(w, y)$, which is computed as follows: it examines $w$ to determine if $w$ is a Boolean formula, $B$, in CNF. If not $r=0$. If yes, let $x_{1}, \cdots, x_{r}$ be variables appearing in $B$ (or at least including every variable in $B$ ). The value of $r$ can be determined in $p$-time. Let $y$ denote a binary string and let $y(j)$ be the $j$ th digit of this string. Let

$$
S_{A}(w, y)=w \wedge\left(x_{r+1} \bigvee \neg x_{r+1}\right) \wedge z_{1} \wedge z_{2} \bigwedge \cdots \wedge z_{n}
$$

where $z_{j}$ is the literal

$$
z_{j}=\left\{\begin{aligned}
x_{r+1+j} & \text { if } y(j)=1, \\
\neg x_{r+1+j} & \text { if } y(j)=0 .
\end{aligned}\right.
$$

Thus, $w$ is satisfiable iff $S_{A}(w, y)$ is satisfiable. $S_{A}(-,-)$ is clearly $p$-time computable and a function $D_{A}$ which examines a string to determine if it has a suffix of the proper form and if so translates it appropriately will also be in $p$-time. $S_{A}(-,-)$ and $D_{A}(-)$ together satisfy Lemma 5 . The padding function needed for Lemma 3 is defined by $Z_{A}(w)=S_{A}\left(w, 0^{|w|^{2}+1}\right)$, which clearly satisfies Lemma 3 .

We now show INEQ satisfies Lemma 5 and so is $p$-time isomorphic to CNF-SAT: $S_{A}(w, y)$ first checks that $w$ has the right format, $w=R_{1} \neq R_{2}$ when $R_{1}$ and $R_{2}$ are encodings of regular expressions. If so it outputs $\left(R_{1}+0^{n} 1 y\right) \neq$ ( $R_{2}+0^{n} 1 y$ ) [where $n=\left|R_{1} \neq R_{2}\right|$ ] if not it outputs $w \# \# y$. The obvious $D_{A}$ works. So INEQ is $p$-isomorphic to CNF-SAT. For the other sets we proceed as follows.

UNIV. $S_{A}(w, y)$ encodes $y$ in inaccessible new states of $M_{i}$ and adjusts \#'s at end to accommodate new states.

CLIQUE. $S_{A}(w, y)$ checks that $w$ has format $k \# G$, where $G$ is the encoding of some graph, determines highest labeled vertex, $r$, used in $G$. $G$ has vertices $v_{1}$,
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Fig. 2. Encodings in Hamilton circuit
$v_{2}, \cdots, v_{r} . S_{A}$ outputs $(k+1) \# G^{\prime}$ where $G^{\prime}$ has vertices $v_{1}, v_{2}, \cdots, v_{r}, v_{r+1}$, $v_{r+2}, \cdots, v_{r+2|y|+1}$ where $G^{\prime}$ has the edges of $G$ plus $\forall j \leqq r, \forall i \leqq|y| G^{\prime}$ contains edges $\left(v_{j}, v_{r+2 i}\right)$ if $y(i)=1$ and $\left(v_{j}, v_{r+2 i-1}\right)$ if $y(i)=0$, and $\left(v_{j}, v_{r+2|y|+1}\right)$. This $S_{A}$ and the obvious $D_{A}$ work.

HAMILTON CIRCUIT. $S_{A}(w, y)$ checks that format is correct and inserts vertices, where $r$ is the highest numbered vertex in $G, v_{r+1}, v_{r+2}$, $v_{r+3}, \cdots, v_{r+3|y|+1}$, an edge from $v_{r} \rightarrow v_{r+1}$ and $\forall j \leqq|y|$ inserts edges

$$
\begin{aligned}
& \left(v_{r+3(j-1)+k}, v_{r+3 j+1}\right) \text { for } k=2,3, \\
& \left(v_{r+3(j-1)+2}, v_{r+3(j-1)+3}\right), \\
& \left(v_{r+3(j-1)+3}, v_{r+3(j-1)+2}\right),
\end{aligned}
$$

and

$$
\begin{array}{ll}
\text { if } y(j)=1 & \left(v_{r+3(j-1)+1}, v_{r+3(j-1)+2}\right), \\
\text { if } y(j)=0 & \left(v_{r+3(j-1)+1}, v_{r+3(j-1)+3}\right)
\end{array}
$$

and if $\left(v_{r}, v_{i}\right) \in G$ put $\left(v_{r+3|y|+1}, v_{i}\right) \in G^{\prime}$. (See Fig. 2.)
Again the obvious $D_{A}$ map also works. This completes the proof.

We note that in other known $N P$ problems it is possible to encode the necessary information in a manner not affecting whether a given string is in the language. We note specifically that this technique shows that the "simplified" $N P$ complete problems of Garey, Johnson, and Stockmeyer [5] are all p-time isomorphic.

One may argue that our isomorphisms are unnatural, that they were constructed through recursion theoretic techniques which are out of place in discussions of combinatorial problems. We will show, however, that with a little care our results yield not only isomorphisms between the various problems, but in fact, isomorphisms that preserve the underlying combinatorics.

Given a Boolean formula in CNF, we ask how many distinct variable assignments there are which produce a true value for the formula. Similarly, if we were given the encodings of a pair of regular expressions, $R_{1} \# R_{2}$, we might ask how many strings are accepted by one and not the other. For a language $L$ and a fixed $w \in L$, we will call each "piece of information" which evidences $w \in L$ a solution to the ( $w, L$ ) problem. We use the following notation:

$$
\text { Sol }(w, L)=\left\{\begin{array}{l}
\{x \mid x \text { encodes a solution to the }(w, L) \text { problem }\}, \\
\phi \quad \text { if } w \notin L .
\end{array}\right.
$$

It is, in fact, solutions of the various problems which are of practical importance in computing. We are interested in the elements of $\operatorname{Sol}(w, L)$ and not merely whether $|\operatorname{Sol}(w, L)|>0$. It is of little use to a multi-process scheduling algorithm to know that there is a schedule of a given cost; the schedulor must determine the optimal schedule.

Definition. If $A$ and $B$ are $N P$ complete problems and $f: A \rightarrow B$ is a polynomial time reduction, we say that $f$ is parsimonious if for all $w,|\operatorname{Sol}(w, A)|=$ $|\operatorname{Sol}(f(w), B)|$.

Parsimonious reductions have been studied before [14] and it turns out that many of the well known NP complete problems are related by parsimonious reductions. We feel that parsimonious reductions should be considered natural since they do not introduce "new" solutions but yield translated problems whose solutions are in one-one correspondence with the solutions of the original problem.

We now state and prove our main result concerning parsimonious reductions:
Theorem 9. Let A be an NP complete set for which there exist parsimonious $p$-time reductions $f: A \rightarrow$ CNF-SAT and $g:$ CNF-SAT $\rightarrow A$. Let $A$ have functions $S_{A}(-,-)$ and $D_{A}$ as in Lemma 5, and furthermore assume that $\forall x \in\{0,1\}^{*}$ $S_{A}(-, x): A \rightarrow A$ is parsimonious; then the isomorphism $\phi: A \rightarrow$ CNF-SAT guaranteed by Theorem 1 is parsimonious.

Proof. We first note that the composition of parsimonious reductions is parsimonious. Unfortunately, the $S_{\mathrm{CNF}}(-,-)$ function defined earlier is not parsimonious; however the function $S_{\mathrm{CNF}}(w, y)=w \wedge\left(x_{r+1} \bigvee x_{r+1}\right) \wedge z_{1} \wedge \cdots \wedge z_{n}$ with $z_{j}$ as before is parsimonious.

Since $S_{\mathrm{CNF}}(-,-)$ and $S_{\mathrm{A}}(-,-)$ are both parsimonious we know, via Lemma 5 and the observation above that the $f^{\prime}$ and $g^{\prime}$ of Lemma 5 will in fact be parsimonious.

Again $S_{\text {CNF }}$ gives us a padding function for CNF-SAT (the function is now parsimonious) which by Lemma 3 tells us the conditions of Theorems 1 are now satisfied. This time, however, all constituents of our isomorphism are parsimonious and since the isomorphism is constructed by application of these reductions, we have that the isomorphism is parsimonious.

We note that the encoding functions of the $N P$ complete problems INEQ, UNIV, and CLIQUE are all parsimonious, and also that they are each related to CNF-SAT via parsimonious reductions [14]; therefore we have

Theorem 10. The following NP complete problems are p-time isomorphic via parsimonious mappings:

1. CNF-SAT,
2. INEQ,
3. UNIV,
4. CLIQUE.

Proof. The proof is by Theorem 9.
We now turn our attention to languages complete for PSPACE. We again first define a number of PSPACE complete problems:

1. UNIV- $\left\{\mathrm{M}_{i} \# \operatorname{CODE}\left(x_{1} \cdots x_{n}\right) \#^{t\left|M_{i}\right|} \mid M_{i}\right.$ accepts $x_{1} \cdots x_{n}$ on $t+n$ tape squares\} [7].
2. QBF-Given a quantified Boolean formula, e.g., $\forall x_{1} \exists x_{2} \forall x_{3}\left(x_{1} \bigvee \neg\right.$ $\left.x_{2}\right) \wedge\left(x_{1} \bigvee x_{2} \bigvee x_{3}\right)$, is it true [11].
3. HEX-Given a graph and two distinguished vertices a game is defined in which the two players alternatively choose vertices. Player 1 wins if he is able to choose vertices which define a path in the graph between the two distinguished vertices. Player 2 wins otherwise [3]. The set HEX consists of all those graphs for which player 1 has a winning strategy.
4. $L_{\Sigma *}-\left\{R \mid R\right.$ is a regular expression and $\left.L(R) \neq \Sigma^{*}\right\}[11]$.

Theorem 11. The following PSPACE complete problems are p-time isomorphic:

1. UNIV,
2. QBF,
3. HEX,
4. $L_{\Sigma *}$.

Proof. By the same method used to show CNF could be padded in Theorem 8 we see QBF has padding and $S_{A}(-,-), D_{A}(-)$ functions.
$S_{\text {UNIV }}$ encodes the second argument in inaccessible states as before. $S_{\text {HEX }}$ encodes the second argument in dead end paths. $S_{\Sigma *}(x, y)=$ $\left[y+(\Lambda+0+1)^{n}+(0+1)^{n+1} x\right], n=|y|$. In all cases the obvious $D(-)$ function works.

We now prove a metatheorem which extends the previous result to tape complete decision problems concerning regular expressions. Define

$$
x \backslash L=\{w \mid x w \in L\} \quad \text { and } \quad L / x=\{w \mid w x \in L\} .
$$

Theorem 12. Let P be any predicate in the regular sets over $\{0,1\}$ such that

1. $P\left(\{0,1\}^{*}\right)=$ TRUE,
2. $P_{L}=\bigcup_{x \in\{0,1\}^{*}}\{x \backslash L \mid P(L)=\mathrm{TRUE}\}\left[\right.$ or $\left.\quad P_{R}=\bigcup_{x \in\{0,1\}^{*}}\{L / x \mid P(L)=T\}\right]$ is not the set of all regular sets over $\{0,1\}$,
3. $L_{P}=\{R \mid R$ is a regular expression over $\{0,1\}$ and $P(L(R))=$ FALSE $\}$ is in PTAPE.

Then $L_{P}$ is p-time isomorphic to $L_{\Sigma^{*}}$.
Proof. Any $L_{P}$ where $P$ satisfies conditions 1 and 2 above is PTAPE-hard [7] and 3 above then guarantees $L_{P}$ is PTAPE complete.

In order to show the isomorphism we must find $S$ and $D$. Let $\phi$ be the $p$-time map such that $R \in L_{P}$ iff $\phi(R) \in L_{\Sigma *}$ and let $L_{0}$ be a regular set over $\{0,1\}$ not in $P_{L}$ as in [7]; define $h_{0}(0)=00$ and $h_{0}(1)=01$. We note that the map

$$
\begin{aligned}
& R_{i} \xrightarrow{\psi} h_{0}\left(R_{i}\right) \cdot 10 \cdot(0+1)^{*}+(00+01)^{*} \cdot 10 \cdot R_{L_{\mathrm{o}}} \\
&+(00+01)^{*} \cdot\left[\Lambda+0+1+11(0+1)^{*}\right]
\end{aligned}
$$

has the properties:
(i) $R_{i} \in L_{\Sigma^{*}} \quad$ iff $\psi\left(R_{i}\right) \in L_{P}$,
(ii) $\psi$ is $p$-time invertible.

We now define $S_{P}(x, y)=\psi\left(S_{\Sigma^{*}}(\phi(x), y)\right)$; we note $D_{P}(x)=D_{\Sigma^{*}}\left(\psi^{-1}(z)\right)$ is the required $D$ function. Since $L_{P}$ is PSPACE complete and satisfies Lemma 5 the sets $L_{P}$ and $L_{\Sigma^{*}}$ are $p$-time isomorphic, as was to be shown.
5. Density considerations. We recall that a proof that no $p$-sparse set can be $N P$ complete would imply that $P \neq N P$. We cannot solve this problem but we can show that some other complete and hardest sets cannot be $p$-sparse.

We prove next that complete sets for EXPTIME and EXPSPACE cannot be $p$-sparse. ${ }^{1}$ Furthermore, using a recent result from [9] we show that the hardest context-sensitive languages are not $p$-sparse. Thus showing that a single letter alphabet language cannot be a hardest csl. We also conjecture that the hardest context-free languages cannot be $p$-sparse. The following result was first obtained by A. R. Meyer.

Theorem 13. No p-sparse language $A$ can be complete in EXPTIME or EXPTAPE. Thus $A \subseteq a^{*}$ cannot be complete in EXPTIME or EXPTAPE.

Proof. We will prove this result by constructing a set $A_{0}$ with the following properties:
(a) $A_{0}$ is in EXPTIME,
(b) $A_{0}$ is not $p$-sparse,
(c) If $A_{0}$ is $p$-reduced to a set $B$ by the mapping $\rho$ then $\rho$ is a one-one mapping almost everywhere.

We now describe a TM, $M$, which accepts $A_{0} . M$ will be a multitape TM which on input $w$ computes as follows:

1. on one of its tapes $M$ writes down $1 \# 10 \# 11 \# \cdots \#|w| \#$. Each integer will be treated as the encoding of a transducer, $T_{i}$ and $T_{i}(x)$ will be limited to $|x|^{i}$ steps so this list will eventually cover all polynomial time bounded transducers. The list can be written down in time $O\left(|w|^{3}\right)$ so there is some $c$ such that for all $n \geqq 1$ the time required to carry out step 1 on input of length $n$ is less than $2^{c n}$.

[^49]2. for $i=1$ to $|w|$
for each $x$ such that $2^{i} \leqq x<w$ do
(a) compute $|x|^{i}$ for $2^{|x|}$ steps.
(b) if computation (a) completed then:
(I) compute $T_{i}(x)$ for $|x|^{i}$ simulated steps or
(II) compute $T_{i}(x)$ for $2^{|x|}$ actual steps whichever comes first
(c) if case I above occurred store ( $x, i, T_{i}(x)$ ) on a storage tape
(since (a), (b), and (c) are each limited to $2^{|\omega|}$ steps and they must be carried out at most $w 2^{|w|}$ times there is some $c^{\prime}$ such that step 2 can be completed within $2^{c^{\prime}|w|}$. Also for large $|x|$ case II never occurs).
3. Construct two lists $L_{1}$ and $L_{2}$ as follows:
for $i=1$ to $|w|$
find (if it exists) the smallest $x<w$ which satisfies the following two conditions:
(a) there is some $y<x$ for which $T_{i}(x)=T_{i}(y)\left(T_{i}(x)\right.$ and $T_{i}(y)$ must be listed in step 2)
(b) for all $z,(x, z)$ is not on $L_{1}$,
if such an $x$ is found, take smallest $y$ for which $T_{i}(x)=T_{i}(y)$ and put $(x, y)$ on $L_{1}$; if no such $x$ is found put $i$ on $L_{2}$.
(The length of $T_{i}(x)$ is less than $2^{|x|}$ and comparisons on a multi-tape machine can be done in linear time so step 3 can be carried out in time $2^{c^{\prime \prime}|w|}$ for some $c^{\prime \prime}$ ).
4. In ascending order, for each $i \in L_{2}$ :
for $x=w$ perform steps 2(a) and 2(b). If computations complete find smallest $y<w$ for which $T_{i}(y)=T_{i}(w)$, determines length of longest chain $\left(y, x_{1}\right)\left(x_{1}, x_{2}\right) \cdots\left(x_{l-1}, x_{l}\right)$ entirely on $L_{1}, M$ accepts $w$ iff for the first $i$ for which a $y$ is found $l=2 m+1$ for some $m$ (if the chain is empty, do not accept) if no such $y$ has been found for any $i$ on list $L_{2}$ then $M$ accepts $w$.
This last step can also be carried out in exponential time and so the entire machine has $T(M)$ in DEXPTIME.

It should be clear that for every polynomial time bounded machine $T_{i}$ there is some integer $n_{i}$ so that for all $x,|x|>n_{i}$, the simulation of $T_{i}$ on $x$ will be completed within $2^{|x|}$ steps and that therefore no $p$-time reduction, $f$, for which there are infinitely many pairs $\left(x_{i}, y_{i}\right)$ with $f\left(x_{i}\right)=f\left(y_{i}\right)$ can reduce $A_{0}$.

Note that step 3 in the process constructs the past history of $M$ relevant to $M$ 's action on $w$.

Since for every EXPTIME (and EXPTAPE) complete set, $C$, we know there must be some $p$-time reduction $f: A_{0} \rightarrow C$ and since $A_{0}$ contains about $2^{n}-n$ elements of length less than or equal to $n$, we have that there is some $n_{c}$ for which $\mid\left\{x \mid x \in C\right.$ and $\left.|x|<r^{n} c\right\} \mid>2^{r}$. This immediately implies that no $p$-sparse set can be EXPTIME or EXPTAPE complete. This completes the proof.

We now return our attention to hardest context-sensitive languages.
Lemma 14. There exists a recursive function $\sigma$ such that for all linear time transducers $M_{i}$, the machine $M_{\sigma(i)}$ is a 3 tape transducer satisfying:

1. $\forall x M_{i}(x)=M_{\sigma(i)}(x)$,
2. $\exists c$ depending only on $\sigma$ such that $M_{\sigma(i)}$ never scans more than $c\left|M_{i}\right|(|x| / \log |x|)$ squares on its work tape when processing $x$.

Proof. The proof follows from efficient simulation techniques in [9].

We can now make use of the above transducer to enable us to diagonalize over linear time transductions on linear tape and get the following result.

Theorem 15. The hardest context-sensitive languages cannot be p-sparse. Thus no language over a single letter alphabet can be a hardest csl.

Proof. We describe a TM $M$ which accepts a csl which is not $p$-sparse and such that any linear-time reduction of this language to another language must be one-one almost everywhere. $M$ behaves as follows on input $w, w \in \Sigma^{*},|\Sigma|>1$ :

1. writes down as many of the $n / \log n$ space bounded transducers which simulate the linear-time transducers as possible on linear tape,
2. determines which of the transducers $M_{i}$ have been eliminated while processing $\boldsymbol{x}<\boldsymbol{w}$, (i.e. $M$ recomputes what it did for all previous inputs and keeps a list of the transducers which were eliminated),
3. for each $M_{i}$ listed but not eliminated in increasing order $M$ find smallest $x<w$ such that
(i) $M_{i}(x)=M_{i}(w)$,
(ii) $M_{i}(x)=M_{i}(w)$ can each be computed (although not necessarily written down) in $|w|$ tape.
If such an $x$ is found, eliminate $M_{i}$ and $w$ is accepted iff $x$ was rejected. If no such $x$ is found for any $i$ accept $w$.

The set accepted by this TM clearly has the property that if $f: T(M) \rightarrow A$ is a linear time reduction of $T(M)$ to $A$ then $f$ is one-one a.e. Since for every $n$ there are at least $2^{n}$ inputs of length $n$ and at most $n$ transducers have been checked, we see that $T(M)$ is not a $p$-sparse set.

This shows that no hardest csl's can be sla languages nor can they be $p$-sparse, as was to be shown.

These results can easily be extended to the following:
Corollary 16. Let $L(n) \geqq n$ be tape constructable. Then the hardest language for TAPE $[L(n)]$ cannot be $p$-sparse. Let $L(n)$ be tape constructable and such that for every $k, k \geqq 0$,

$$
\lim _{n \rightarrow \infty} \frac{n^{k}}{L(n)}=0
$$

then the complete languages of $L(n)$ cannot be $p$-sparse.
Note that the question of sparseness for hardest cff's has implications for the question of linear time recognition of cfl's.

We conclude this section by deriving a result due to A. R. Meyer which relates the complexity of switching circuits for the recognition of truncated $N P$ complete problems to the sparseness of oracle sets for the recognition of these problems. For the set $A, A \subseteq\{0,1\}^{*}$, let $C_{A}(n)$ be the size (number of gates) of the smallest switching circuit which realizes the function

$$
f_{A}^{(n)}:\{0,1\}^{n} \rightarrow\{0,1\}
$$

such that $f_{A}^{(n)}(w)=1$ iff $w \in A \cap \Sigma^{n}$.
It is easily seen that if for some $N P$ complete language $A$ the function $C_{A}(n)$ cannot be bounded by a polynomial in $n$, then $P \neq N P$. As a matter of fact,
considerable effort has been expended in trying to prove that $C_{A}(n)$ cannot be bounded by a polynomial when $A$ is the clique problem.

Theorem 17. For a set $A$ the function $C_{A}$ is bounded by a polynomial iff there exists a sparse set $B$ such that a Turing machine with oracle set $B$ can recognize $A$ in deterministic polynomial time.

Proof. Assume that $B$ is a sparse oracle set with which the TM $M_{A}$ can recognize $A$ in deterministic polynomial time. Then, since $B$ is sparse, during the processing of inputs of length $n, n=1,2, \cdots, M_{A}$ can consult only polynomially many different members of $B$ and therefore we can construct for each $n$ a polynomially complex circuit which simulates the computation of $M_{A}$ on $w$, $|w|=n$. Thus $C_{A}$ is polynomially bounded.

Conversely, if there exist polynomially complex circuits which for each $n$ recognize the set $A \cap \Sigma^{n}$, then we can use these circuits to get a sparse oracle set $B$ as follows. Encode for each $n$ all (polynomially many) "prefixes" of the description of $n$th circuit so that with polynomially many oracle questions the TM can reconstruct the $n$th circuit description. Thus for input $w$ the TM constructs in polynomial time the $n$th circuit, $n=|w|$, and then in polynomial time checks whether the input $w$ yields "one" as output. Thus $A$ can be recognized in $p$-time by means of a sparse oracle $B$, as was to be shown.

From the above theorem, we see immediately that no set complete for EXPTAPE can be recognized in $p$-time by a TM with a sparse oracle. At this time it is still open whether sets from $N P$ or EXPTIME can be recognized in deterministic polynomial time by sparse oracle sets [15].
6. Conclusion. A number of interesting and apparently difficult problems suggest themselves immediately from this work. As we have noted, if all $N P$ complete problems are $p$-isomorphic then $P \neq N P$ and if all PTAPE complete problems are $p$-isomorphic then $P \neq$ PTAPE. Thus, the question whether all $N P$ and PTAPE complete sets, respectively, are $p$-isomorphic could be a very important and hard question. Similarly, the problem about the existence of sparse complete sets for NP and PTAPE seems very difficult and could help solve the $P=N P=$ PTAPE? problem.

What about EXPTIME and EXPTAPE complete problems? We known that they cannot be sparse; are they all $p$-isomorphic? Similarly, are hardest contextsensitive languages all $p$-isomorphic?

Appendix. Our work shows that the invertibility of $p$-time reductions is an important question. As we noted earlier, if all $N P$ complete sets are related by invertible maps then $P \neq N P$. In this section, we mention some questions related to the invertibility of reductions of various types.

The first question we ask is easily answered:
I. Do all one to one polynomial time computable maps have inverses which are computable in polynomial time?
The answer to this is no; however, all known counterexamples to this statement have the property that on some sequence of inputs, the outputs are more than a polynomial amount shorter than the corresponding inputs. We are primarily interested in mappings which do not alter lengths by more than a polynomial amount and our next two questions are designed to limit changes in length.
II. If $f$ is a polynomial time length nondecreasing bijection, is $f^{-1}$ computable in polynomial time?
III. If $f$ is a polynomial time length increasing injection is $f^{-1}$ (extended by * to be total) computable in polynomial time?
We have partial answers to these questions. (These results follow immediately from results of Gary Miller [12].)

$$
\begin{aligned}
& \text { If } P=N P \cap \text { co }-N p \text { then II. } \\
& \text { If } P=N P \text { then III. }
\end{aligned}
$$

Whether or not the converses of the above statements hold is an interesting open question.

As observed above polynomial time maps need not have polynomial time inverses, one might, however, hope for the following:
IV. If $f$ is a bijection which $p$-reduces $A$ to $B$, is $B p$-reducible to $A$ ?

However, the answer to this question is no also. Let $A \subseteq(0+1)^{*}$ be a set in $\operatorname{DSPACE}\left(2^{n}\right)$ which requires $2^{n}$ space almost everywhere. Let $B=$ $\left\{0^{i} \mid \log (\log (\log j))\right.$ in $\left.A\right\}$. Let $X=\{1 w \mid w$ in $A\}$. Then there is a bijection $f:(0+1)^{*} \rightarrow(0+1)^{*}$ which reduces $B$ to $X$; however, there can be no polynomial time reduction of $X$ to $B$.

The final question we raise here concerns the comparison of one-one and isomorphic equivalences.
V. If $A$ and $B$ are one to one polynomial time equivalent, are they $p$-isomorphic?
A solution to this question would tell us how much our Theorem 1 can be strengthened.
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#### Abstract

An algorithm is presented which finds all occurrences of one given string within another, in running time proportional to the sum of the lengths of the strings. The constant of proportionality is low enough to make this algorithm of practical use, and the procedure can also be extended to deal with some more general pattern-matching problems. A theoretical application of the algorithm shows that the set of concatenations of even palindromes, i.e., the language $\left\{\alpha \alpha^{R}\right\}^{*}$, can be recognized in linear time. Other algorithms which run even faster on the average are also considered.


Key words. pattern, string, text-editing, pattern-matching, trie memory, searching, period of a string, palindrome, optimum algorithm, Fibonacci string, regular expression

Text-editing programs are often required to search through a string of characters looking for instances of a given "pattern" string; we wish to find all positions, or perhaps only the leftmost position, in which the pattern occurs as a contiguous substring of the text. For example, cate nary contains the pattern ten, but we do not regard canary as a substring.

The obvious way to search for a matching pattern is to try searching at every starting position of the text, abandoning the search as soon as an incorrect character is found. But this approach can be very inefficient, for example when we are looking for an occurrence of $a a a a a a a b$ in $a a a a a a a a a a a a a a b$. When the pattern is $a^{n} b$ and the text is $a^{2 n} b$, we will find ourselves making $(n+1)^{2}$ comparisons of characters. Furthermore, the traditional approach involves "backing up" the input text as we go through it, and this can add annoying complications when we consider the buffering operations that are frequently involved.

In this paper we describe a pattern-matching algorithm which finds all occurrences of a pattern of length $m$ within a text of length $n$ in $O(m+n)$ units of time, without "backing up" the input text. The algorithm needs only $O(m)$ locations of internal memory if the text is read from an external file, and only $O(\log m)$ units of time elapse between consecutive single-character inputs. All of the constants of proportionality implied by these " $O$ " formulas are independent of the alphabet size.

[^50]We shall first consider the algorithm in a conceptually simple but somewhat inefficient form. Sections 3 and 4 of this paper discuss some ways to improve the efficiency and to adapt the algorithm to other problems. Section 5 develops the underlying theory, and $\S 6$ uses the algorithm to disprove the conjecture that a certain context-free language cannot be recognized in linear time. Section 7 discusses the origin of the algorithm and its relation to other recent work. Finally, $\S 8$ discusses still more recent work on pattern matching.

1. Informal development. The idea behind this approach to pattern matching is perhaps easiest to grasp if we imagine placing the pattern over the text and sliding it to the right in a certain way. Consider for example a search for the pattern $a b c a b c a c a b$ in the text $b a b c b a b c a b c a a b c a b c a b c a c a b c$; initially we place the pattern at the extreme left and prepare to scan the leftmost character of the input text:
```
abcabcacab
babcbabcabcaabcabcabcacabc
\uparrow
```

The arrow here indicates the current text character; since it points to $b$, which doesn't match that $a$, we shift the pattern one space right and move to the next input character:

```
        abcabcacab
babcbabcabcaabcabcabcacabc
\uparrow
```

Now we have a match, so the pattern stays put while the next several characters are scanned. Soon we come to another mismatch:

```
    abcabcacab
babcbabcabcaabcabcabcacabc
    \uparrow
```

At this point we have matched the first three pattern characters but not the fourth, so we know that the last four characters of the input have been $a b c x$ where $x \neq a$; we don't have to remember the previously scanned characters, since our position in the pattern yields enough information to recreate them. In this case, no matter what $x$ is (as long as it's not $a$ ), we deduce that the pattern can immediately be shifted four more places to the right; one, two, or three shifts couldn't possibly lead to a match.

Soon we get to another partial match, this time with a failure on the eighth pattern character:

$$
\begin{gathered}
a b c a b c a c a b \\
b a b c b a b c a b c a a b c a b c a b c a c a b c
\end{gathered}
$$

Now we know that the last eight characters were $a b c a b c a x$, where $x \neq c$. The pattern should therefore be shifted three places to the right:

$$
\begin{array}{r}
a b c a b c a c a b \\
b a b c b a b c a b c a a b c a b c a b c a c a b c
\end{array}
$$

$\uparrow$

We try to match the new pattern character, but this fails too, so we shift the pattern four (not three or five) more places. That produces a match, and we continue scanning until reaching another mismatch on the eighth pattern character:

$$
\begin{array}{r}
a b c a b c a c a b \\
b a b c b a b c a b c a a b c a b c a b c a c a b c
\end{array}
$$

$$
\uparrow
$$

Again we shift the pattern three places to the right; this time a match is produced, and we eventually discover the full pattern:

$$
\begin{array}{r}
a b c a b c a c a b \\
b a b c b a b c a b c a a b c a b c a b c a c a b c
\end{array}
$$

The play-by-play description for this example indicates that the patternmatching process will run efficiently if we have an auxiliary table that tells us exactly how far to slide the pattern, when we detect a mismatch at its $j$ th character pattern[ $j$ ]. Let next $[j]$ be the character position in the pattern which should be checked next after such a mismatch, so that we are sliding the pattern $j$-next $[j]$ places relative to the text. The following table lists the appropriate values:

$$
\begin{array}{r}
j=1 \\
\operatorname{pattern}[j]=a
\end{array} \begin{array}{rlllllllll}
j & b & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
\operatorname{next}[j] & =0 & 1 & 1 & 0 & 1 & 1 & 0 & 5 & \\
& & & & & & 1
\end{array}
$$

(Note that next $[j]=0$ means that we are to slide the pattern all the way past the current text character.) We shall discuss how to precompute this table later; fortunately, the calculations are quite simple, and we will see that they require only $O(m)$ steps.

At each step of the scanning process, we move either the text pointer or the pattern, and each of these can move at most $n$ times; so at most $2 n$ steps need to be performed, after the next table has been set up. Of course the pattern itself doesn't really move; we can do the necessary operations simply by maintaining the pointer variable $j$.
2. Programming the algorithm. The pattern-match process has the general form

```
place pattern at left;
while pattern not fully matched
    and text not exhausted do
    begin
        while pattern character differs from
            current text character
            do shift pattern appropriately;
        advance to next character of text;
    end;
```

For convenience, let us assume that the input text is present in an array text $[1: n]$, and that the pattern appears in pattern $[1: m]$. We shall also assume that $m>0$, i.e., that the pattern is nonempty. Let $k$ and $j$ be integer variables such that text $[k]$ denotes the current text character and pattern $[j]$ denotes the corresponding pattern character; thus, the pattern is essentially aligned with positions $p+1$ through $p+m$ of the text, where $k=p+j$. Then the above program takes the following simple form:

```
\(j:=k:=1\);
while \(j \leqq m\) and \(k \leqq n\) do
    begin
        while \(j>0\) and \(\operatorname{text}[k] \neq\) pattern \([j]\)
            do \(j:=\) next \([j]\);
        \(k:=k+1 ; j:=j+1 ;\)
    end;
```

If $j>m$ at the conclusion of the program, the leftmost match has been found in positions $k-m$ through $k-1$; but if $j \leqq m$, the text has been exhausted. (The and operation here is the "conditional and" which does not evaluate the relation text $[k] \neq$ pattern $[j]$ unless $j>0$.) The program has a curious feature, namely that the inner loop operation " $j:=n \operatorname{ext}[j]$ " is performed no more often than the outer loop operation " $k:=k+1$ "; in fact, the inner loop is usually performed somewhat less often, since the pattern generally moves right less frequently than the text pointer does.

To prove rigorously that the above program is correct, we may use the following invariant relation: "Let $p=k-j$ (i.e., the position in the text just preceding the first character of the pattern, in our assumed alignment). Then we have $\operatorname{text}[p+i]=\operatorname{pattern}[i]$ for $1 \leqq i<j$ (i.e., we have matched the first $j-1$ characters of the pattern, if $j>0$ ); but for $0 \leqq t<p$ we have text $[t+i] \neq$ pattern $[i]$ for some $i$, where $1 \leqq i \leqq m$ (i.e., there is no possible match of the entire pattern to the left of $p$ )."

The program will of course be correct only if we can compute the next table so that the above relation remains invariant when we perform the operation $j:=\operatorname{next}[j]$. Let us look at that computation now. When the program sets
$j:=$ next[ $[j$, we know that $j>0$, and that the last $j$ characters of the input up to and including text $[k]$ were

$$
\text { pattern }[1] \ldots \text { pattern }[j-1] x
$$

where $x \neq$ pattern $[j]$. What we want is to find the least amount of shift for which these characters can possibly match the shifted pattern; in other words, we want next $[j]$ to be the largest $i$ less than $j$ such that the last $i$ characters of the input were

$$
\text { pattern }[1] \ldots \text { pattern }[i-1] x
$$

and pattern $[i] \neq$ pattern $[j]$. (If no such $i$ exists, we let next $[j]=0$.) With this definition of $\operatorname{next}[j]$ it is easy to verify that $\operatorname{text}[t+1] \ldots \operatorname{text}[k] \neq$ pattern [1] . . . pattern [ $k-1$ ] for $k-j \leqq t<k-n e x t[j]$; hence the stated relation is indeed invariant, and our program is correct.

Now we must face up to the problem we have been postponing, the task of calculating next $[j]$ in the first place. This problem would be easier if we didn't require pattern $[i] \neq$ pattern $[j]$ in the definition of next $[j]$, so we shall consider the easier problem first. Let $f[j]$ be the largest $i$ less than $j$ such that pattern $[1] \ldots$ pattern $[i-1]=$ pattern $[j-i+1] \ldots$ pattern $[j-1]$; since this condition holds vacuously for $i=1$, we always have $f[j] \geqq 1$ when $j>1$. By convention we let $f[1]=0$. The pattern used in the example of $\S 1$ has the following $f$ table:

| $j=1$ | 2 |  |  | 5 |  |  |  |  |  | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| pattern $[j]=a$ | $b$ |  |  | $b$ |  |  |  |  |  | $b$ |
| $f[j]=0$ | 1 | 1 | 1 | 2 | 3 |  |  |  |  |  |

If pattern $[j]=\operatorname{pattern}[f[j]]$ then $f[j+1]=f[j]+1$; but if not, we can use essentially the same pattern-matching algorithm as above to compute $f[j+1]$, with text $=$ pattern! (Note the similarity of the $f[j]$ problem to the invariant condition of the matching algorithm. Our program calculates the largest $j$ less than or equal to $k$ such that pattern[1]...pattern $[j-1]=\operatorname{text}[k-j+1] \ldots$ text $[k-1]$, so we can transfer the previous technology to the present problem.) The following program will compute $f[j+1]$, assuming that $f[j]$ and next $[1]$, $\ldots$, next $[j-1]$ have already been calculated:

```
\(t:=f[j] ;\)
while \(t>0\) and pattern \([j] \neq \operatorname{pattern}[t]\)
    do \(t:=\) next \([t]\);
\(f[j+1]:=t+1 ;\)
```

The correctness of this program is demonstrated as before; we can imagine two copies of the pattern, one sliding to the right with respect to the other. For example, suppose we have established that $f[8]=5$ in the above case; let us consider the computation of $f[9]$. The appropriate picture is

$$
\begin{aligned}
& a b c a b c a c a b \\
& a b c a b c a c a b
\end{aligned}
$$

Since pattern $[8] \neq b$, we shift the upper copy right, knowing that the most recently scanned characters of the lower copy were $a b c a x$ for $x \neq b$. The next table tells us to shift right four places, obtaining

$$
\begin{aligned}
& a b c a b c a c a b \\
& a b c a b c a c a b \\
& \uparrow
\end{aligned}
$$

and again there is no match. The next shift makes $t=0$, so $f[9]=1$.
Once we understand how to compute $f$, it is only a short step to the computation of $n \operatorname{ext}[j]$. A comparison of the definitions shows that, for $j>1$,

$$
\operatorname{next}[j]= \begin{cases}f[j], & \text { if pattern }[j] \neq \operatorname{pattern}[f[j]] ; \\ \operatorname{next}[f[j]], & \text { if pattern }[j]=\operatorname{pattern}[f[j]] .\end{cases}
$$

Therefore we can compute the next table as follows, without ever storing the values of $f[j]$ in memory.

```
\(j:=1 ; t:=0 ; \operatorname{next}[1]:=0 ;\)
while \(j<m\) do
    begin comment \(t=f[j]\);
        while \(t>0\) and pattern \([j] \neq \operatorname{pattern}[t]\)
            do \(t:=\) next \([t]\);
        \(t:=t+1 ; j:=j+1\);
        if pattern \([j]=\) pattern \([t]\)
        then \(\operatorname{next}[j]:=\operatorname{next}[t]\)
        else \(\operatorname{next}[j]:=t\);
```

    end.
    This program takes $O(m)$ units of time, for the same reason as the matching program takes $O(n)$ : the operation $t:=n e x t[t]$ in the innermost loop always shifts the upper copy of the pattern to the right, so it is performed a total of $m$ times at most. (A slightly different way to prove that the running time is bounded by a constant times $m$ is to observe that the variable $t$ starts at 0 and it is increased, $m-1$ times, by 1 ; furthermore its value remains nonnegative. Therefore the operation $t:=\operatorname{next}[t]$, which always decreases $t$, can be performed at most $m-1$ times.)

To summarize what we have said so far: Strings of text can be scanned efficiently by making use of two ideas. We can precompute "shifts", specifying how to move the given pattern when a mismatch occurs at its $j$ th character; and this precomputation of "shifts" can be performed efficiently by using the same principle, shifting the pattern against itself.
3. Gaining efficiency. We have presented the pattern-matching algorithm in a form that is rather easily proved correct; but as so often happens, this form is not very efficient. In fact, the algorithm as presented above would probably not be competitive with the naive algorithm on realistic data, even though the naive algorithm has a worst-case time of order $m$ times $n$ instead of $m$ plus $n$, because
the chance of this worst case is rather slim. On the other hand, a well-implemented form of the new algorithm should go noticeably faster because there is no backing up after a partial match.

It is not difficult to see the source of inefficiency in the new algorithm as presented above: When the alphabet of characters is large, we will rarely have a partial match, and the program will waste a lot of time discovering rather awkwardly that text $[k] \neq$ pattern $[1]$ for $k=1,2,3, \ldots$ When $j=1$ and $\operatorname{text}[k] \neq$ pattern [1], the algorithm sets $j:=\operatorname{next}[1]=0$, then discovers that $j=0$, then increases $k$ by 1 , then sets $j$ to 1 again, then tests whether or not 1 is $\leqq m$, and later it tests whether or not 1 is greater than 0 . Clearly we would be much better off making $j=1$ into a special case.

The algorithm also spends unnecessary time testing whether $j>m$ or $k>n$. A fully-matched pattern can be accounted for by setting pattern $[m+1]=$ "@" for some impossible character @ that will never be matched, and by letting next $[m+1]=-1$; then a test for $j<0$ can be inserted into a less-frequently executed part of the code. Similarly we can for example set text $[n+1]=$ " $\perp$ " (another impossible character) and text $[n+2]=$ pattern[1], so that the test for $k>n$ needn't be made very often. (See [17] for a discussion of such more or less mechanical transformations on programs.)

The following form of the algorithm incorporates these refinements.

```
a := pattern[1];
pattern[m+1]:= '@'; next[m+1]:= -1;
text[n+1]:= ' \perp'; text[n+2]:=a;
j:= k:=1;
get started: comment j=1;
    while text [k]\not=a do }k:=k+1
    if }k>n\mathrm{ then go to input exhausted;
char matched: j:=j+1;k:= k+1;
loop: comment j>0;
    if text[k]= pattern[j] then go to char matched;
    j:= next[j];
    if }j=1\mathrm{ then go to get started;
    if j=0 then
        begin
            j:= 1; k:= k+1;
            go to get started;
            end;
    if j>0 then go to loop;
comment text[k-m] through text[k-1] matched;
```

This program will usually run faster than the naive algorithm; the worst case occurs when trying to find the pattern $a b$ in a long string of $a$ 's. Similar ideas can be used to speed up the program which prepares the next table.

In a text-editor the patterns are usually short, so that it is most efficient to translate the pattern directly into machine-language code which implicitly contains the next table (cf. [3, Hack 179] and [24]). For example, the pattern in § 1
could be compiled into the machine-language equivalent of

```
L0: \(k:=k+1 ;\)
L1: if text \([k] \neq a\) then go to L 0 ;
    \(k:=k+1\);
    if \(k>n\) then go to input exhausted;
L2: if text \([k] \neq b\) then go to L 1 ;
    \(k:=k+1\);
L3: if \(\operatorname{text}[k] \neq c\) then go to L 1 ;
    \(k:=k+1\);
L4: if \(\operatorname{text}[k] \neq a\) then go to L 0 ;
    \(k:=k+1\);
L5: if \(\operatorname{text}[k] \neq b\) then go to L 1 ;
    \(k:=k+1\);
L6: if \(\operatorname{text}[k] \neq c\) then go to L 1 ;
    \(k:=k+1\);
L7: if \(\operatorname{text}[k] \neq a\) then go to L 0 ;
    \(k:=k+1\);
L8: if \(\operatorname{text}[k] \neq c\) then go to L5;
    \(k:=k+1\);
L9: if \(\operatorname{text}[k] \neq a\) then go to L 0 ;
    \(k:=k+1\);
L10: if \(\operatorname{text}[k] \neq b\) then go to L 1 ;
    \(k:=k+1\);
```

This will be slightly faster, since it essentially makes a special case for all values of $j$.

It is a curious fact that people often think the new algorithm will be slower than the naive one, even though it does less work. Since the new algorithm is conceptually hard to understand at first, by comparison with other algorithms of the same length, we feel somehow that a computer will have conceptual difficulties too-we expect the machine to run more slowly when it gets to such subtle instructions!
4. Extensions. So far our programs have only been concerned with finding the leftmost match. However, it is easy to see how to modify the routine so that all matches are found in turn: We can calculate the next table for the extended pattern of length $m+1$ using pattern $[m+1]=$ "@", and then we set resume $:=n \operatorname{ext}[m+1]$ before setting next $[m+1]$ to -1 . After finding a match and doing whatever action is desired to process that match, the sequence

$$
j:=\text { resume ; go to loop; }
$$

will restart things properly. (We assume that text has not changed in the meantime. Note that resume cannot be zero.)

Another approach would be to leave next $[m+1]$ untouched, never changing it to -1 , and to define integer arrays head $[1: m]$ and $\operatorname{link}[1: n]$ initially zero, and to insert the code

$$
\operatorname{link}[k]:=\operatorname{head}[j] ; \text { head }[j]:=k
$$

at label "char matched". The test "if $j>0$ then" is also removed from the program. This forms linked lists for $1 \leq j \leqq m$ of all places where the first $j$ characters of the pattern (but no more than $j$ ) are matched in the input.

Still another straightforward modification will find the longest initial match of the pattern, i.e., the maximum $j$ such that pattern[1] . . pattern[ $j$ ] occurs in text.

In practice, the text characters are often packed into words, with say $b$ characters per word, and the machine architecture often makes it inconvenient to access individual characters. When efficiency for large $n$ is important on such machines, one alternative is to carry out $b$ independent searches, one for each possible alignment of the pattern's first character in the word. These searches can treat entire words as "supercharacters", with appropriate masking, instead of working with individual characters and unpacking them. Since the algorithm we have described does not depend on the size of the alphabet, it is well suited to this and similar alternatives.

Sometimes we want to match two or more patterns in sequence, finding an occurrence of the first followed by the second, etc.; this is easily handled by consecutive searches, and the total running time will be of order $n$ plus the sum of the individual pattern lengths.

We might also want to match two or more patterns in parallel, stopping as soon as any one of them is fully matched. A search of this kind could be done with multiple next and pattern tables, with one $j$ pointer for each; but this would make the running time $k n$ plus the sum of the pattern lengths, when there are $k$ patterns. Hopcroft and Karp have observed (unpublished) that our pattern-matching algorithm can be extended so that the running time for simultaneous searches is proportional simply to $n$, plus the alphabet size times the sum of the pattern lengths. The patterns are combined into a "trie" whose nodes represent all of the initial substrings of one or more patterns, and whose branches specify the appropriate successor node as a function of the next character in the input text. For example, if there are four patterns $\{a b c a b, a b a b c, b c a c, b b c\}$, the trie is shown in Fig. 1.

| node | substring | if $a$ | if $b$ | if $c$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 |  | 1 | 7 | 0 |
| 1 | $a$ | 1 | 2 | 0 |
| 2 | $a b$ | 5 | 10 | 3 |
| 3 | $a b c$ | 4 | 7 | 0 |
| 4 | $a b c a$ | 1 | $a b c a b$ | $b c a c$ |
| 5 | $a b a$ | 1 | 6 | 0 |
| 6 | $a b a b$ | 5 | 10 | $a b a b c$ |
| 7 | $b$ | 1 | 10 | 8 |
| 8 | $b c$ | 9 | 7 | 0 |
| 9 | $b c a$ | 1 | 2 | $b c a c$ |
| 10 | $b b$ | 1 | 10 | $b b c$ |

Fig. 1
Such a trie can be constructed efficiently by generalizing the idea we used to calculate next[j]; details and further refinements have been discussed by Aho and Corasick [2], who discovered the algorithm independently. (Note that this
algorithm depends on the alphabet size; such dependence is inherent, if we wish to keep the coefficient of $n$ independent of $k$, since for example the $k$ patterns might each consist of a single unique character.) It is interesting to compare this approach to what happens when the $\operatorname{LR}(0)$ parsing algorithm is applied to the regular grammar $S \rightarrow a S|b S| c S|a b c a b| a b a b c|b c a c| b b c$.
5. Theoretical considerations. If the input file is being read in "real time", we might object to long delays between consecutive inputs. In this section we shall prove that the number of times $j:=n e x t[j]$ is performed, before $k$ is advanced, is bounded by a function of the approximate form $\log _{\phi} m$, where $\phi=(1+\sqrt{5}) / 2 \approx$ $1.618 \ldots$ is the golden ratio, and that this bound is best possible. We shall use lower case Latin letters to represent characters, and lower case Greek letters $\alpha, \beta, \ldots$ to represent strings, with $\varepsilon$ the empty string and $|\alpha|$ the length of $\alpha$. Thus $|a|=1$ for all characters $a ;|\alpha \beta|=|\alpha|+|\beta| ;$ and $|\varepsilon|=0$. We also write $\alpha[k]$ for the $k$ th character of $\alpha$, when $1 \leqq k \leqq|\alpha|$.

As a warmup for our theoretical discussion, let us consider the Fibonacci strings [14, exercise $1.2 .8-36]$, which turn out to be especially pathological patterns for the above algorithm. The definition of Fibonacci strings is

$$
\begin{equation*}
\phi_{1}=b, \quad \phi_{2}=a ; \quad \phi_{n}=\phi_{n-1} \phi_{n-2} \quad \text { for } n \geqq 3 . \tag{1}
\end{equation*}
$$

For example, $\phi_{3}=a b, \phi_{4}=a b a, \phi_{5}=a b a a b$. It follows that the length $\left|\phi_{n}\right|$ is the $n$th Fibonacci number $F_{n}$, and that $\phi_{n}$ consists of the first $F_{n}$ characters of an infinite string $\phi_{\infty}$ when $n \geqq 2$.

Consider the pattern $\phi_{8}$, which has the functions $f[j]$ and next $[j]$ shown in Table 1.

TABLE 1

$$
\begin{array}{rllllllllllllllllllll}
j=1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 & 16 & 17 & 18 & 19 & 20 & 21 \\
\text { pattern }[j]=a & b & a & a & b & a & b & a & a & b & a & a & b & a & b & a & a & b & a & b & a \\
f[j]=0 & 1 & 1 & 2 & 2 & 3 & 4 & 3 & 4 & 5 & 6 & 7 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 8 \\
\text { next }[j]=0 & 1 & 0 & 2 & 1 & 0 & 4 & 0 & 2 & 1 & 0 & 7 & 1 & 0 & 4 & 0 & 2 & 1 & 0 & 12 & 0
\end{array}
$$

If we extend this pattern to $\phi_{\infty}$, we obtain infinite sequences $f[j]$ and $\operatorname{next}[j]$ having the same general character. It is possible to prove by induction that

$$
\begin{equation*}
f[j]=j-F_{k-1} \quad \text { for } F_{k} \leqq j<F_{k+1}, \tag{2}
\end{equation*}
$$

because of the following remarkable near-commutative property of Fibonacci strings:

$$
\begin{equation*}
\phi_{n-2} \phi_{n-1}=c\left(\phi_{n-1} \phi_{n-2}\right), \quad \text { for } n \geqq 3, \tag{3}
\end{equation*}
$$

where $c(\alpha)$ denotes changing the two rightmost characters of $\alpha$. For example, $\phi_{6}=a b a a b \cdot a b a$ and $c\left(\phi_{6}\right)=a b a \cdot a b a a b$. Equation (3) is obvious when $n=3$; and for $n>3$ we have $c\left(\phi_{n-2} \phi_{n-1}\right)=\phi_{n-2} c\left(\phi_{n-1}\right)=\phi_{n-2} \phi_{n-3} \phi_{n-2}=$ $\phi_{n-1} \phi_{n-2}$ by induction; hence $c\left(\phi_{n-2} \phi_{n-1}\right)=c\left(c\left(\phi_{n-1} \phi_{n-2}\right)\right)=\phi_{n-1} \phi_{n-2}$.

Equation (3) implies that

$$
\begin{equation*}
\operatorname{next}\left[F_{k}-1\right]=F_{k-1}-1 \quad \text { for } k \geqq 3 . \tag{4}
\end{equation*}
$$

Therefore if we have a mismatch when $j=F_{8}-1=20$, our algorithm might set $j:=n \operatorname{ext}[j]$ for the successive values $20,12,7,4,2,1,0$ of $j$. Since $F_{k}$ is $\left(\phi^{k} / \sqrt{5}\right)$ rounded to the nearest integer, it is possible to have up to $\sim \log _{\phi} m$ consecutive iterations of the $j:=$ next $[j]$ loop.

We shall now show that Fibonacci strings actually are the worst case, i.e., that $\log _{\phi} m$ is also an upper bound. First let us consider the concept of periodicity in strings. We say that $p$ is a period of $\alpha$ if

$$
\begin{equation*}
\alpha[i]=\alpha[i+p] \quad \text { for } 1 \leqq i \leqq|\alpha|-p . \tag{5}
\end{equation*}
$$

It is easy to see that $p$ is a period of $\alpha$ if and only if

$$
\begin{equation*}
\alpha=\left(\alpha_{1} \alpha_{2}\right)^{k} \alpha_{1} \tag{6}
\end{equation*}
$$

for some $k \geqq 0$, where $\left|\alpha_{1} \alpha_{2}\right|=p$ and $\alpha_{2} \neq \varepsilon$. Equivalently, $p$ is a period of $\alpha$ if and only if

$$
\begin{equation*}
\alpha \theta_{1}=\theta_{2} \alpha \tag{7}
\end{equation*}
$$

for some $\theta_{1}$ and $\theta_{2}$ with $\left|\theta_{1}\right|=\left|\theta_{2}\right|=p$. Condition (6) implies (7) with $\theta_{1}=\alpha_{2} \alpha_{1}$ and $\theta_{2}=\alpha_{1} \alpha_{2}$. Condition (7) implies (6), for we define $k=\lfloor|\alpha| / p\rfloor$ and observe that if $k>0$, then $\alpha=\theta_{2} \beta$ implies $\beta \theta_{1}=\theta_{2} \beta$ and $\lfloor|\beta| / p\rfloor=k-1$; hence, reasoning inductively, $\alpha=\theta_{2}^{k} \alpha_{1}$ for some $\alpha_{1}$ with $\left|\alpha_{1}\right|<p$, and $\alpha_{1} \theta_{1}=\theta_{2} \alpha_{1}$. Writing $\theta_{2}=\alpha_{1} \alpha_{2}$ yields (6).

The relevance of periodicity to our algorithm is clear once we consider what it means to shift a pattern. If pattern[1] ...pattern $[j-1]=\alpha$ ends with pattern [1] . . pattern $[i-1]=\beta$, we have

$$
\begin{equation*}
\alpha=\beta \theta_{1}=\theta_{2} \beta \tag{8}
\end{equation*}
$$

where $\left|\theta_{1}\right|=\left|\theta_{2}\right|=j-i$, so the amount of shift $j-i$ is a period of $\alpha$.
The construction of $i=n e x t[j]$ in our algorithm implies further that pattern [ $i$ ], which is the first character of $\theta_{1}$, is unequal to pattern $[j]$. Let us assume that $\beta$ itself is subsequently shifted leaving a residue $\gamma$, so that

$$
\begin{equation*}
\beta=\gamma \psi_{1}=\psi_{2} \gamma \tag{9}
\end{equation*}
$$

where the first character of $\psi_{1}$ differs from that of $\theta_{1}$. We shall now prove that

$$
\begin{equation*}
|\alpha|>|\beta|+|\gamma| . \tag{10}
\end{equation*}
$$

If $|\beta|+|\gamma| \geqq|\alpha|$, there is an overlap of $d=|\beta|+|\gamma|-|\alpha|$ characters between the occurrences of $\beta$ and $\gamma$ in $\beta \theta_{1}=\alpha=\theta_{2} \psi_{2} \gamma$; hence the first character of $\theta_{1}$ is $\gamma[d+1]$. Similarly there is an overlap of $d$ characters between the occurrences of $\beta$ and $\gamma$ in $\theta_{2} \beta=\alpha=\gamma \psi_{1} \theta_{1}$; hence the first character of $\psi_{1}$ is $\beta[d+1]$. Since these characters are distinct, we obtain $\gamma[d+1] \neq \beta[d+1]$, contradicting (9). This establishes (10), and leads directly to the announced result:

Theorem. The number of consecutive times that $j:=$ next $[j]$ is performed, while one text character is being scanned, is at most $1+\log _{\phi} m$.

Proof. Let $L_{r}$ be the length of the shortest string $\alpha$ as in the above discussion such that a sequence of $r$ consecutive shifts is possible. Then $L_{1}=0, L_{2}=1$, and we have $|\beta| \geqq L_{r-1},|\gamma| \geqq L_{r-2}$ in (10); hence $L_{2} \geqq F_{r+1}-1$ by induction on $r$. Now if $r$ shifts occur we have $m \geqq F_{r+1} \geqq \phi^{r-1}$.

The algorithm of $\S 2$ would run correctly in linear time even if $f[j]$ were used instead of next $[j]$, but the analogue of the above theorem would then be false. For example, the pattern $a^{n}$ leads to $f[j]=j-1$ for $1 \leqq j \leqq m$. Therefore if we matched $a^{m}$ to the text $a^{m-1} b \alpha$, using $f[j]$ instead of next $[j]$, the mismatch text $[m] \neq$ pattern $[m]$ would be followed by $m$ occurrences of $j:=f[j]$ and $m-1$ redundant comparisons of text[ $m$ ] with pattern[ $j$ ], before $k$ is advanced to $m+1$.

The subject of periods in strings has several interesting algebraic properties, but a reader who is not mathematically inclined may skip to § 6 since the following material is primarily an elaboration of some additional structure related to the above theorem.

LEMMA 1. If $p$ and $q$ are periods of $\alpha$, and $p+q \leqq|\alpha|+\operatorname{gcd}(p, q)$, then $\operatorname{gcd}(p, q)$ is a period of $\alpha$.

Proof. Let $d=\operatorname{gcd}(p, q)$, and assume without loss of generality that $d<p<q=p+r$. We have $\alpha[i]=\alpha[i+p]$ for $1 \leqq i \leqq|\alpha|-p$ and $\alpha[i]=\alpha[i+q]$ for $1 \leqq i \leqq|\alpha|-q$; hence $\alpha[i+r]=\alpha[i+q]=\alpha[i]$ for $1+r \leqq i+r \leqq|\alpha|-p$, i.e.,

$$
\alpha[i]=\alpha[i+r] \quad \text { for } 1 \leqq i \leqq|\alpha|-q .
$$

Furthermore $\alpha=\beta \theta_{1}=\theta_{2} \beta$ where $\left|\theta_{1}\right|=p$, and it follows that $p$ and $r$ are periods of $\beta$, where $p+r \leqq|\beta|+d=|\beta|+\operatorname{gcd}(p, r)$. By induction, $d$ is a period of $\beta$. Since $|\beta|=|\alpha|-p \geqq q-d \geqq q-r=p=\left|\theta_{1}\right|$, the strings $\theta_{1}$ and $\theta_{2}$ (which have the respective forms $\beta_{2} \beta_{1}$ and $\beta_{1} \beta_{2}$ by (6) and (7)) are substrings of $\beta$; so they also have $d$ as a period. The string $\alpha=\left(\beta_{1} \beta_{2}\right)^{k+1} \beta_{1}$ must now have $d$ as a period, since any characters $d$ positions apart are contained within $\beta_{1} \beta_{2}$ or $\beta_{1} \beta_{1}$.

The result of Lemma 1 but with the stronger hypothesis $p+q \leqq|\alpha|$ was proved by Lyndon and Schützenberger in connection with a problem about free groups [19, Lem. 4]. The weaker hypothesis in Lemma 1 turns out to give the best possible bound: If $\operatorname{gcd}(p, q)<p<q$ we can find a string of length $p+q-\operatorname{gcd}(p, q)-1$ for which $\operatorname{gcd}(p, q)$ is not a period. In order to see why this is so, consider first the example in Fig. 2 showing the most general strings of lengths 15 through 25 having both 11 and 15 as periods. (The strings are "most general" in the sense that any two character positions that can be different are different.)

```
abcdefghijkabcd
abcdafghijkabc.da
abcdabghijkabcdab
abcdabchijkabcdabc
abcdabcdijkabcdabcd
abcdabcdajkabcdabcda
abcdabcdabkabcdabcdab
abcdabcdabcabcdabcdabc
abcaabcaabcabcaabcaabca
aacaaacaaacaacaaacaaacaa
a a a a a a a a a a a a a a a a a a a a a a a a a
```

Fig. 2
Note that the number of degrees of freedom, i.e., the number of distinct symbols, decreases by 1 at each step. It is not difficult to prove that the number cannot decrease by more than 1 as we go from $|\alpha|=n-1$ to $|\alpha|=n$, since the only new
relations are $\alpha[n]=\alpha[n-q]=\alpha[n-p]$; we decrease the number of distinct symbols by one if and only if positions $n-q$ and $n-p$ contain distinct symbols in the most general string of length $n-1$. The lemma tells us that we are left with at most $\operatorname{gcd}(p, q)$ symbols when the length reaches $p+q-\operatorname{gcd}(p, q)$; on the other hand we always have exactly $p$ symbols when the length is $q$. Therefore each of the $p-\operatorname{gcd}(p, q)$ steps must decrease the number of symbols by 1 , and the most general string of length $p+q-\operatorname{gcd}(p, q)-1$ must have exactly $\operatorname{gcd}(p, q)+1$ distinct symbols. In other words, the lemma gives the best possible bound.

When $p$ and $q$ are relatively prime, the strings of length $p+q-2$ on two symbols, having both $p$ and $q$ as periods, satisfy a number of remarkable properties, generalizing what we have observed earlier about Fibonacci strings. Since the properties of these pathological patterns may prove useful in other investigations, we shall summarize them in the following lemma.

Lemma 2. Let the strings $\sigma(m, n)$ of length $n$ be defined for all relatively prime pairs of integers $n \geqq m \geqq 0$ as follows:

$$
\left.\begin{array}{c}
\sigma(0,1)=a, \quad \sigma(1,1)=b, \quad \sigma(1,2)=a b ; \\
\sigma(m, m+n)=\sigma(n \bmod m, m) \sigma(m, n)  \tag{11}\\
\sigma(n, m+n)=\sigma(m, n) \sigma(n \bmod m, m)
\end{array}\right\} \quad \text { if } 0<m<n .
$$

These strings satisfy the following properties:
(i) $\sigma(m, q m+r) \sigma(m-r, m)=\sigma(r, m) \sigma(m, q m+r)$, for $m>2$;
(ii) $\sigma(m, n)$ has period $m$, for $m>1$;
(iii) $c(\sigma(m, n))=\sigma(n-m, n)$, for $n>2$.
(The function $c(\alpha)$ was defined in connection with (3) above.)
Proof. We have, for $0<m<n$ and $q \geqq 2$,

$$
\begin{aligned}
\sigma(m+n, q(m+n)+m) & =\sigma(m, m+n) \sigma(m+n,(q-1)(m+n)+m), \\
\sigma(m+n, q(m+n)+n) & =\sigma(n, m+n) \sigma(m+n,(q-1)(m+n)+n), \\
\sigma(m+n, 2 m+n) & =\sigma(m, m+n) \sigma(n \bmod m, m), \\
\sigma(m+n, m+2 n) & =\sigma(n, m+n) \sigma(m, n) ;
\end{aligned}
$$

hence, if $\theta_{1}=\sigma(n \bmod m, m)$ and $\theta_{2}=\sigma(m, n)$ and $q \geqq 1$,

$$
\begin{equation*}
\sigma(m+n, q(m+n)+m)=\left(\theta_{1} \theta_{2}\right)^{a} \theta_{1}, \quad \sigma(m+n, q(m+n)+n)=\left(\theta_{2} \theta_{1}\right)^{a} \theta_{2} . \tag{12}
\end{equation*}
$$

It follows that

$$
\begin{aligned}
& \sigma(m+n, q(m+n)+m) \sigma(n, m+n)=\sigma(m, m+n) \sigma(m+n, q(m+n)+m), \\
& \sigma(m+n, q(m+n)+n) \sigma(m, m+n)=\sigma(n, m+n) \sigma(m+n, q(m+n)+n),
\end{aligned}
$$

which combine to prove (i). Property (ii) also follows immediately from (12), except for the case $m=2, n=2 q+1, \sigma(2,2 q+1)=(a b)^{q} a$, which may be verified directly. Finally, it suffices to verify property (iii) for $0<m<\frac{1}{2} n$, since $c(c(\alpha))=\alpha$; we must show that

$$
c(\sigma(m, m+n)\rangle=\sigma(m, n) \sigma(n \bmod m, m) \quad \text { for } 0<m<n .
$$

When $m \leqq 2$ this property is easily checked, and when $m>2$ it is equivalent by induction to

$$
\sigma(m, m+n)=\sigma(m, n) \sigma(m-(n \bmod m), m) \quad \text { for } 0<m<n, \quad m>2 .
$$

Set $n \bmod m=r,\lfloor n / m\rfloor=q$, and apply property (i).
By properties (ii) and (iii) of this lemma, $\sigma(p, p+q)$ minus its last two characters is the string of length $p+q-2$ having periods $p$ and $q$. Note that Fibonacci strings are just a very special case, since $\phi_{n}=\sigma\left(F_{n-1}, F_{n}\right)$. Another property of the $\sigma$ strings appears in [15]. A completely different proof of Lemma 1 and its optimality, and a completely different definition of $\sigma(m, n)$, were given by Fine and Wilf in 1965 [7]. These strings have a long history going back at least to the astronomer Johann Bernoulli in 1772; see [25, § 2.13] and [21].

If $\alpha$ is any string, let $P(\alpha)$ be its shortest period. Lemma 1 implies that all periods $q$ which are not multiples of $P(\alpha)$ must be greater than $|\alpha|-P(\alpha)+$ $\operatorname{gcd}(q, P(\alpha))$. This is a rather strong condition in terms of the pattern matching algorithm, because of the following result.

Lemma 3. Let $\alpha=$ pattern[1] $\ldots$ pattern[ $j-1]$ and let $a=$ pattern[ $j$ ]. In the pattern matching algorithm, $f[j]=j-P(\alpha)$, and next $[j]=j-q$, where $q$ is the smallest period of $\alpha$ which is not a period of $\alpha$ a. (If no such period exists, next $[j]=0$.) If $P(\alpha)$ divides $P(\alpha a)$ and $P(\alpha a)<j$, then $P(\alpha)=P(\alpha a)$. If $P(\alpha)$ does not divide $P(\alpha a)$ or if $P(\alpha a)=j$, then $q=P(\alpha)$.

Proof. The characterizations of $f[j]$ and next $[j]$ follow immediately from the definitions. Since every period of $\alpha a$ is a period of $\alpha$, the only nonobvious statement is that $P(\alpha)=P(\alpha a)$ whenever $P(\alpha)$ divides $P(\alpha a)$ and $P(\alpha a) \neq j$. Let $P(\alpha)=p$ and $P(\alpha a)=m p$; then the ( $m p$ )th character from the right of $\alpha$ is $a$, as is the $(m-1) p$ th,.. , as is the $p$ th; hence $p$ is a period of $\alpha a$.

Lemma 3 shows that the $j:=$ next $[j]$ loop will almost always terminate quickly. If $P(\alpha)=P(\alpha a)$, then $q$ must not be a multiple of $P(\alpha)$; hence by Lemma $1, P(\alpha)+q \geqq j+1$. On the other hand $q>P(\alpha)$; hence $q>\frac{1}{2} j$ and next $[j]<\frac{1}{2} j$. In the other case $q=P(\alpha)$, we had better not have $q$ too small, since $q$ will be a period in the residual pattern after shifting, and next[next[j]] will be $<q$. To keep the loop running it is necessary for new small periods to keep popping up, relatively prime to the previous periods.
6. Palindromes. One of the most outstanding unsolved questions in the theory of computational complexity is the problem of how long it takes to determine whether or not a given string of length $n$ belongs to a given context-free language. For many years the best upper bound for this problem was $O\left(n^{3}\right)$ in a general context-free language as $n \rightarrow \infty ; \mathrm{L}$. G. Valiant has recently lowered this to $O\left(n^{\log _{2} 7}\right)$. On the other hand, the problem isn't known to require more than order $n$ units of time for any particular language. This big gap between $O(n)$ and $O\left(n^{2.81}\right)$ deserves to be closed, and hardly anyone believes that the final answer will be $O(n)$.

Let $\Sigma$ be a finite alphabet, let $\Sigma^{*}$ denote the strings over $\Sigma$, and let

$$
P=\left\{\alpha \alpha^{R} \mid \alpha \in \Sigma^{*}\right\} .
$$

Here $\alpha^{R}$ denotes the reversal of $\alpha$, i.e., $\left(a_{1} a_{2} \ldots a_{n}\right)^{R}=a_{n} \ldots a_{2} a_{1}$. Each string $\pi$ in $P$ is a palindrome of even length, and conversely every even palindrome over
$\Sigma$ is in $P$. At one time it was popularly believed that the language $P^{*}$ of "even palindromes starred', namely the set of palstars $\pi_{1} \ldots \pi_{n}$ where each $\pi_{i}$ is in $P$, would be impossible to recognize in $O(n)$ steps on a random-access computer.

It isn't especially easy to spot members of this language. For example, $a a b b a b b a$ is a palstar, but its decomposition into even palindromes might not be immediately apparent; and the reader might need several minutes to decide whether or not
$b a a b b a b b a a b a b b a a b b a b b a b a a$
$b b a b b a b b a b b a a b a b a b b a b b a a b$
is in $P^{*}$. We shall prove, however, that palstars can be recognized in $O(n)$ units of time, by using their algebraic properties.

Let us say that a nonempty palstar is prime if it cannot be written as the product of two nonempty palstars. A prime palstar must be an even palindrome $\alpha \alpha^{R}$ but the converse does not hold. By repeated decomposition, it is easy to see that every palstar $\beta$ is expressible as a product $\beta_{1} \ldots \beta_{t}$ of prime palstars, for some $t \geqq 0$; what is less obvious is that such a decomposition into prime factors is unique. This "fundamental theorem of palstars" is an immediate consequence of the following basic property.

Lemma 1. A prime palstar cannot begin with another prime palstar.
Proof. Let $\alpha \alpha^{R}$ be a prime palstar such that $\alpha \alpha^{R}=\beta \beta^{R} \gamma$ for some nonempty even palindrome $\beta \beta^{R}$ and some $\gamma \neq \varepsilon$; furthermore, let $\beta \beta^{R}$ have minimum length among all such counterexamples. If $\left|\beta \beta^{R}\right|>|\alpha|$ then $\alpha \alpha^{R}=\beta \beta^{R} \gamma=\alpha \delta \gamma$ for some $\delta \neq \varepsilon$; hence $\alpha^{R}=\delta \gamma$, and $\beta \beta^{R}=\left(\beta \beta^{R}\right)^{R}=(\alpha \delta)^{R}=\delta^{R} \alpha^{R}=\delta^{R} \delta \gamma$, contradicting the minimality of $\left|\beta \beta^{R}\right|$. Therefore $\left|\beta \beta^{R}\right| \leqq|\alpha|$; hence $\alpha=\beta \beta^{R} \delta$ for some $\delta$, and $\beta \beta^{R} \gamma=\alpha \alpha^{R}=\beta \beta^{R} \delta \delta^{R} \beta \beta^{R}$. But this implies that $\gamma$ is the palstar $\delta \delta^{R} \beta \beta^{R}$, contradicting the primality of $\alpha \alpha^{R}$.

Corollary (Left cancellation property.) If $\alpha \beta$ and $\alpha^{\prime}$ are palstars, so is $\beta$.
Proof. Let $\alpha=\alpha_{1} \ldots \alpha_{r}$ and $\alpha \beta=\beta_{1} \ldots \beta_{s}$ be prime factorizations of $\alpha$ and $\alpha \beta$. If $\alpha_{1} \ldots \alpha_{r}=\beta_{1} \ldots \beta_{r}$, then $\beta=\beta_{r+1} \ldots \beta_{s}$ is a palstar. Otherwise let $j$ be minimal with $\alpha_{j} \neq \beta_{i}$; then $\alpha_{i}$ begins with $\beta_{i}$ or vice versa, contradicting Lemma 1.

Lemma 2. If $\alpha$ is a string of length $n$, we can determine the length of the longest even palindrome $\beta \in P$ such that $\alpha=\beta \gamma$, in $O(n)$ steps.

Proof. Apply the pattern-matching algorithm with pattern $=\alpha$ and text $=\alpha^{R}$. When $k=n+1$ the algorithm will stop with $j$ maximal such that pattern $[1] \ldots$ pattern $[j-1]=\operatorname{text}[n+2-j] \ldots$ text $[n]$. Now perform the following iteration:

$$
\text { while } j \geqq 3 \text { and } j \text { even do } j:=f(j)
$$

By the theory developed in $\S 3$, this iteration terminates with $j \geqq 3$ if and onfy if $\alpha$ begins with a nonempty even palindrome, and $j-1$ will be the length of the largest such palindrome. (Note that $f[j]$ must be used here instead of next[j]; e.g. consider the case $\alpha=a a b a a b$. But the pattern matching process takes $O(n)$ time even when $f[j]$ is used.)

Theorem. Let $L$ be any language such that $L^{*}$ has the left cancellation property and such that, given any string $\alpha$ of length $n$, we can find a nonempty $\beta \in L$
such that $\alpha$ begins with $\beta$ or we can prove that no such $\beta$ exists, in $O(n)$ steps. Then we can determine in $O(n)$ time whether or not a given string is in $L^{*}$.

Proof. Let $\alpha$ be any string, and suppose that the time required to test for nonempty prefixes in $L$ is $\leqq K n$ for all large $n$. We begin by testing $\alpha$ 's initial subsequences of lengths $1,2,4, \ldots, 2^{k}, \ldots$, and finally $\alpha$ itself, until finding a prefix in $L$ or until establishing that $\alpha$ has no such prefix. In the latter case, $\alpha$ is not in $L^{*}$, and we have consumed at most $\left(K+K_{1}\right)+\left(2 K+K_{1}\right)+\left(4 K+K_{1}\right)+\cdots+$ $\left(|\alpha| K+K_{1}\right)<2 K n+K_{1} \log _{2} n$ units of time for some constant $K_{1}$. But if we find a nonempty prefix $\beta \in L$ where $\alpha=\beta \gamma$, we have used at most $4|\beta| K+K\left(\log _{2}|\beta|\right)$ units of time so far. By the left cancellation property, $\alpha \in L^{*}$ if and only if $\gamma \in L^{*}$, and since $|\gamma|=n-|\beta|$ we can prove by induction that at most $\left(4 K+K_{1}\right) n$ units of time are needed to decide membership in $L^{*}$, when $n>0$.

Corollary. $P^{*}$ can be recognized in $O(n)$ time.
Note that the related language

$$
P_{1}^{*}=\left\{\pi \in \Sigma^{*} \mid \pi=\pi^{R} \text { and }|\pi| \geqq 2\right\}^{*}
$$

cannot be handled by the above techniques, since it contains both $a$ a $a b b b$ and $a a a b b b b a$; the fundamental theorem of palstars fails with a vengeance. It is an open problem whether or not $P_{1}^{*}$ can be recognized in $O(n)$ time, although we suspect that it can be done. ${ }^{1}$ Once the reader has disposed of this problem, he or she is urged to tackle another language which has recently been introduced by S . A. Greibach [11], since the latter language is known to be as hard as possible; no context-free language can be harder to recognize except by a constant factor.
7. Historical remarks. The pattern-matching algorithm of this paper was discovered in a rather interesting way. One of the authors (J. H. Morris) was implementing a text-editor for the CDC 6400 computer during the summer of 1969 , and since the necessary buffering was rather complicated he sought a method that would avoid backing up the text file. Using concepts of finite automata theory as a model, he devised an algorithm equivalent to the method presented above, although his original form of presentation made it unclear that the running time was $O(m+n)$. Indeed, it turned out that Morris's routine was too complicated for other implementors of the system to understand, and he discovered several months later that gratuitous "fixes" had turned his routine into a shambles.

In a totally independent development, another author (D. E. Knuth) learned early in 1970 of S. A. Cook's surprising theorem about two-way deterministic pushdown automata [5]. According to Cook's theorem, any language recognizable by a two-way deterministic pushdown automaton, in any amount of time, can be recognized on a random access machine in $O(n)$ units of time. Since D. Chester had recently shown that the set of strings beginning with an even palindrome could be recognized by such an automaton, and since Knuth couldn't imagine how to recognize such a language in less than about $n^{2}$ steps on a conventional computer, Knuth laboriously went through all the steps of Cook's construction as applied to Chester's automaton. His plan was to "distill off" what

[^51]was happening, in order to discover why the algorithm worked so efficiently. After pondering the mass of details for several hours, he finally succeeded in abstracting the mechanism which seemed to be underlying the construction, in the special case of palindromes, and he generalized it slightly to a program capable of finding the longest prefix of one given string that occurs in another.

This was the first time in Knuth's experience that automata theory had taught him how to solve a real programming problem better than he could solve it before. He showed his results to the third author (V. R. Pratt), and Pratt modified Knuth's data structure so that the running time was independent of the alphabet size. When Pratt described the resulting algorithm to Morris, the latter recognized it as his own, and was pleasantly surprised to learn of the $O(m+n)$ time bound, which he and Pratt described in a memorandum [22]. Knuth was chagrined to learn that Morris had already discovered the algorithm, without knowing Cook's theorem; but the theory of finite-state machines had been of use to Morris too, in his initial conceptualization of the algorithm, so it was still legitimate to conclude that automata theory had actually been helpful in this practical problem.

The idea of scanning a string without backing up while looking for a pattern, in the case of a two-letter alphabet, is implicit in the early work of Gilbert [10] dealing with comma-free codes. It also is essentially a special case of Knuth's $\mathrm{LR}(0)$ parsing algorithm [16] when applied to the grammar

$$
\begin{aligned}
& S \rightarrow a S, \quad \text { for each } a \text { in the alphabet, } \\
& S \rightarrow \alpha,
\end{aligned}
$$

where $\alpha$ is the pattern. Diethelm and Roizen [6] independently discovered the idea in 1971. Gilbert and Knuth did not discuss the preprocessing to build the next table, since they were mainly concerned with other problems, and the preprocessing algorithm given by Diethelm and Roizen was of order $m^{2}$. In the case of a binary (two-letter) alphabet, Diethelm and Roizen observed that the algorithm of $\S 3$ can be improved further: we can go immediately to "char matched" after $j:=$ next $[j]$ in this case if next $[j]>0$.

A conjecture by R. L. Rivest led Pratt to discover the $\log _{\phi} m$ upper bound on pattern movements between successive input characters, and Knuth showed that this was best possible by observing that Fibonacci strings have the curious properties proved in §5. Zvi Galil has observed that a real-time algorithm can be obtained by letting the text pointer move ahead in an appropriate manner while the $j$ pointer is moving down [9].

In his lectures at Berkeley, S. A. Cook had proved that $P^{*}$ was recognizable in $O(n \log n)$ steps on a random-access machine, and Pratt improved this to $O(n)$ using a preliminary form of the ideas in $\S 6$. The slightly more refined theory in the present version of § 6 is joint work of Knuth and Pratt. Manacher [20] found another way to recognize palindromes in linear time, and Galil [9] showed how to improve this to real time. See also Slisenko [23].

It seemed at first that there might be a way to find the longest common substring of two given strings, in time $O(m+n)$; but the algorithm of this paper does not readily support any such extension, and Knuth conjectured in 1970 that such efficiency would be impossible to achieve. An algorithm due to Karp, Miller, and Rosenberg [13] solved the problem in $O((m+n) \log (m+n))$ steps, and this
tended to support the conjecture (at least in the mind of its originator). However, Peter Weiner has recently developed a technique for solving the longest common substring problem in $O(m+n)$ units of time with a fixed alphabet, using tree structures in a remarkable new way [26]. Furthermore, Weiner's algorithm has the following interesting consequence, pointed out by E. McCreight: a text file can be processed (in linear time) so that it is possible to determine exactly how much of a pattern is necessary to identify a position in the text uniquely; as the pattern is being typed in, the system can be interrupt as soon as it "knows" what the rest of the pattern must be! Unfortunately the time and space requirements for Weiner's algorithm grow with increasing alphabet size.

If we consider the problem of scanning finite-state languages in general, it is known [1 § 9.2] that the language defined by any regular expression of length $m$ is recognizable in $O(m n)$ units of time. When the regular expression has the form

$$
\Sigma^{*}\left(\alpha_{1,1}+\cdots+\alpha_{1, s(1)}\right) \Sigma^{*}\left(\alpha_{2,1}+\cdots+\alpha_{2, s(2)}\right) \Sigma^{*} \ldots \Sigma^{*}\left(\alpha_{r, 1}+\cdots+\alpha_{r, s(r)}\right) \Sigma^{*}
$$

the algorithm we have discussed shows that only $O(m+n)$ units of time are needed (considering $\Sigma^{*}$ as a character of length 1 in the expression). Recent work by M. J. Fischer and M. S. Paterson [8] shows that regular expressions of the form

$$
\Sigma^{*} \alpha_{1} \Sigma \alpha_{2} \Sigma \ldots \Sigma \alpha_{r} \Sigma^{*},
$$

i.e., patterns with "don't care" symbols, can be identified in $O(n \log m \log \log m \log q)$ units of time, where $q$ is the alphabet size and $m=$ $\left|\alpha_{1} \alpha_{2} \ldots \alpha_{r}\right|+r$. The constant of proportionality in their algorithm is extremely large, but the existence of their construction indicates that efficient new algorithms for general pattern matching problems probably remain to be discovered.

A completely different approach to pattern matching, based on hashing, has been proposed by Malcolm C. Harrison [12]. In certain applications, especially with very large text files and short patterns, Harrison's method may be significantly faster than the character-comparing method of the present paper, on the average, although the redundancy of English makes the performance of his method unclear.
8. Postscript: Faster pattern matching in strings. ${ }^{2}$ In the spring of 1974 , Robert S. Boyer and J. Strother Moore and (independently) R. W. Gosper noticed that there is an even faster way to match pattern strings, by skipping more rapidly over portions of the text that cannot possibly lead to a match. Their idea was to look first at text $[m]$, instead of text $[1]$. If we find that the character $\operatorname{text}[m]$ does not appear in the pattern at all, we can immediately shift the pattern right $m$ places. Thus, when the alphabet size $q$ is large, we need to inspect only about $n / m$ characters of the text, on the average! Furthermore if text $[m]$ does occur in the pattern, we can shift the pattern by the minimum amount consistent with a match.

[^52]Several interesting variations on this strategy are possible. For example, if text $[m]$ does occur in the pattern, we might continue the search by looking at text $[m-1]$, text $[m-2]$, etc.; in a random file we will usually find a small value of $r$ such that the substring text $[m-r] \ldots$ text $[m]$ does not appear in the pattern, so we can shift the pattern $m-r$ places. If $r=\left\lfloor 2 \log _{q} m\right\rfloor$, there are more than $m^{2}$ possible values of text $[m-r] \ldots$ text $[m]$, but only $m-r$ substrings of length $r+1$ in the pattern, hence the probability is $O(1 / m)$ that text $[m-r] \ldots$ text $[m]$ occurs in the pattern; If it doesn't, we can shift the pattern right $m-r$ places; but if it does, we can determine all matches in positions $<m-r$ in $O(m)$ steps, shifting the pattern $m-r$ places by the method of this paper. Hence the expected number of characters examined among the first $m-\left\lfloor 2 \log _{q} m\right\rfloor$ is $O\left(\log _{q} m\right)$; this proves the existence of a linear worst-case algorithm which inspects $O\left(n\left(\log _{q} m\right) / m\right)$ characters in a random text. This upper bound on the average running time applies to all patterns, and there are some patterns (e.g., $a^{m}$ or $(a b)^{m / 2}$ ) for which the expected number of characters examined by the algorithm is $O(n / m)$.

Boyer and Moore have refined the skipping-by- $m$ idea in another way. Their original algorithm may be expressed as follows using our conventions:

```
\(k:=m\);
while \(k \leqq n\) do
    begin
        \(j:=m ;\)
        while \(j>0\) and \(\operatorname{text}[k]=\operatorname{pattern}[j]\) do
            begin
                        \(j:=j-1 ; k:=k-1 ;\)
            end;
        if \(j=0\) then
            begin
                match found at (k);
                    \(k:=k+m+1\)
            end else
            \(k:=k+\max (d[\operatorname{text}[k]], d d[j])\);
    end;
```

This program calls match found at ( $k$ ) for all $0 \leqq k \leqq n-m$ such that pattern $[1] \ldots$ pattern $[m]=$ text $[k+1] \ldots$ text $[k+m]$. There are two precomputed tables, namely

$$
d[a]=\min \{s \mid s=m \text { or }(0 \leqq s<m \text { and pattern }[m-s]=a)\}
$$

for each of the $q$ possible characters $a$, and

$$
\begin{aligned}
& d d[j]= \min \{s+m-j \mid s \geqq 1 \text { and } \\
&\quad((s \geqq 1 \text { or pattern }[i-s]=\operatorname{pattern}[i]) \text { for } j<i \leqq m)\},
\end{aligned}
$$

for $1 \leqq j \leqq m$.

The $d$ table can clearly be set up in $O(q+m)$ steps, and the $d d$ table can be precomputed in $O(m)$ steps using a technique analogous to the method in § 2 above, as we shall see. The Boyer-Moore paper [4] contains further exposition of the algorithm, including suggestions for highly efficient implementation, and gives both theoretical and empirical analyses. In the remainder of this section we shall show how the above methods can be used to resolve some of the problems left open in [4].

First let us improve the original Boyer-Moore algorithm slightly by replacing $d d[j]$ by

$$
\begin{array}{r}
d d^{\prime}[j]=\min \{s+m-j \mid s \geqq 1 \text { and }(s \geqq j \text { or pattern }[j-s] \neq \operatorname{pattern}[j]) \\
\quad \text { and }((s \geqq i \text { or pattern }[i-s]=\operatorname{pattern}[i]) \text { for } j<i \leqq m)\} .
\end{array}
$$

(This is analogous to using next[j] instead of $f[j]$; Boyer and Moore [4] credit the improvement in this case to Ben Kuipers, but they do not discuss how to determine $d d^{\prime}$ efficiently.) The following program shows how the $d d^{\prime}$ table can be precomputed in $O(m)$ steps; for purposes of comparison, the program also shows how to compute $d d$, which actually turns out to require slightly more operations than $d d^{\prime}$ :

```
for \(k:=1\) step 1 until \(m\) do \(d d[k]:=d d^{\prime}[k]:=2 \times m-k\);
\(j:=m ; t:=m+1\);
while \(j>0\) do
    begin
        \(f[j]:=t ;\)
            while \(t \leqq m\) and pattern \([j] \neq\) pattern \([t]\) do
                    begin
                        \(d d^{\prime}[t]:=\min \left(d d^{\prime}[t], m-j\right) ;\)
                            \(t:=f[t] ;\)
            end;
            \(t:=t-1 ; j:=j-1\);
            \(d d[t]:=\min (d d[t], m-j) ;\)
            end;
for \(k:=1\) step 1 until \(t\) do
    begin
            \(d d[k]:=\min (d d[k], m+t-k) ;\)
            \(d d^{\prime}[k]:=\min \left(d d^{\prime}[k], m+t-k\right) ;\)
        end;
```

In practice one would, of course, compute only $d d^{\prime}$, suppressing all references to $d d$. The example in Table 2 illustrates most of the subtleties of this algorithm.

TABLE 2

$$
\begin{aligned}
& \begin{array}{rlllllllllll}
j & =1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 \\
\operatorname{pattern}[j] & =b & a & d & b & a & c & b & a & c & b & a
\end{array} \\
& f[j]=10 \begin{array}{lllllllllll}
11 & 6 & 7 & 8 & 9 & 10 & 11 & 11 & 11 & 12
\end{array} \\
& \begin{array}{rllllllllll}
d d[j]=19 & 18 & 17 & 16 & 15 & 8 & 7 & 6 & 5 & 4 & 1 \\
d d^{\prime}[j]=19 & 18 & 17 & 16 & 15 & 8 & 13 & 12 & 8 & 12 & 1
\end{array}
\end{aligned}
$$

To prove correctness, one may show first that $f[j]$ is analogous to the $f[j]$ in $\S 2$, but with right and left of the pattern reversed; namely $f[m]=m+1$, and for $j<m$ we have

$$
\begin{aligned}
& f[j]=\min \{i \mid j<i \leqq m \text { and } \\
& \quad \text { pattern }[i+1] \ldots \operatorname{pattern}[m]=\operatorname{pattern}[j+1] \ldots \operatorname{pattern}[m+j-i]\} .
\end{aligned}
$$

Furthermore the final value of $t$ corresponds to $f[0]$ in this definition; $m-t$ is the maximum overlap of the pattern on itself. The correctness of $d d[j]$ and $d d^{\prime}[j]$ for all $j$ now follows without much difficulty, by showing that the minimum value of $s$ in the definition of $d d\left[j_{0}\right]$ or $d d^{\prime}\left[j_{0}\right]$ is discovered by the algorithm when $(t, j)=\left(j_{0}, j_{0}-s\right)$.

The Boyer-Moore algorithm and its variants can have curiously anomalous behavior in unusual circumstances. For example, the method discovers more quickly that the pattern $a$ a a a a a $a c b$ does not appear in the text $(a b)^{n}$ if it suppresses the $d$ heuristic entirely, i.e., if $d[t]$ is set to $-\infty$ for all $t$. Likewise, $d d$ actually turns out to be better than $d d^{\prime}$ when matching $a^{15} b c b a b a b$ in $(b a a b a b)^{n}$, for large $n$.

Boyer and Moore showed that their algorithm has quadratic behavior in the worst case; the running time can be essentially proportional to pattern length times text length, for example when the pattern $c a(b a)^{m}$ occurs together with the text $\left(x^{2 m} a a(b a)^{m}\right)^{n}$. They observed that this particular example was handled in linear time when Kuiper's improvement ( $d d^{\prime}$ for $d d$ ) was made; but they left open the question of the true worst case behavior of the improved algorithm.

There are trivial cases in which the Boyer-Moore algorithm has quadratic behavior, when matching all occurrences of the pattern, for example when matching the pattern $a^{m}$ in the text $a^{n}$. But we are probably willing to accept such behavior when there are so many matches; the crucial issue is how long the algorithm takes in the worst case to scan over a text that does not contain the pattern at all. By extending the techniques of $\S 5$, it is possible to show that the modified Boyer-Moore algorithm is linear in such a situation:

Theorem. If the above algorithm is used with dd' replacing dd, and if the text does not contain any occurrences of the pattern, the total number of characters matched is at most $6 n$.

Proof. An execution of the algorithm consists of a series of stages, in which $m_{k}$ characters are matched and then the pattern is shifted $s_{k}$ places, for $k=1,2, \ldots$. We want to show that $\sum m_{k} \leqq 6 n$; the proof is based on breaking this cost into three parts, two of which are trivially $O(n)$ and the third of which is less obviously so.

Let $m_{k}^{\prime}=m_{k}-2 s_{k}$ if $m_{k}>2 s_{k}$; otherwise let $m_{k}^{\prime}=0$. When $m_{k}^{\prime}>0$, we will say that the leftmost $m_{k}^{\prime}$ text characters matched during the $k$ th stage have been "tapped". It suffices to prove that the algorithm taps characters at most $4 n$ times, since $\sum m_{k} \leqq \sum m_{k}^{\prime}+2 \sum s_{k}$ and $\sum s_{k} \leqq n$. Unfortunately it is possible for some characters of the text to be tapped roughly $\log m$ times, so we need to argue carefully that $\sum m_{k}^{\prime} \leqq 4 n$.

Suppose the rightmost $m_{k}^{\prime \prime}$ of the $m_{k}^{\prime}$ text characters tapped during the $k$ th stage are matched again during some later stage, but the leftmost $m_{k}^{\prime}-m_{k}^{\prime \prime}$ are
being matched for the last time. Clearly $\sum\left(m_{k}^{\prime}-m_{k}^{\prime \prime}\right) \leqq n$, so it remains to show that $\sum m_{k}^{\prime \prime} \leqq 3 n$.

Let $p_{k}$ be the amount by which the pattern would shift after the $k$ th stage if the $d[a]$ heuristic were not present $(d[a]=-\infty)$; then $p_{k} \leqq s_{k}$, and $p_{k}$ is a period of the string matched at stage $k$.

Consider a value of $k$ such that $m_{k}^{\prime \prime}>0$, and suppose that the text characters matched during the $k$ th stage form the string $\alpha=\alpha_{1} \alpha_{2}$ where $|\alpha|=m_{k}$ and $\left|\alpha_{2}\right|=m_{k}^{\prime \prime}+2 s_{k}$; hence the text characters in $\alpha_{1}$ are matched for the last time. Since the pattern does not occur in the text, it must end with $x \alpha$ and the text scanned so far must end with $z \alpha$, where $x \neq z$. At this point the algorithm will shift the pattern right $s_{k}$ positions and will enter stage $k+1$. We distinguish two cases: (i) The pattern length $m$ exceeds $m_{k}+p_{k}$. Then the pattern can be written $\theta \beta \alpha$, where $|\beta|=p_{k}$; the last character of $\beta$ is $x$ and the last character of $\theta$ is $y \neq x$, by definition of $d d^{\prime}$. Otherwise (ii) $m \leqq m_{k}+p_{k}$; the pattern then has the form $\beta \alpha$, where $|\boldsymbol{\beta}| \leqq p_{k} \leqq s_{k}$. By definition of $m_{k}^{\prime \prime}$ and the assumption that the pattern does not occur in the text, we have $|\beta \alpha|>s_{k}+\left|\alpha_{2}\right|$, i.e., $|\beta|>s_{k}-\left|\alpha_{1}\right|$. In both cases (i) and (ii), $p_{k}$ is a period of $\beta \alpha$.

Now consider the first subsequent stage $k^{\prime}$ during which the leftmost of the $m_{k}^{\prime \prime}$ text characters tapped during stage $k$ is matched again; we shall write $k \rightarrow k^{\prime}$ when the stages are in this relation. Suppose the mismatch occurs this time when text character $z^{\prime}$ fails to match pattern character $x^{\prime}$. If $z^{\prime}$ occurs in the text within $\alpha_{1}$, regarding $\alpha$ as fixed in its stage $k$ position, then $x^{\prime}$ cannot be within $\beta \alpha$ where $\beta \alpha$ now occurs in the stage $k^{\prime}$ position of the pattern, since $p_{k}$ is a period of $\beta \alpha$ and the character $p_{k}$ positions to the right of $x^{\prime}$ is a $z^{\prime}$ (it matches a $z^{\prime}$ in the text). Thus $x^{\prime}$ now appears within $\theta$. On the other hand, if $z^{\prime}$ occurs to the left of $\alpha$, we must have $\left|\alpha_{1}\right|=0$, since the characters of $\alpha_{1}$ are never matched again. In either event, case (ii) above proves to be impossible. Hence case (i) always occurs when $m_{k}^{\prime \prime}>0$, and $x^{\prime}$ always appears within $\theta$.

To complete the argument, we shall show that $\sum_{k \rightarrow k^{\prime}} m_{k}^{\prime \prime}$, for all fixed $k^{\prime}$, is at most $3 s_{k^{\prime}}$. Let $p^{\prime}=p_{k^{\prime}}$ and let $\alpha^{\prime}$ denote the pattern matched at stage $k^{\prime}$. Let $k_{1}<\cdots<k_{r}$ be the values of $k$ such that $k \rightarrow k^{\prime}$. If $\left|\alpha^{\prime}\right|+p^{\prime} \leqq m$, let $\beta^{\prime} \alpha^{\prime}$ be the rightmost $p^{\prime}+\left|\alpha^{\prime}\right|$ characters of the pattern. Otherwise let $\alpha^{\prime \prime}$ be the leftmost $\left|\alpha^{\prime}\right|+p^{\prime}-m$ characters of $\alpha^{\prime}$; and let $\beta^{\prime} \alpha^{\prime}$ be $\alpha^{\prime \prime}$ followed by the pattern. Note that in both cases $\alpha^{\prime}$ is an initial substring of $\boldsymbol{\beta}^{\prime} \alpha^{\prime}$ and $\left|\boldsymbol{\beta}^{\prime}\right|=p^{\prime}$. In both cases, the actions of the algorithm during stages $k_{1}+1$ through $k^{\prime}$ are completely known if we are given the pattern and $\beta^{\prime}$, and if we know $z^{\prime}$ and the place within $\beta^{\prime}$ where stage $k_{1}+1$ starts matching. This follows from the fact that $\beta^{\prime}$ by itself determines the text, so that if we match the pattern against the string $z^{\prime} \boldsymbol{\beta}^{\prime} \boldsymbol{\beta}^{\prime} \boldsymbol{\beta}^{\prime} \ldots$. (starting at the specified place for stage $k_{1}+1$ ) until the algorithm first tries to match $z^{\prime}$ we will know the length of $\alpha^{\prime}$. (If $\left|\alpha^{\prime}\right|<p^{\prime}$ then $\beta^{\prime}$ begins with $\alpha^{\prime}$ and this statement holds trivially; otherwise, $\alpha^{\prime}$ begins with $\beta^{\prime}$ and has period $p^{\prime}$; hence $\beta^{\prime} \beta^{\prime} \beta^{\prime} \ldots$ begins with $\alpha^{\prime}$.) Note that the algorithm cannot begin two different stages at exactly the same position within $\beta^{\prime}$, for then it would loop indefinitely, contradicting the fact that it does terminate. This property will be out key tool for proving the desired result.

Let the text strings matched during stages $k_{1}, \ldots, k_{r}$ be $\alpha_{1}, \ldots, \alpha_{r}$, and let their periods determined as in case (i) be $p_{1}, \ldots, p_{r}$ respectively; we have $p_{j}<\frac{1}{2}\left|\alpha_{j}\right|$
for $1 \leqq j \leqq r$. Suppose that during stage $k_{j}$ the mismatch of $x_{j} \neq z_{j}$ implies that the pattern ends with $y_{j} \beta_{j} \alpha_{j}$, where $\left|\beta_{j}\right|=p_{j}$. We shall prove that $\left|\alpha_{1}\right|+\cdots+\left|\alpha_{r}\right| \leqq 3 p^{\prime}$. First let us prove that $\left|\alpha_{j}\right|<p^{\prime}$ for all $j$ : We have observed that $x^{\prime}$ always occurs within $\theta_{j}$; hence $y_{j} \beta_{j} \alpha_{j}$ occurs as a rightmost substring of $x^{\prime} \alpha^{\prime}$. If $\left|\alpha_{j}\right| \geqq p^{\prime}$ then $p_{j}+p^{\prime} \leqq\left|\beta_{j} \alpha_{j}\right|$; hence the character $p_{j}$ positions to the right of $y_{j}$ in $x^{\prime} \alpha^{\prime}$ is $x_{j}$, as is the character $p_{j}+p^{\prime}$ positions to the right of $y_{j}$. But the character $p^{\prime}$ positions to the right of $y_{j}$ in $x^{\prime} \alpha^{\prime}$ is a $y_{j}$, since $p^{\prime}$ is a period of $x^{\prime} \alpha^{\prime}$; hence the character $p^{\prime}+p_{j}$ positions to the right of $y_{j}$ is also $y_{j}$, contradicting $x_{j} \neq y_{j}$.

Since $\left|\alpha_{j}\right|<p^{\prime}$, each string $\alpha_{j}$ for $j \geqq 2$ appears somewhere within $\beta^{\prime}$, when $\beta^{\prime}$ is regarded as a cyclic string, joined end-for-end. (It follows from the definition of $k \rightarrow k^{\prime}$ that $z_{j} \alpha_{j}$ is a substring of $\alpha^{\prime}$ for $j \geqq 2$.) We shall prove that the rightmost halves of these strings, namely the rightmost $\left\{\frac{1}{2}\left|\alpha_{j}\right|\right\rceil$ characters as they appear in $\boldsymbol{\beta}^{\prime}$, are disjoint. This implies that $\frac{1}{2}\left|\alpha_{2}\right|+\cdots+\frac{1}{2}\left|\alpha_{r}\right| \leqq p^{\prime}$, and the proof will be complete (since $\left|\alpha_{1}\right| \leqq p^{\prime}$ ).

Suppose therefore that the right half of the appearance of $\alpha_{i}$ overlaps the right half of the appearance of $\alpha_{j}$ within $\beta^{\prime}$, for some $i \neq j \geqq 2$, where the rightmost character of $\alpha_{i}$ is within $\alpha_{j}$. This means that the algorithm at stage $k_{i}$ begins to match characters starting within $\alpha_{j}$ at least $p_{j}$ characters to the right of $z_{j}$ where $z_{j} \alpha_{j}$ appears in $\beta^{\prime}$, when the text $\alpha^{\prime}$ is treated modulo $p^{\prime}$. (Recall that $p_{j}<\frac{1}{2}\left|\alpha_{j}\right|$.) The pattern ends with $x_{j} \alpha_{j}$, and $p_{i}$ is a period of $x_{j} \alpha_{j}$. The algorithm must work correctly when the text equals the pattern, so there must come a stage, before shifting the pattern to the right of the appearance of $\alpha_{j}$, where the algorithm scans left until hitting $z_{j}$. At this point, call it stage $k^{\prime \prime}$, there must be a mismatch of $z_{j} \neq x_{j}$, since $p_{j}$ or more characters have been matched. (The character $p_{j}$ positions to the right of $z_{j}$ is $x_{j}$, by periodicity.) Hence $k^{\prime \prime}<k^{\prime}$; and it follows that $k^{\prime \prime}=k_{i}$. (If $k^{\prime \prime}>k_{i}$ we have $z_{i} \alpha_{i}$ entirely contained within $\alpha^{\prime \prime}$, but then $k_{i} \rightarrow k^{\prime}$ implies that $k^{\prime \prime}=k^{\prime}$.) Now $k^{\prime \prime}=k_{i}$ implies that $z_{j}=z_{i}$ and $x_{j}=x_{i}$. We shall obtain a contradiction by showing that the algorithm "synchronizes" its stage $k_{i}+1$ behavior with its stage $k_{j}+1$ behavior, modulo $p^{\prime}$, causing an infinite loop as remarked above. The main point is that the $d d^{\prime}$ table will specify shifting the pattern $p_{j}$ steps, so that $y_{j}$ is brought into the position corresponding to $z_{j}$, in stage $k_{i}$ as well as in stage $k_{j}$. (Any lesser shift brings an $x_{j}$ into position $p_{j}$ spaces to the right of $z_{j}$; hence it puts $y_{i}=x_{j}$ into the position corresponding to $z_{i}$, by periodicity, contradicting $x_{i} \neq y_{i}$.) The amount of shift depends on the maximum of the $d$ and $d d^{\prime}$ entries, and the $d$ entry will be chosen (in either $k_{i}$ or $k_{j}$ ) if and only if $z_{j}$ is not a character of $\beta_{j}$; but in this case, the $d$ entry will also specify the same shift both for stage $k_{i}$ and stage $k_{j}$.

The constant 6 in the above theorem is probably much too large, and the above proof seems to be much too long; the reader is invited to improve the theorem in either or both respects. An interesting example of the rather complex behavior possible with this algorithm occurs when the pattern is $b \psi_{r}$ and the text is $\psi_{r} a \psi_{r}$ for large $r$, where

$$
\psi_{0}=a, \quad \psi_{n+1}=\psi_{n} \psi_{n} b \psi_{n}
$$

Corollary. The worst case running time of the Boyer-Moore algorithm with $d d^{\prime}$ replacing $d d$ is $O(n+r m)$ character comparisons, if the pattern occurs $r$ times in the text.

Proof. Let $T(n, r)$ be the worst case running time as a function of $n$ and $r$,
when $m$ is fixed. The theorem implies that $T(n, 0) \leqq 7 n$, counting the mismatched characters as well as the matched ones. Furthermore, if $r>0$ and if the first appearance of the pattern ends at position $n_{0}$ we have $T(n, r) \leqq 7\left(n_{0}-1\right)+m$ $+T\left(n-n_{0}+m-1, r-1\right)$. It follows that $T(n, r) \leqq 7 n+8 r m-14 r$.

When the Boyer-Moore algorithm implicitly shifts the pattern to the right, it forgets all it "knows" about characters already matched; this is why the linearity theorem is not trivial. A more complex algorithm can be envisaged, with a finite number of states corresponding to which text characters are known to match the pattern in its current position; when in state $q$ we fetch the character $x:=\operatorname{text}[k-$ $t[q]]$, then we set $k:=k+s[q, x]$ and go to state $q^{\prime}[q, x]$. For example, consider the pattern $a b a c b a b a$, and the specification of $t, s$, and $q^{\prime}$ in Table 3; exactly 41 distinguishable states can arise. An asterisk $\left(^{*}\right)$ in that table shows where the pattern has been fully matched.

The number of states in this generalization of the Boyer-Moore algorithm can be rather large, as the example shows, but the patterns which occur most often in practice probably do not imply many states. The number of states is always less than $2^{m}$, and perhaps a much smaller upper bound is possible; it is unclear which patterns of a given length lead to the most states, and it does not seem obvious that this maximum number of states is exponential in $m$.

If the characters of the pattern are distinct, say $a_{1} a_{2} \ldots a_{m}$, this generalization of the Boyer-Moore algorithm leads to exactly $\frac{1}{2}\left(m^{2}+m\right)$ states. (Namely, all states of the form $\bullet \ldots \bullet a_{k} \bullet \ldots \bullet a_{j+1} \ldots a_{m}$ for $0 \leqq k<j \leqq m$, with $a_{k}$ suppressed if $k=0$.) By merging several of these states we obtain the following simple algorithm, which uses a table $c[x]$ where

$$
c[x]= \begin{cases}m-j, & \text { if } x=a_{j} ; \\ -1, & \text { if } x \notin\left\{a_{1}, \ldots, a_{m}\right\} .\end{cases}
$$

The algorithm works only when all pattern characters are distinct, but it improves slightly on the Boyer-Moore technique in this important special case.

```
\(j:=k:=m\);
while \(k \leqq n\) do
    begin \(i:=c[\operatorname{text}[k]] ;\)
            if \(i<0\) then \(j:=m\)
            else if \(i=0\) then
            begin for \(i:=1\) step 1 until \(m-1\) do
                if text \([k-i] \neq\) pattern \([m-i]\) then go to nomatch;
                match found at \((k-m)\);
            nomatch: \(j:=m\);
            end else if \(i+j \geq m\) then \(j:=i\) else \(j:=m\);
            \(k:=k+j ;\)
```

        end;
    Let us close this section by making a preliminary investigation into the question of "fastest" pattern matching in strings, i.e., optimum algorithms. What algorithm minimizes the number of text characters examined, over all conceivable algorithms for the problem we have been considering? In order to make this question nontrivial, we shall ask for the minimum average number of characters
examined when finding all occurrences of the pattern in the text, where the average is taken uniformly with respect to strings of length $n$ over a given alphabet. (The minimum worst case number of characters examined is of no interest, since it is between $n-m$ and $n$ for all patterns ${ }^{3}$; therefore we ask for the minimum average number. It might be argued that the minimum average number, taken over random strings, is of little interest, since people rarely search in random strings; they usually search for patterns that actually appear. However, the random-string model is a reasonable approximation when we consider those stretches of text that do not contain the pattern, and the algorithm obviously must examine every character in those places where the pattern does occur.)

The case of patterns of length 2 can be solved exactly; it is somewhat surprising to find that the analysis is not completely trivial even in this case. Consider first the pattern $a b$ where $a \neq b$. Let $q$ be the alphabet size, $q \geqq 2$. Let $f(n)$ denote the minimum average number of characters examined by an algorithm which finds all occurrences of the pattern in a random text of length $n$; and let $g(n)$ denote the minimum average number of characters examined in a random text of length $n+1$ which is known to begin with $a$, not counting the examination of the known first character. These functions can be computed by the following recurrence relations:

$$
\begin{aligned}
f(0)= & f(1)=g(0)=0, \quad g(1)=1 . \\
f(n)= & 1+\min _{1 \leqq k \leqq n}\left(\frac{1}{q}(f(k-1)+g(n-k))+\frac{1}{q}(g(k-1)+f(n-k))\right. \\
& \left.+\left(1-\frac{2}{q}\right)(f(k-1)+f(n-k))\right), \\
g(n)= & 1+\frac{1}{q} g(n-1)+\left(1-\frac{1}{q}\right) f(n-1), \quad n \geqq 2 .
\end{aligned}
$$

The recurrence for $f$ follows by considering which character is examined first; the recurrence for $g$ follows from the fact that the second character must be examined in any case, so it can be examined first without loss of efficiency. It can be shown that the minimum is always assumed for $k=2$; hence we obtain the closed form solution

$$
\begin{aligned}
& f(n)=\frac{n\left(q^{2}+q-1\right)}{q(2 q-1)}-\frac{(q-1)\left(q^{2}+2 q-1\right)}{q(2 q-1)^{2}}+\frac{(1-q)^{n}}{q^{n-3}(q-1)(2 q-1)^{2}}, \\
& g(n)=\frac{n\left(q^{2}+q-1\right)}{q(2 q-1)}+\frac{(q-1)\left(q^{2}-3 q+1\right)}{q(2 q-1)^{2}}-\frac{(1-q)^{n}}{q^{n-2}(2 q-1)^{2}}, \quad n \geqq 1 .
\end{aligned}
$$

(To prove that these functions satisfy the stated recurrences reduces to showing that the minimum of

$$
\left(\frac{1-q}{q}\right)^{k-1}+\left(\frac{1-q}{q}\right)^{n-k}
$$

for $1 \leqq k \leqq n$ occurs for $k=2$, whenever $n \geqq 2$ and $q \geqq 2$.)

[^53]Table 3

| state $q$ | known characters | $t[q]$ | $s[q, x], q^{\prime}[q, x]$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $x=a$ | $x=b$ | $x=c$ | other $x$ |
| 0 | - - - - - - | 0 | 0, 1 | 1, 8 | 4,9 | 8, 0 |
| 1 | $\bullet \bullet \bullet \bullet \bullet \bullet a$ | 1 | 7, 10 | 0, 2 | 7, 10 | 7, 10 |
| 2 | - - - - b a | 2 | 0, 3 | 7, 10 | 2,11 | 7,10 |
| 3 | - - - a b a | 3 | 5,12 | 0, 4 | 5,12 | 5,12 |
| 4 | - - - b a b a | 4 | 5,12 | 5,12 | 0, 5 | 5,12 |
| 5 | - - c b a b a | 5 | 0, 6 | 5,12 | 5,12 | 5,12 |
| 6 | - 0 c $b a b a$ | 6 | 5,12 | 0, 7 | 5,12 | 5,12 |
| 7 | - $b a c b a b a$ | 7 | *5, 12 | 5, 12 | 5,12 | 5,12 |
| 8 | - - - - b - | 0 | 0,2 | 8, 0 | 8, 0 | 8, 0 |
| 9 | $c$ | 0 | 0,13 | 6,14 | 4, 9 | 8, 0 |
| 10 | $a$ - | 0 | 0,15 | 1, 8 | 4,9 | 8, 0 |
| 11 | $\bullet \bullet \bullet c b a \bullet \bullet$ | 0 | 0,16 | 6,14 | 8, 0 | 8, 0 |
| 12 | $a b a \bullet \bullet \bullet \bullet \bullet$ | 0 | 0,17 | 3, 18 | 4, 9 | 8, 0 |
| 13 | $\bullet \bullet \bullet c \bullet \bullet \bullet a$ | 1 | 7, 10 | 0,19 | 7, 10 | 7,10 |
| 14 | $\bullet b$ - $\bullet \bullet \bullet \bullet$ | 0 | 0,20 | 3, 18 | 4, 9 | 8, 0 |
| 15 | $a \bullet \bullet \bullet \bullet \bullet \bullet a$ | 1 | 7, 10 | 0, 21 | 7, 10 | 7, 10 |
| 16 | $\bullet \bullet \bullet c b a \bullet a$ | 1 | 7, 10 | 0, 5 | 7, 10 | 7, 10 |
| 17 | $a b a \bullet \bullet \bullet \bullet a$ | 1 | 7,10 | 0, 22 | 7,10 | 7, 10 |
| 18 | $\bullet \bullet \bullet \bullet b$ - - | 0 | 0, 23 | 3, 24 | 8, 0 | 8, 0 |
| 19 | $\bullet \bullet \bullet c \bullet b a$ | 2 | 0,25 | 7,10 | 7, 10 | 7, 10 |
| 20 | $\bullet b$ - $\bullet \bullet a$ | 1 | 7, 10 | 0,26 | 7, 10 | 7, 10 |
| 21 | $a \bullet \bullet \bullet \bullet b a$ | 2 | 0,27 | 7,10 | 2,11 | 7,10 |
| 22 | $a b a \bullet \bullet \bullet b a$ | 2 | 0,28 | 7, 10 | 2,29 | 7, 10 |
| 23 | - - - b - $a$ | 1 | 7, 10 | 0, 30 | 7,10 | 7, 10 |
| 24 | $\bullet b \bullet \bullet b$ - - | 0 | 0,31 | 3, 24 | 8, 0 | 8, 0 |
| 25 | - - $c \bullet a b a$ | 3 | 5,12 | 0, 5 | 5,12 | 5,12 |
| 26 | $\bullet b$ - - - b a | 2 | 0, 32 | 7, 10 | 2, 11 | 7, 10 |
| 27 | $a \bullet \bullet \bullet a b a$ | 3 | 5,12 | 0, 33 | 5,12 | 5,12 |
| 28 | $a b a \bullet \bullet a b a$ | 3 | 5,12 | 0,34 | 5,12 | 5,12 |
| 29 | $a \bullet \bullet c b a \bullet \bullet$ | 0 | 0,35 | 6,14 | 8, 0 | 8, 0 |
| 30 | - - - b - b a | 2 | 0, 4 | 7,10 | 7,10 | 7, 10 |
| 31 | - $b$ - $b \bullet \bullet a$ | 1 | 7,10 | 0,36 | 7,10 | 7, 10 |
| 32 | - $b$ - - $a b a$ | 3 | 5,12 | 0,37 | 5,12 | 5,12 |
| 33 | $a \bullet \bullet b a b a$ | 4 | 5,12 | 5,12 | 0,38 | 5,12 |
| 34 | $a b a \bullet b a b a$ | 4 | 5,12 | 5,12 | *5,12 | 5,12 |
| 35 | $a \bullet \bullet c b a \bullet a$ | 1 | 7, 10 | 0,38 | 7,10 | 7,10 |
| 36 | - $b \bullet \bullet b \bullet b a$ | 2 | 0,37 | 7,10 | 7,10 | 7, 10 |
| 37 | - b - baba | 4 | 5,12 | 5,12 | 0,39 | 5,12 |
| 38 | $a \bullet \bullet b a b a$ | 5 | 0, 40 | 5,12 | 5,12 | 5,12 |
| 39 | - $b$ - $c$ baba | 5 | 0, 7 | 5,12 | 5,12 | 5,12 |
| 40 | $a \bullet a c b a b a$ | 6 | 5,12 | *5,12 | 5,12 | 5,12 |

If the pattern is $a a$, the recurrence for $f$ changes to
$f(n)=1+\min _{1 \leqq k \leqq n}\left(\frac{1}{q}(g(k-1)+g(n-k))+\left(1-\frac{1}{q}\right)(f(k-1)+f(n-k))\right), \quad n \geqq 2 ;$
but this is actually no change!
Hence the following is an optimum algorithm for all patterns of length 2, in
the sense of minimum average text characters inspected to find all matches in a random string:

```
\(k:=2\);
while \(k \leqq n\) do
    begin \(c:=\operatorname{text}[k] ;\)
        if \(c=\operatorname{pattern}[2]\) and \(\operatorname{text}[k-1]=\operatorname{pattern}[1]\)
        then match found at ( \(k-2\) );
        while \(c=\) pattern [1] do
            \(\operatorname{begin} k:=k+1 ; c:=\operatorname{text}[k] ;\)
            if \(c=\) pattern \([2]\) then match found at \((k-2)\);
        end;
        \(k:=k+2 ;\)
    end;
```

For patterns of length 3 the recurrence relations become more complex; they depend on more than simply the length of the strings and knowledge about characters at the boundaries. The determination of an optimum strategy in this case remains an open problem. The algorithm sketched at the beginning of this section shows that an average of $O(n(\log m) / m)$ bit inspections suffices over a binary alphabet. Clearly $\lfloor n / m\rfloor$ is a lower bound, since the algorithm must inspect at least one bit in any block of $n$ consecutive bits. The pattern $a^{m}$ can be handled with $O(n / m)$ bit inspections on the average; but it seems reasonable to conjecture that patterns of length $m$ exist for arbitrarily large $m$, such that an average of at least $c n(\log m) / m$ bits must be inspected for all large $n$. Here $c$ denotes a positive constant, independent of $m$ and $n$.

Acknowledgment. Robert S. Boyer and J. Strother Moore suggested many important improvements to early drafts of this postscript, especially in connection with errors in the author's first attempts at proving the linearity theorem.
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# STABLE SORTING AND MERGING WITH OPTIMAL SPACE AND TIME BOUNDS* 
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#### Abstract

This work introduces two algorithms for stable merging and stable sorting of files. The algorithms have optimal worst case time bounds, the merge is linear and the sort is of order $n \log n$. Extra storage requirements are also optimal, since both algorithms make use of a fixed number of pointers. Files are handled only by means of the primitives exchange and comparison of records and basic pointer transformations.
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1. Introduction. An algorithm which rearranges a file is said to be stable if it keeps records with equal keys in their initial relative order. This work presents an algorithm for merging two contiguous files in a stable manner (the PARTITION MERGE). As an immediate application of this, a stable algorithm to sort a file (the PARTITION MERGE SORT) is given.

The algorithms attain optimal worst case bounds with respect to time, the merge is of order $n$ and the sort is of order $n \log n$. Both algorithms require only a fixed number of pointers for auxiliary storage.

While D. E. Knuth was preparing his book about sorting techniques, he noted that the known algorithms for stable sorting either were of order $n^{2}$ or they used approximately $n$ pointers for additional memory space. Therefore he asked ([3 § 5.5, exercise 3]) whether it was possible to do stable sorting in less time than order $n^{2}$, using at most $O(\log n)$ pointers for additional storage. The first progress on this problem was made by R. B. K. Dewar [1], who developed a stable sorting algorithm or order $n^{1.5}$, using $O(\log n)$ pointers. Further improvements in the running time were made by V. Pratt [6], F. Preparata [7], R. Rivest [8], and A. Nijenhuis [5]. E. C. Horvath [2] constructed stable merging and sorting algorithms with optimal time and space bounds; however, his algorithms involve the operation of key modification; thus they apply only to files in which the key is explicitly stored within the record.

In that respect the algorithms here presented are completely general, since they treat files as sequences of unmodifiable records, with the keys evaluated from the record contents and not necessarily stored within them.

The algorithms in the present paper make use of a minimum set of primitive operations on files (exchange and comparison) and in this sense appear to offer the final solution to Knuth's problem, except of course for questions dealing with the optimum constants of proportionality in the time and space bounds.

The partition merge strategy (presented in § 3) is the key to the PARTITION MERGE algorithm and was inspired by the work of Kronrod on a nonstable

[^54]merging algorithm with optimal time and space bounds ([4]; see also [3, answer to exercise 5.2.4-18]).
2. Basic concepts. This section presents the notation used throughout the paper and describes a set of elementary operations on files that will be used for further definitions of more complex transformations.
2.1. Notation. A record $R$ is a unit of information; its contents cannot be altered. The key $k$ of a given record $R$ results from the evaluation of a certain function $K$ applied to $R, k=K(R)$. A file $\mathscr{F}$ is a sequence of records, $\mathscr{F}=$ $\left\langle R_{1}, R_{2}, \cdots, R_{i}, \cdots, R_{n}\right\rangle$. Each position in a file has associated with it a pointer value, an integer in the range [1, $n$ ].

If $i$ and $j$ are pointers, two primitive operations (and only these) may be used to access the file:
(a) an exchange primitive, denoted by exchange ( $i, j$ ) that exchanges $R_{i}$ with $R_{j}$;
(b) a comparison primitive, denoted by $F(i) \leqq F(j)$, whose value is true if and only if $K\left(R_{i}\right) \leqq K\left(R_{j}\right)$. Since the other relations $<,=, \neq, \geqq,>$ can be easily expressed in terms of one or two $\leqq$ 's they will be used in the definition of algorithms, as a shorthand for the corresponding relation expressed in terms of the $\leqq$ primitive.

A block $U$ (of length $p$ ) is a subsequence of $p$ consecutive elements of $\mathscr{F}$, $U=\left\langle R_{m}, R_{m+1}, \cdots, R_{m+p-1}\right\rangle$. The length of $U$ will be denoted by $|U|$; thus in the above case $|U|=p$. The block $U$ will be also identified by the pointers to its first and last elements and denoted by $F[m: m+p-1]$. The first and last records of $U$ will be first $(U)=R_{m}$ and last $(U)=R_{m+p-1}$. The term prefix (suffix) of $U$ will refer to an initial (final) sequence of contiguous records of the block $U$.

The number of distinct keys in a block $U$ will be $\lambda(U)$. Obviously $\lambda(U) \leqq|U|$, with the case $\lambda(U)=|U|$ corresponding to a block composed of records with distinct keys.

A segment $X$ is a sequence of contiguous blocks

$$
X=X_{1} X_{2} \cdots X_{l} \cdots X_{q}
$$

A segment will be also recorded as a block with the notations $|X|, \operatorname{first}(X)$, last $(X)$ and $\lambda(X)$ having the previous meaning.

Normally only nondecreasing order will be considered. The predicate ordered $(U)$ is true if and only if the block $U$ is ordered in nondecreasing order.

A stable transformation is a permutation of a file, that preserves the relative order of these records with equal keys. In particular, this work is concerned with two stable transformations: the stable merge of two contiguous ordered blocks $U$ and $V$ denoted by merge $(U, V)$, and the stable sort of a block $U$ (denoted by $\operatorname{sort}(U)$ ).

In the examples a file will be represented by the actual sequence of records, with the keys explicitly written down.

Algorithms will be presented in Algol-like procedures. The language used will be Algol $W$ with the addition of a new type pointer, whose range depends only on the length of the common file.
2.2. Some basic transformations using minimal extra storage. These transformations are used throughout the rest of this work so their definition and time bounds are included here, though they have been presented previously (especially see [2]). The reader is referred to [2] or [9] for a formal description of the algorithm and derivation of time bounds for each transformation.

In the following paragraphs $U$ and $V$ will denote the blocks $U=F\left[u_{1}: u_{2}\right]$ and $V=F\left[v_{1}: v_{2}\right]$.
2.2.1. Permutation of two contiguous blocks: PERMUTE $\left(u_{1}, \boldsymbol{u}_{\mathbf{2}}, \boldsymbol{v}_{\mathbf{1}}, \boldsymbol{v}_{\mathbf{2}}\right)$. The permuting process is done by application of three successive reversals, and takes

$$
\begin{equation*}
T_{\mathrm{PERM}}(U, V)=O(|U|+|V|) . \tag{2.1}
\end{equation*}
$$

2.2.2. Stable insertion of two contiguous ordered blocks: $\operatorname{INSERT}\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{\mathbf{2}}, \boldsymbol{v}_{1}, \boldsymbol{v}_{\mathbf{2}}, \boldsymbol{f}_{1}, \boldsymbol{f}_{\mathbf{2}}\right)$. The file $\mathscr{F}=A U V B$ is transformed into $\mathscr{F}=$ $A V^{\prime} U V^{\prime \prime} B$, where $V^{\prime} V^{\prime \prime}=V$ and last $\left(V^{\prime}\right)<\operatorname{first}(U) \leqq \operatorname{first}\left(V^{\prime \prime}\right)$. The pointers are set in such a way that

$$
U=F\left[u_{1}: u_{2}\right], \quad V^{\prime}=F\left[v_{1}: v_{2}\right] \quad \text { and } \quad V^{\prime \prime}=F\left[f_{1}: f_{2}\right] .
$$

As a direct consequence of the above definition, we have
Claim 2.1. Let $U, V, V^{\prime}$ and $V^{\prime \prime}$ be as above, and $U=U^{\prime} U^{\prime \prime}$; then $\operatorname{merge}(U, V)=\operatorname{merge}\left(U^{\prime}, V^{\prime}\right) \operatorname{merge}\left(U^{\prime \prime}, V^{\prime \prime}\right)$.

The time bounds result:

$$
\begin{equation*}
T_{\mathrm{INS}}(U, V)=O\left(|U|+\left|V^{\prime}\right|\right) \quad[=O(|U|+|V|)] \tag{2.2}
\end{equation*}
$$

2.2.3. Direct merge of two contiguous ordered blocks: BLOCK_MERGE_FORWARD $\left(u_{1}, u_{2}, v_{1}, v_{2}\right)$ and BLOCK_MERGE BACKWARD $\left(\boldsymbol{u}_{\boldsymbol{1}}, \boldsymbol{u}_{\mathbf{2}}, \boldsymbol{v}_{\mathbf{1}}, \boldsymbol{v}_{\mathbf{2}}\right)$. The file $\mathscr{F}=A U V B$ becomes $\mathscr{F}=$ A merge $(U, V) B$. The forward merge is accomplished by an iterative process of insertions of successively smaller suffixes of $U$ into successively smaller suffixes of $V$. Thus, after a stable insertion of $U$ into $V$ as in $\S 2.2 .2$ yielding $V_{1} U V_{2}, U$ is partitioned $U_{1} U_{2}$ (where $U_{2}$ is the largest subblock with first $\left(U_{2}\right)>\operatorname{first}\left(V_{2}\right)$ ), and the problem reduces to merge $\left(U_{2}, V_{2}\right)$. The backward merge is similar, but the insertions are done in a backwards direction.

The time bounds for the forward and backward merges are:

$$
\begin{equation*}
T_{\mathrm{BLOCKM}}^{\text {(forw.) }}(U, V)=O(|U| \lambda(U))+O\left(\left|V^{\prime}\right|\right) \tag{2.3}
\end{equation*}
$$

where $V^{\prime}$ is that prefix of $V\left(V=V^{\prime} V^{\prime \prime}\right)$ such that last $\left(V^{\prime}\right)<\operatorname{last}(U) \leqq \operatorname{first}\left(V^{\prime \prime}\right)$;

$$
\begin{equation*}
T_{\mathrm{BLOCKM}}^{\text {(back.) }}(U, V)=O(|V| \lambda(V))+O\left(\left|U^{\prime \prime}\right|\right) \tag{2.4}
\end{equation*}
$$

where $U^{\prime \prime}$ is that suffix of $U\left(U=U^{\prime} U^{\prime \prime}\right)$ such that last $\left(U^{\prime}\right) \leqq \operatorname{first}(V)<\operatorname{first}\left(U^{\prime \prime}\right)$.
Instead of introducing the definitions of $V^{\prime}$ and $U^{\prime \prime}$ the block merge processes could have been bounded by the overall lengths $|V|$ and $|U|$, but these bounds pretend to emphasize the fact that the running time is only a function of the elements that are actually exchanged by the process.
3. The partition merge strategy. This section outlines the basic strategy on which the partition merge algorithm is based, without considering either storage requirements or time bounds.

The first subsection introduces the segment insertion process, a stable transformation that is basic to the stable merge, while the second subsection analyzes the strategy itself.
3.1. The segment insertion process. This stable transformation deals with two contiguous ordered blocks $U$ and $V$, of length equal to a multiple of a given value $f$. This last condition on the length allows treating $U$ and $V$ as segments of blocks of length $f$, and thus

$$
\begin{align*}
& U=U_{1} \cdots U_{i} \cdots U_{k} \quad \text { and } \\
& V=V_{1} \cdots V_{j} \cdots V_{l} \\
& \quad \text { for some } k>0 \text { and } l>0,  \tag{3.1}\\
& \text { with the block length }
\end{align*}
$$

$$
\left|U_{i}\right|=\left|V_{j}\right|=f
$$

$$
\text { for } 1 \leqq i \leqq k \quad \text { and } \quad 1 \leqq j \leqq l .
$$

Informally the segment insertion can be described as a permutation of the sequence of blocks $U_{1} \cdots U_{k} V_{1} \cdots V_{l}$ yielding the minimum number of inversions, but, of course, being stable.

In order to characterize such a permutation it can be argued that any block $U_{i}$ in $U$ cannot go after any block in $V$ that could contain a record with key equal to any key of the records in $U_{i}$. Thus a block $U_{i}$ should be positioned between the contiguous blocks $V_{j}$ and $V_{j+1}$ such that

$$
\begin{equation*}
\operatorname{last}\left(V_{j}\right)<\operatorname{first}\left(U_{i}\right) \leqq \operatorname{last}\left(V_{j+1}\right) \tag{3.2}
\end{equation*}
$$

(In order to make the above equation hold in every case, the fictitious blocks $V_{0}$ and $V_{l+1}$ must be assumed, with last $\left(V_{0}\right)=-\infty$ and last $\left(V_{l+1}\right)=+\infty$.) Since (3.2) might yield the same value of $j$ for various consecutive blocks $U_{i}, U_{i+1}, \cdots, U_{i+p}$, it must also be stated that the permutation must retain the original relative ordering of blocks in $U$ and $V$. So in this case the final layout will contain the segment $V_{j} U_{i} U_{i+1} \cdots U_{i+p} V_{j+1}$.

Example 3.1. As an example, let us consider $U$ and $V$ as below, for a block size $f=2$ :

| $U$ |  |  |  |  | $V$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 12 | 22 | 23 | 45 | 68 | 11 | 23 | 33 | 5.5 |
| a b | c d | ef | g h | i j | A B | CD | E F | G H |
| $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $V_{1}$ | $V_{2}$ | $V_{3}$ | $V_{4}$ |

Applying (3.2) to $U_{1}$ we see that

$$
\operatorname{last}\left(V_{0}\right)=-\infty<\operatorname{first}\left(U_{1}\right)=1 \leqq \operatorname{last}\left(V_{1}\right)=1
$$

Thus $U_{1}$ will go before $V_{1}$. For the blocks $U_{2}$ and $U_{3}$,

$$
\operatorname{last}\left(V_{1}\right)=1<\operatorname{first}\left(U_{2}\right)=2 \leqq \operatorname{last}\left(V_{2}\right)=3
$$

and

$$
\operatorname{last}\left(V_{1}\right)<\operatorname{first}\left(U_{3}\right)=2 \leqq \operatorname{last}\left(V_{2}\right),
$$

so $U_{2}$ and $U_{3}$ will be positioned between $V_{1}$ and $V_{2}$, with $U_{2}$ preceding $U_{3}$. After considering $U_{4}$ and $U_{5}$ it can be seen that the final permutation will be

$$
\begin{array}{cc|cc|cc|cc|cc|cc|cc|cc|cc}
1 & 2 & 1 & 1 & 2 & 2 & 2 & 3 & 2 & 3 & 3 & 3 & 4 & 5 & 5 & 6 & 8 \\
\mathrm{a} & \mathrm{~b} & \mathrm{~A} & \mathrm{~B} & \mathrm{c} & \mathrm{~d} & \mathrm{e} & \mathrm{f} & \mathrm{C} & \mathrm{D} & \mathrm{E} & \mathrm{~F} & \mathrm{~g} & \mathrm{~h} & \mathrm{G} & \mathrm{H} & \mathrm{i} & \mathrm{j} \\
U_{1} & V_{1} & U_{2} & U_{3} & V_{2} & V_{3} & U_{4} & V_{4} & U_{5}
\end{array}
$$

The final result of the segment insertion can be characterized as the sequence of segments

$$
\begin{equation*}
Y_{1} Z_{1} Y_{2} Z_{2} \cdots Y_{d} Z_{d} \cdots Y_{t} Z_{t} \tag{3.3}
\end{equation*}
$$

where $Y_{1} Y_{2} \cdots Y_{d} \cdots Y_{t}=U$ and $Z_{1} Z_{2} \cdots Z_{d} \cdots Z_{t}=V$ and all the segments $Y_{d}$ and $Z_{d}$ containing at least one block, with the possible exception of $Y_{1}$ and $Z_{t}$.

Renaming $Y_{d}$ and $Z_{d}$ as

$$
\begin{align*}
& \text { and }  \tag{3.4}\\
& Y_{d}=Y_{d}^{\prime} L_{d} \quad \text { with }\left|L_{d}\right|=f \\
& Z_{d}=F_{d} Z_{d}^{\prime} \quad \text { with }\left|F_{d}\right|=f
\end{align*}
$$

(that is, $L_{d}$ is the last block in $Y_{d}$ and $F_{d}$ is the first one in $Z_{d}$ ), the following restrictions apply to the layout in (3.3):
(i) $\quad \operatorname{last}\left(Z_{d-1}\right)<\operatorname{first}\left(Y_{d}\right), \quad 1<d \leqq t$,
(ii) $\quad \operatorname{first}\left(L_{d}\right) \leqq \operatorname{last}\left(F_{d}\right), \quad 1 \leqq d \leqq t$.

The characterization given by (3.3) to (3.6) is no more than a formal statement of the initial considerations. Thus in Example 3.1,

$$
\begin{array}{ll}
Y_{1}=U_{1}, & Z_{1}=V_{1}, \\
Y_{2}=U_{2} U_{3}, & Z_{2}=V_{2} V_{3}, \\
Y_{3}=U_{4}, & Z_{3}=V_{4}, \\
Y_{4}=U_{5}, & Z_{4}: \text { empty. }
\end{array}
$$

Equations (3.5) and (3.6) state boundary relations between contiguous segments. Somehow they give us the hint that a merge of $U$ and $V$ could be reduced after segment inserting $U$ and $V$, to a sequence of "local" merges of the pairs of segments $Y_{d}$ and $Z_{d}$. That is the idea underneath the partition merge strategy and so it is the topic of the next subsection.
3.2. Description of the partition merge strategy. Let $U$ and $V$ be two contiguous ordered blocks of length greater than a given value $f$

$$
\begin{equation*}
|U|>f \quad \text { and } \quad|V|>f . \tag{3.7}
\end{equation*}
$$

For the sake of simplicity, and only for the time being, it will be assumed that $U$ is of length equal to a multiple of $f$

$$
\begin{equation*}
|U|=k \cdot f \quad \text { for } k \geqq 1 \tag{3.8}
\end{equation*}
$$

The partition merge will proceed in the following way:
(a) Segment insert $U$ and the longest prefix of $V$ of length equal to a multiple of $f$.
(b) "Finish up" the merge, by means of local merges.

So let

$$
\begin{align*}
U= & U_{1} \cdots U_{i} \cdots U_{k} \\
V=V_{1} \cdots V_{j} \cdots & V_{l} T_{v}  \tag{3.9}\\
& \quad \text { with }\left|V_{i}\right|=\left|V_{j}\right|=f \quad \text { and } \quad\left|T_{v}\right|<f .
\end{align*}
$$

The segment insertion of $U$ and $V_{1} \cdots V_{l}$ yields

$$
Y_{1} Z_{1} \cdots Y_{d} Z_{d} \cdots Y_{t-1} Z_{t-1} Y_{t} Z_{t} T_{v}
$$

with the segments $Y_{d}$ and $Z_{d}$ as described in (3.3) to (3.6) of the previous subsection.

In order to analyze the finish up process we shall first consider the rightmost portion of the file, in particular the situation at the boundary of $Y_{t}$ and $Z_{t}$. It is assumed that $Z_{t}$ is not empty. The case $Z_{t}$ empty will be quite similar.

By comparing last $\left(Y_{t}\right)$ with first $\left(Z_{t}\right)$ two cases may arise:
(i) If last $\left(Y_{t}\right) \leqq \operatorname{first}\left(Z_{t}\right)$ then the segment $Y_{t} Z_{t} T_{v}$ is already in order and, what is more important, in its final position within the merged file. This last statement is a direct consequence of the segment insertion definition, since by (3.5)

$$
\begin{equation*}
\operatorname{last}\left(Z_{t-1}\right)<\operatorname{first}\left(Y_{t}\right) \tag{3.10}
\end{equation*}
$$

and so all records of $Z_{1} \cdots Z_{t-1}$ must precede first $\left(Y_{t}\right)$. But also last $\left(Y_{t-1}\right) \leqq$ first $\left(Y_{t}\right)$ because $U$ was originally in order. Thus, all the elements to the left of first $\left(Y_{t}\right)$ must precede it, so the above statement is true. Then nothing needs to be done about this segment, and the finish up proceeds by replacing $t$ by $t-1$.
(ii) If last $\left(Y_{t}\right)>$ first $\left(Z_{t}\right)$ it is going to be necessary to proceed with the finish up of the segment $Y_{t} Z_{t} T_{v}$, as described below.

The finish up of $Y_{t} Z_{t} T_{v}$ will consist of three steps. In order to describe them, let us adopt the notation of the previous subsection, and for reasons that will be immediately clear, let us rename $T_{v}$ as $C_{t+1}$. By doing so, the rightmost portion of the file can be written as

$$
\begin{equation*}
Z_{t-1} Y_{t}^{\prime} L_{t} F_{t} Z_{t}^{\prime} C_{t+1} \tag{3.11}
\end{equation*}
$$

where $Y_{t}^{\prime} L_{t}=Y_{t}$ and $F_{t} Z_{t}^{\prime}=Z_{t}$ with $\left|L_{t}\right|=\left|F_{t}\right|=f$.
This initial disposition is depicted in Fig. 3.1(a). Notice that Fig. 3.1 shows the values of the keys along the vertical axis, thus displaying the relative ordering of records.

The first step in the finish up process is to stable insert $L_{t}$ into $F_{t}$, thus transforming $L_{t} F_{t}$ into $F_{t}^{\prime} L_{t} F_{t}^{\prime \prime}$, such that

$$
\begin{equation*}
\operatorname{last}\left(F_{t}^{\prime}\right)<\operatorname{first}\left(L_{t}\right) \leqq \operatorname{first}\left(F_{t}^{\prime \prime}\right) \tag{3.12}
\end{equation*}
$$

Figure 3.1(b) shows the situation after the first step. It can be seen that all the elements in $L_{t}$ and $F_{t}^{\prime \prime} Z_{t}^{\prime} C_{t-1}$ are greater or equal to those towards the left of $L_{t}$. This last assertion can be formally stated as the following claim.

Claim 3.1. After step $1, \operatorname{first}\left(L_{t}\right)$ is already in its final position within the merged file, and the overall merge has been reduced to the respective merge of the records to the left and to the right of $\operatorname{first}\left(L_{t}\right)$.

Proof. All the elements to the right of $\operatorname{first}\left(L_{t}\right)$ are greater than or equal to it since
(a) those originally in $U$ are greater than or equal to first $\left(L_{t}\right)$, by the initial order of $U$;
(b) those originally in $V$ are greater than or equal to first $\left(F_{t}^{\prime \prime}\right)$, and, by (3.12), it is first $\left(L_{t}\right) \leqq$ first $\left(F_{t}^{\prime \prime}\right)$. (The block $F_{t}^{\prime \prime}$ is never empty, since first $\left(L_{t}\right) \leqq \operatorname{last}\left(F_{t}\right)$, by (3.6), and then by (3.12) at least last $\left(F_{t}\right)$ must belong in $F_{t}^{\prime \prime}$.)

Similarly the elements to the left of $\operatorname{first}\left(L_{t}\right)$ are less than or equal to it:
(a) those originally in $U$ by the initial ordering;
(b) those originally in $V$ are less than or equal to last $\left(F_{t}^{\prime}\right)$ and by (3.12)

$$
\operatorname{last}\left(F_{t}^{\prime}\right)<\operatorname{first}\left(L_{t}\right) .
$$

(In the case that $F_{t}^{\prime}$ resulted empty, the first element originally in $V$ to the left of $L_{t}$ is last $\left(Z_{t-1}\right)$, and by (3.5) and the initial order of $U$ last $\left(Z_{t-1}\right)<\operatorname{first}\left(Y_{t}\right) \leqq \operatorname{first}\left(L_{t}\right)$.)

Hence, the stability of the merge imposes that first $\left(L_{t}\right)$ remain in its current place, since it was originally in $U$. And clearly the overall merge is reduced as stated in our claim.

So, the second step in the finish up is the merge of $L_{t}$ with $F_{t}^{\prime \prime} Z_{t}^{\prime} C_{t+1}$.
Now let us consider $Y_{t}^{\prime}$ and $F_{t}^{\prime}$, if $Y_{t}^{\prime}$ is nonempty. Assume that $F_{t}^{\prime}$ is of the form

$$
\begin{equation*}
F_{t}^{\prime}=C_{t} C_{t}^{\prime} \quad \text { where last }\left(C_{t}\right)<\operatorname{first}\left(Y_{t}^{\prime}\right) \leqq \operatorname{first}\left(C_{t}^{\prime}\right) . \tag{3.13}
\end{equation*}
$$

(This partition of $F_{t}^{\prime}$ is identical to the one that would have been obtained by stable inserting $Y_{t}^{\prime}$ into $F_{t}^{\prime}$.)

The third and last step in the finish up process of $Y_{t} Z_{t} C_{t+1}$ is the merge of $Y_{t}^{\prime}$ and $F_{t}^{\prime}$. But by Claim 2.1 the merge of $Y_{t}^{\prime}$ and $F_{t}^{\prime}$ yields

$$
\begin{equation*}
\operatorname{merge}\left(Y_{t}^{\prime}, F_{t}^{\prime}\right)=C_{t} \operatorname{merge}\left(Y_{t}^{\prime}, C_{t}^{\prime}\right) \tag{3.14}
\end{equation*}
$$

If $Y_{t}^{\prime}$ is empty, the third step does not take place, and $C_{t}$ is simply taken to be $F_{t}^{\prime}$.

It is possible now to issue the following claim.
Claim 3.2. After step 3 all the elements to the right of $C_{t}$ are already in their final position.

Proof. Only the case $Y_{t}^{\prime}$ nonempty needs to be considered. When $Y_{t}^{\prime}$ is empty the claim follows trivially from Claim 3.1.

Consider first $\left(Y_{t}^{\prime}\right)$. By (3.13) and the stability of the merge it must occupy the first position in merge ( $Y_{t}^{\prime}, C_{t}^{\prime}$ ). Also by a similar reasoning as in Claim 3.1 (but applying (3.13) instead of (3.12)) it can be seen that it is in its final position within the merge. Clearly the rest of the elements in $Y_{t}^{\prime}$ and those in $C_{t}^{\prime}$ must be placed to the right of first $\left(Y_{t}^{\prime}\right)$, and by Claim 3.1 to the left of first $\left(L_{t}\right)$. Then, all the elements in

$$
\operatorname{merge}\left(Y_{t}^{\prime}, C_{t}^{\prime}\right) \operatorname{merge}\left(L_{t}, F_{t}^{\prime \prime} Z_{t}^{\prime} C_{t+1}\right)
$$

must be in their final positions.

The final result of the finish up of $Y_{t} Z_{t} C_{t+1}$ is shown in Fig. 3.1(c).


Fig. 3.1. "Finish up" merges for the rightmost section of the file
(a) Initial layout
(b) After inserting $L_{t}$ into $F_{t}$
(c) After merging forwards $L_{t}$ into $F_{t}^{\prime \prime} Z_{t} C_{t+1}$ and merging backwards $F_{t}^{\prime}$ into $Y_{t}^{\prime}$

It is left to the reader to verify that the above process is valid also in the case of empty $Z_{t}$. The only difference is that $C_{t+1}$ plays the role of $F_{t}$, and $F_{t}^{\prime \prime}$ can therefore be empty.

The overall finish up will consist of the application of the above process successively to $Y_{t} Z_{t} C_{t+1}, Y_{t-1} Z_{t-1} C_{t}, \cdots, Y_{1} Z_{1} C_{2}$. The proof that this process yields the merge of $U$ and $V$ is a straightforward induction on $t$, using Claim 3.2.

A remark must be made about the initial restriction on the length of $U$, given by (3.8),

$$
|U|=k \cdot f .
$$

The general case

$$
|U| \bmod f \neq 0
$$

can be reduced to the one considered here by partitioning

$$
\begin{equation*}
U=U^{\prime} U^{\prime \prime} \tag{3.15}
\end{equation*}
$$

(with $\left|U^{\prime}\right| \bmod f=0$ and $\left|U^{\prime \prime}\right|<f$ ) and stable inserting $U^{\prime \prime}$ into $V$, thus yielding $U^{\prime} V^{\prime} U^{\prime \prime} V^{\prime \prime}$. By Claim 2.1 the overall merge is reduced to

$$
\operatorname{merge}(U, V)=\operatorname{merge}\left(U^{\prime}, V^{\prime}\right) \operatorname{merge}\left(U^{\prime \prime}, V^{\prime \prime}\right)
$$

and now the partition merge strategy can be applied to merge $U^{\prime}$ and $V^{\prime}$.
So, in the general case the partition merge strategy will be:
(a) Insert the suffix $U^{\prime \prime}$ into $V$ yielding $U^{\prime} V^{\prime} U^{\prime \prime} V^{\prime \prime}$.
(b) Segment insert $U^{\prime}$ into $V^{\prime}$.
(c) Finish up the merge of $U^{\prime}$ and $V^{\prime}$ : for $d=t, t-1, \cdots, 1$;
(c-1) Stable insert $L_{d}$ into $F_{d}$.
(c-2) Merge $L_{d}$ and $F_{d}^{\prime \prime} Z_{d}^{\prime} C_{d+1}$.
(c-3) Merge $Y_{d}^{\prime}$ and $F_{d}^{\prime}$
(d) Merge $U^{\prime \prime}$ and $V^{\prime \prime}$.

To conclude it must be noticed that in all the merge processes, at least one of the blocks to be merged is of length $f$ or less. As it will be seen later this is a key fact in order to achieve linear time bounds.
4. Keeping storage requirements minimal. So far, no analysis has been made about extra storage needs for the actual implementation of the partition merge, and it is not obvious how to implement it using only absolute minimum ( $O(\log n)$ bits) extra storage.

This section presents the concept of internal buffer, the implementation of another merging technique (the BUFFER MERGE), later used as a local merge for the finish up phase, and an implementation of the segment insertion process.

The usage of an internal buffer for a nonstable form of the buffer merge was first introduced by Kronrod [4]. Horvath further developed these ideas for the stable case (see [2]).

The segment insertion was also implemented by Horvath but this implementation (called the "stable Russian merge") requires the modification of keys. This last fact, explicitly avoided in this paper (records are considered nonmodifiable) also establishes constraints on the length of the files to be merged. The implementation here presented avoids those problems.

Timing analysis for the algorithms presented in subsections 4.1 and 4.2 can be found in [2] or [9]. Section 4.3 is treated in more detail in [9].
4.1. The concept of internal buffer. Let $B$ be an ordered block consisting of records with distinct keys, that is,

$$
\begin{equation*}
\operatorname{ordered}(B) \quad \text { and } \quad \lambda(B)=|B| . \tag{4.1}
\end{equation*}
$$

Then $B$ will be called an internal buffer.
Two useful characteristics of internal buffers may be singled out in advance:
(i) Permutations of an internal buffer do not affect the stability of a sorting or merging process (since the internal buffer might always be sorted back in a stable manner). This property is the basis of the buffer merge technique presented in the next subsection.
(ii) A given permutation of $|B|$ or less elements can be "stored" in a buffer $B$ by simply permuting its elements correspondingly. This will be the key to the implementation of the segment insertion process, appearing in $\S 4.3$.

Both properties could be used provided an internal buffer is present in the file being processed. Nevertheless, whenever a buffer is needed to process a block $U$ it is possible to rearrange $U$ in order to produce the desired buffer. Such a process will be called buffer extraction.

Definition 4.1. Given an ordered block $U$, the extraction of a buffer $B$ of at most $l$ records transforms $U$ into $U^{\prime} B$, with $U^{\prime}$ and $B$ also ordered blocks, such that

$$
\begin{equation*}
\operatorname{merge}\left(U^{\prime}, B\right)=U \tag{4.2}
\end{equation*}
$$

and $B$ is an internal buffer

$$
\begin{align*}
& |B|=\lambda(B) \text { and ordered }(B)  \tag{4.3}\\
& |B|=\min (l, \lambda(U))
\end{align*}
$$

That is, the buffer extraction collects at most $l$ distinct keyed records (or if the block $U$ has only $\lambda(U)<l$ records with distinct keys, only $\lambda(U)$ are collected) placing them at the end of the original block; the rest of the records are compressed in $U^{\prime}$.

In order to satisfy condition (4.2), for any sequence of records with equal keys in $U$, the last one is picked, so when merging $U^{\prime}$ and $B$, the original block $U$ is obtained.

The following facts (analyzed in detail in [9]) must be pointed out:
(i) The extraction process needs only a fixed amount of pointers as extra storage.
(ii) The buffer extraction technique can be applied to a fixed number of contiguous ordered blocks; we will be interested in the extraction of a buffer out of the two blocks to be merged, and in this case the time bounds are

$$
\begin{equation*}
T_{\mathrm{BE}}\left(U, V, U^{\prime}, V^{\prime}, B, l\right)=O(|U|+|V|)+O\left(|B|^{2}\right) \tag{4.4}
\end{equation*}
$$

4.2. Merging using an internal buffer: The BUFFER_MERGE. The BUFFER_MERGE of two contiguous ordered blocks $U$ and $V$ requires an internal buffer $B$ of length $|B| \geqq \min (|U|,|V|)$.

In order to describe the buffer merge, let us assume first that $|V| \leqq|B|$, and let $B=B^{\prime} B^{\prime \prime}$ with $\left|B^{\prime}\right|=|V|$. Then the file $\mathscr{F}$ looks like

$$
\mathscr{F}=\cdots U V \cdots B^{\prime} B^{\prime \prime} \cdots .
$$

We first exchange $V$ and $B^{\prime}$, obtaining

$$
\mathscr{F}=\cdots U B^{\prime} \cdots V B^{\prime \prime} \cdots .
$$

Now the actual merge takes place by repeatedly exchanging last $(U)$ or last $(V)$ (according to the relative values of their keys) with last $\left(B^{\prime}\right)$ and redefining $U, V$ and $B^{\prime}$ correspondingly. Once this process is exhausted we get

$$
\mathscr{F}=\cdots \operatorname{merge}(U, V) \cdots B^{\prime \prime \prime} B^{\prime \prime} \cdots
$$

(where $B^{\prime \prime \prime}$ is a permutation of $B^{\prime}$ ).

The process briefly described above will be called BUFFER_MERGE_ BACKWARD. A completely similar one applies when $|U| \leqq|B|$ (BUFFER_ MERGE_BACKWARD).

The time bounds are

$$
\begin{equation*}
T_{\mathrm{BUFM}}^{\text {(back) }}(U, V, B)=O\left(\left|U^{\prime \prime}\right|\right)+O(|V|) \tag{4.5}
\end{equation*}
$$

where $U=U^{\prime} U^{\prime \prime}$ and $\operatorname{last}\left(U^{\prime}\right) \leqq \operatorname{first}(V)<\operatorname{first}\left(U^{\prime \prime}\right)$.
(Equation (4.5) reiterates a point already considered when discussing the block merge (§ 2.2.3): The running time is bounded by the number of elements that are actually exchanged.)

Similarly, for the forward merge

$$
\begin{equation*}
T_{\mathrm{BUFM}}^{\text {forw.) }}(U, V, B)=O(|U|)+O\left(\left|V^{\prime}\right|\right) \tag{4.6}
\end{equation*}
$$

where $V=V^{\prime} V^{\prime \prime}$ and last $\left(V^{\prime}\right)<\operatorname{last}(U) \leqq \operatorname{first}\left(V^{\prime \prime}\right)$.
4.3. Implementation of the segment insertion process. This subsection describes how the segment insertion can be implemented with the aid of an internal buffer, using as extra storage only a fixed number of pointers.

Recalling the definition stated in § 3.1, the two contiguous ordered segments $U$ and $V$

$$
\begin{align*}
& U=U_{1} \cdots U_{i} \cdots U_{k}  \tag{4.7}\\
& V=V_{1} \cdots V_{j} \cdots V_{l}
\end{align*}
$$

where $\left|U_{i}\right|=\left|V_{j}\right|=f$
are transformed into

$$
Y_{1} Z_{1} \cdots Y_{d} Z_{d} \cdots Y_{t} Z_{t}
$$

where the segments $Y_{d}$ and $Z_{d}$ are defined by (3.3)-(3.6).
With the segments $Z_{d-1} Y_{d} Z_{d} Y_{d}$ considered as

$$
\begin{align*}
Z_{d-1} & =V_{j-r} \cdots V_{j-1}, \\
Y_{d} & =U_{i} \cdots U_{i+p},  \tag{4.8}\\
Z_{d} & =V_{j} \cdots V_{j+q}, \\
Y_{d+1} & =U_{i+p+1} \cdots U_{i+p+s},
\end{align*}
$$

equations (3.5) and (3.6) yield

$$
\begin{align*}
& \operatorname{last}\left(V_{j-1}\right) \\
& \qquad \begin{aligned}
\quad \operatorname{first}\left(U_{i}\right) \leqq \cdots & \leqq \operatorname{first}\left(U_{i+p}\right) \\
\leqq & \operatorname{last}\left(V_{j}\right) \leqq \cdots
\end{aligned} \begin{array}{l}
\leqq \operatorname{last}\left(V_{j+q}\right) \\
\\
\end{array} \quad<\operatorname{first}\left(U_{i+p+1}\right) .
\end{align*}
$$

Equation (4.9) indicates an easy method to determine the final order of the blocks. Consider sequentially $U_{1}, U_{2}$, etc. until reaching the smallest $p$ with

$$
\operatorname{last}\left(V_{1}\right)<\operatorname{first}\left(U_{p}\right) .
$$

Then $U_{1} \cdots U_{p-1}$ are the first blocks in the final permutation. Now consider $V_{1}$, $V_{2}$, etc. until reaching the smallest $q$ with

$$
\operatorname{first}\left(U_{p}\right) \leqq \operatorname{last}\left(V_{q}\right),
$$

thus establishing that the sequence $V_{1} \cdots V_{q-1}$ will come after $U_{p-1}$. The process is now repeated until $U$ and $V$ are exhausted.

The above process gives us a method to compute the permutation that must be applied to the blocks in $U V$. But somehow that permutation must be stored before permuting the blocks, since its definition is based on the original ordering of the blocks. Thus the algorithm will have two phases:
(a) Compute and "store" the permutation.
(b) Permute the blocks.

In order to "store" the permutation, an internal buffer will be used. The key point is that the permutation as defined in (4.9) can be computed by inspecting the blocks in the exact order in which they are going to be permuted. Then it is possible to "remember" the final position of each block by exchanging one of its elements (say the first one) with the element in the buffer that corresponds to its final position (recall that a buffer is an ordered block). After that, the permuting phase becomes simply a sorting process in which each block has as its key the key of its first element.

In order to permute the blocks, a sorting method that minimizes the number of exchanges, since they are block exchanges, must be chosen. The "straight selection sort" [3, § 5.2.3] is well suited for our purposes.

After this the records that were exchanged with those in the buffer are restored to their final position.

The dominant factor in the running time is the time needed to sort the blocks (marking the blocks and restoring exchanged records can be done in time linear on the number of blocks). With $N$ blocks, each one of $f$ records, the straight selection sort runs in $O\left(N^{2}\right)+O(N \cdot f)$ time. So since $|U|+|V|=N f$ the time bounds for the segment insertion result,

$$
\begin{equation*}
T_{\mathrm{SEGIN}}(U, V, f)=O\left((|U|+|V|)^{2} / f^{2}\right)+O(|U|+|V|) \tag{4.10}
\end{equation*}
$$

5. The partition merge algorithm. Section 3 presented the partition merge strategy. In $\S 4$ the necessary tools to keep storage requirements minimal were considered. With that background it is now possible to introduce the partition merge algorithm and bound its running time.
5.1. Description. The algorithm here presented closely follows the process introduced in § 3, except for the addition of an initial buffer extraction step and, of course, a final merging step to merge back the internal buffer previously obtained. Figures 5.1-5.7 illustrate the process on a particular example.

Let $U$ and $V$ be two contiguous ordered blocks to be merged. The following procedure defines the partition merge algorithm:
procedure partition merge (pointer value $u_{1}, u_{2}, v_{1}, v_{2}$ );
begin comment: $U$ is $F\left[u_{1}: u_{2}\right]$ and $V$ is $F\left[v_{1}: v_{2}\right]$;
pointer $n, f, b, t_{1}, t_{2}, v_{3}, v_{4}, l_{1}, l_{2}, w_{1}, w_{2}, w_{3}, w_{4}, p$;
$n:=v_{2}-u_{1}+1$;

Step 1. Extract an internal buffer of length at most

$$
\lceil\sqrt{|U|+|V|}] .
$$

buffer_extraction:
BUFFER_EXTRACT2 $\left(u_{1}, u_{2}, v_{1}, v_{2}\right.$, ceiling(sqrt $\left.\left.(n)\right), b_{1}, b_{2}\right)$;
$b:=b_{2}-b_{1}+1 ; f:=$ floor $(n / b)$;
This step transforms $U V$ into $U^{\prime} V^{\prime} B$, where $B$ is an internal buffer of length $b=b_{2}-b_{1}+1$. (See Figs. 5.1 and 5.2.)


Fig. 5.1. Initial layout


Fig. 5.2. AfterStep 1

Let $f=\lfloor n / b\rfloor$.
Step 2. If either $\left|U^{\prime}\right|$ or $\left|V^{\prime}\right|$ has length less than or equal to $f$, then merge them directly and proceed with the final step (merging back $B$ ).
check_lengths:
if $\left(u_{2}-u_{1}+1\right) \leqq f$
then begin

$$
\text { if }\left(u_{2}-u_{1}+1\right)>b
$$

```
            then BLOCK_MERGE_FORWARD ( }\mp@subsup{u}{1}{},\mp@subsup{u}{2}{},\mp@subsup{v}{1}{},\mp@subsup{v}{2}{}
                    else BUFFER_MERGE_FORWARD ( }\mp@subsup{u}{1}{},\mp@subsup{u}{2}{},\mp@subsup{v}{1}{},\mp@subsup{v}{2}{},\mp@subsup{b}{1}{},\mp@subsup{b}{2}{})\mathrm{ ;
            go to merge_back_B;
        end
else if (v}\mp@subsup{v}{2}{-}\mp@subsup{v}{1}{}+1)\leqqf\mathrm{ then
    begin
        if (\mp@subsup{v}{2}{}-\mp@subsup{v}{1}{}+1)>b
            then BLOCK_MERGE_BACKWARD ( }\mp@subsup{u}{1}{},\mp@subsup{u}{2}{},\mp@subsup{v}{1}{},\mp@subsup{v}{2}{}
            else BUFFER_MERGE_BACKWARD ( }\mp@subsup{u}{1}{},\mp@subsup{u}{2}{},\mp@subsup{v}{1}{},\mp@subsup{v}{2}{},\mp@subsup{b}{1}{},\mp@subsup{b}{2}{})\mathrm{ ;
        go to merge_back_B;
    end;
```

Notice that depending on the length of the buffer, the algorithm chooses either block_merge or buffer_merge. This choice allows linear running time as will be analyzed below.

Step 3. Prepare things for segment insertion by getting rid of that suffix $T_{u}$ of $U^{\prime}$ of length

$$
\left|T_{u}\right|=\left|U^{\prime}\right| \bmod f .
$$

insert_suffix:
$t_{2}:=u_{2} ; u_{2}:=u_{2}-\left(u_{2}-u_{1}+1\right) \bmod f ; t_{1}:=u_{2}+1 ;$
comment: $U^{\prime \prime}$ is $F\left[u_{1}: u_{2}\right]$ and $T_{u}$ is $F\left[t_{1}: t_{2}\right]$;
INSERT $\left(t_{1}, t_{2}, v_{1}, v_{2}, v_{3}, v_{4}\right)$;
comment: $V^{\prime \prime}$ is now $F\left[v_{1}: v_{2}\right]$ and $V^{\prime \prime \prime}$ is $F\left[v_{3}: v_{4}\right]$;
After the insertion $U^{\prime} V^{\prime}$ becomes $U^{\prime \prime} V^{\prime \prime} T_{u} V^{\prime \prime \prime}$, where $U^{\prime \prime} T_{u}=U^{\prime}$ and $V^{\prime \prime} V^{\prime \prime \prime}=V^{\prime}$. By the characteristics of stable insertion the merge of $U^{\prime}$ and $V^{\prime}$ is now reduced to the merge of $U^{\prime \prime}$ and $V^{\prime \prime}$ and that of $T_{u}$ and $V^{\prime \prime \prime}$.

Now $\left|U^{\prime \prime}\right| \bmod f=0$, by the choice of $T_{u}$, so $U^{\prime \prime}$ and $V^{\prime \prime}$ can be viewed as segments such that:

$$
\begin{aligned}
& U^{\prime \prime}=U_{1} \cdots U_{i} \cdots U_{k} \\
& V^{\prime \prime}=V_{1} \cdots V_{j} \cdots V_{l} T_{v}
\end{aligned}
$$

and
where $\left|U_{i}\right|=\left|V_{j}\right|=f$ for $1 \leqq i \leqq k$ and $1 \leqq j \leqq l$ and $\left|T_{v}\right|<f$. (See Fig. 5.3.)


Fig. 5.3. After Step 3

Step 4. Segment insert $U_{1} \cdots U_{i} \cdots U_{k}$ into $V_{1} \cdots V_{j} \cdots V_{l}$.

## segment_insertion:

SEGMENT_INSERT $\left(u_{1}, u_{2}, v_{1}, v_{2}-\left(v_{2}-v_{1}+1\right) \bmod f, f, b_{1}, b_{2}\right)$;
The next step will be the finish up process (see § 3), but some discussion is needed first.

Assume that the layout after the segment insertion is $W_{1} \cdots W_{m} \cdots W_{k+l} T_{v} T_{u} V^{\prime \prime \prime} B$, where $W_{1} \cdots W_{m} \cdots W_{k+l}$ corresponds to $Y_{1} Z_{1} \cdots Y_{d} Z_{d} \cdots Y_{t} Z_{t}$ as presented in §3. Unfortunately there is no explicit information about the way the blocks $W_{m}$ are grouped to form the segments $Y_{d} Z_{d}$. But fortunately the local merges must be performed only on those pairs $Y_{d} Z_{d}$ such that $\operatorname{last}\left(Y_{d}\right)>\operatorname{first}\left(Z_{d}\right)$; hence the finish up can be done by repeating the following sequence until the whole segment $W_{1} \cdots W_{m} \cdots W_{k+l} T_{v}$ has been processed:
(a) In order to locate the next pair $Y_{d} Z_{d}$ to be merged, scan to the left until a block $W_{m}$, such that last $\left(W_{m}\right)>\operatorname{first}\left(W_{m+1}\right)$ is found.
(b) Perform the local merge:

1st step. Insert $W_{m}$ in $W_{m+1}$, thus transforming $W_{m} W_{m+1}$ into $W^{\prime} W_{m} W^{\prime \prime}$.
2nd step. Merge $W_{m}$ forward.
3rd step. Merge $W^{\prime}$ backward.
Both definitions result in equivalent operation, if the merging method stops once the merge is complete. In this case the bounds are preserved simply by the existing order in the file, thus making it unnecessary to keep track of them. In other words, the grouping of $W_{1} \cdots W_{m} \cdots W_{k+l}$ into $Y_{1} Z_{1} \cdots Y_{d} Z_{d} \cdots Y_{t} Z_{t}$ is useful to prove that the algorithm works (and, as will be seen later, to compute its time bounds) but it is not needed to take it into account for implementation purposes. (See Fig. 5.4.)


In the notation of §4,

$$
W_{1} W_{2} W_{3} W_{4} \equiv Y_{1} Z_{1} Y_{2} Z_{2} \quad(t=2)
$$

with the following grouping:

$$
\begin{array}{ll}
Y_{1}=W_{1}=U_{1} & Z_{1}=W_{2}=V_{1} \\
Y_{2}=W_{3}=U_{2} & Z_{2}=W_{4}=V_{2}
\end{array}
$$

Step 5. Finish up the merge of $W_{1} \cdots W_{m} \cdots W_{l+k} T_{v}$.

```
finish_up:
\(p:=v_{2}-\left(v_{2}-v_{1}+1\right) \bmod f\); if \(p=v_{2}\) then \(p:=p-f\);
while \(p>u_{1}\) do
    begin
        comment: find next pair \(Y_{d} Z_{d}\) to be merged;
        while \(\left(p>u_{1}\right) \wedge(F(p) \leqq F(p+1))\) do \(p:=p-f ;\)
        if \(p>u_{1}\) then
            begin comment: local merge;
            comment: \(W_{m}\) is \(F\left[l_{1}: l_{2}\right], W_{m+1}\) is \(F\left[w_{1}: w_{2}\right]\);
            \(l_{1}:=p-f+1 ; l_{2}:=p ;\)
            \(w_{1}:=p+1 ; w_{2}:=\min \left(p+f, v_{2}\right)\);
            \(\operatorname{INSERT}\left(l_{1}, l_{2}, w_{1}, w_{2}, w_{3}, w_{4}\right)\);
            comment: now \(W^{\prime}\) is \(F\left[w_{1}: w_{2}\right]\) and \(W^{\prime \prime}\) is \(F\left[w_{3}: w_{4}\right]\);
            comment: in order to do the merges
                                    "forward (of \(W_{m}\) )" means \(F\left[w_{3}: v_{2}\right]\),
                                    "backward (of \(W^{\prime}\) )" means \(F\left[u_{1}: w_{1}-1\right]\);
            comment: depending on the size \(b\) of the buffer the
                        algorithm chooses:
                                    BUFFER_MERGE if \(b \geqq f\)
                                    BLOCK_MERGE if \(b<f\);
            if \(b \geqq f\)
                    then begin
                        BUFFER_MERGE_FORWARD \(\left(l_{1}, l_{2}, w_{3}, v_{2}, b_{1}, b_{2}\right)\);
                        BUFFER_MERGE_BACKWARD \(\left(u_{1}, w_{1}-1, v_{1}, w_{2}\right.\),
                        \(b_{1}, b_{2}\) )
                            end
                    else begin
                        BLOCK_MERGE_FORWARD \(\left(l_{1}, l_{2}, w_{3}, v_{2}\right)\);
                        BLOCK_MERGE_BACKWARD \(\left(u_{1}, w_{1}-1, w_{1}, w_{2}\right)\)
                        end;
            \(p:=p-f\)
            end if_p
    end while_ \(p\);
```

It must be noticed that the algorithm chooses either BLOCK_MERGE or BUFFER_MERGE depending on the relative sizes of the blocks and the buffer.

Step 5 transforms the layout into

$$
\operatorname{merge}\left(U^{\prime \prime}, V^{\prime \prime}\right) T_{u} V^{\prime \prime \prime} B^{\prime}
$$

where $B^{\prime}$ is a permutation of $B$ (and $B^{\prime}=B$ if block_merge was used in Step 5).
(See Fig. 5.5.)

Layout after segment insertion:

When $p=p_{2}, F(p)>F(p+1)$, and the first local merge is done:

| 12224113334444 | 555566779 |  |
| :---: | :---: | :---: |
| a bcde ABDEFHIJK | f ghMi Oj Qk | merging <br> (BUFFER_MERGE |
| $\begin{array}{r} \text { merge backward of } W^{\prime} \uparrow \\ \text { stops here } \end{array}$ | merge forward of $W_{m}$ stops here | is used) |

When $p=p_{4}$, again $F(p)>F(p+1)$, so

## After merging:

Fig. 5.5. The finish up process applied to the example

This step completes the merge of $U^{\prime}$ and $V^{\prime}$, thus yielding merge $\left(U^{\prime}, V^{\prime}\right) B^{\prime}$. (See Fig. 5.6.)

(b)

Fig. 5.6. (a) The situation after Step 5 (b) The result after Step 6

Step 6. Merge $T_{u}$ and $V^{\prime \prime \prime}$.

```
merge_T}\mp@subsup{T}{\mp@subsup{u}{-}{}}{}\mp@subsup{V}{}{\prime\prime\prime}
```

    if \(b \geqq t_{2}-t_{1}+1\)
        then BUFFER_MERGE_FORWARD \(\left(t_{1}, t_{2}, v_{3}, v_{4}, b_{1}, b_{2}\right)\)
        else BLOCK_MERGE_FORWARD \(\left(t_{1}, t_{2}, v_{3}, v_{4}\right)\);
    Step 7. Sort $B^{\prime}$ and merge it backward.
merge ${ }^{\text {back_ }} B$ :
STRAIGHT_INSERTION_SORT $\left(b_{1}, b_{2}\right)$;
BLOCK_MERGE_BACKWARD $\left(u_{1}, v_{4}, b_{1}, b_{2}\right)$
end partition_merge;
Here STRAIGHT_INSERTION_SORT ( $b_{1}, b_{2}$ ) sorts $B^{\prime}$ into the original buffer $B$, according to the techniques described in [3, §5.2.1]. And Step 7 finally yields the desired merge of $U$ and $V$. (See Fig. 5.7.)
merge $(U, V)$
$\begin{array}{lllllllllllllllllllllllllllllll}1 & 1 & 1 & 1 & 2 & 2 & 2 & 3 & 3 & 3 & 3 & 4 & 4 & 4 & 4 & 4 & 4 & 5 & 5 & 5 & 5 & 5 & 6 & 6 & 6 & 7 & 7 & 7 & 9 & 9\end{array}$


Fig. 5.7. Final result
The storage requirements for the partition merge are the fixed number of pointers declared at the beginning ( 14 in total, though a more careful usage could have saved some) plus those needed by the different procedures called. Since those procedures (BUFFER_EXTRACT2, BLOCK_MERGE's, BUFFER_MERGE's, INSERT, SEGMENT_INSERT, and STRAIGHT_

INSERTION_SORT) require also a fixed amount of pointers (and clearly there is no recursive call involved) the overall storage requirements are absolute minimum, that is $O(\log n)$.
5.2. Time bounds for the partition merge algorithm. Each of the steps of the partition merge runs in time linear on the length of the merged file. Hence the overall time bounds result:

$$
\begin{equation*}
T_{\mathrm{PARTM}}(U, V)=O(|U|+|V|) . \tag{5.1}
\end{equation*}
$$

This subsection will very briefly present the derivation of bounds for the different steps (with Step 5 treated in a slightly more detailed way). The reader is referred to [9] for a complete analysis. Throughout this subsection, $n$ will stand for $n=|U|+|V|$.
5.2.1. Time bounds for Steps $1,2,3,4,6$ and 7. Since $|B| \leqq\lceil\sqrt{n}\rceil$, bounds for Step 1 are

$$
\begin{equation*}
T_{1}=O(n)+O\left(\lceil\sqrt{n}\rceil^{2}\right)=O(n) \tag{5.2}
\end{equation*}
$$

Step 2 yields the merge of $U^{\prime}$ and $V^{\prime}$ when $\left|U^{\prime}\right| \leqq f$ or $\left|V^{\prime}\right| \leqq f$. Assume $\left|U^{\prime}\right| \leqq f$. When buffer merge is used, the time is trivially $O(n)$. Block merge is used when $\left|U^{\prime}\right|>b$, and in this case it can be shown that $\lambda\left(U^{\prime}\right) \leqq b$. Hence

$$
T_{2}=0\left(\left|U^{\prime}\right| \lambda(U)\right)+O\left(\left|V^{\prime}\right|\right)=O(f \cdot b)+O(|V|)=O(n)
$$

The case $\left|V^{\prime}\right| \leqq f$ is similar, and thus

$$
\begin{equation*}
T_{2}=O(n) \tag{5.3}
\end{equation*}
$$

In Step 3, the insertion takes

$$
\begin{equation*}
T_{3}=O\left(\left|T_{u}\right|+|V|\right)=O(|U|+|V|)=O(n) \tag{5.4}
\end{equation*}
$$

The fact that $f>(n-b) / b$, and $\left|U^{\prime \prime}\right|+\left|V_{1} \cdots V_{l}\right| \leqq n-b$ bound the segment insertion in Step 4, by

$$
\begin{equation*}
T_{4}=O\left((n-b)^{2} / f^{2}\right)+O(n-b)=O(n) \tag{5.5}
\end{equation*}
$$

By a completely similar analysis to the one for Step 2

$$
\begin{equation*}
T_{6}=O(n) \tag{5.6}
\end{equation*}
$$

Finally, in Step 7, the sort takes $O\left(b^{2}\right)$ and the block merge $O(n-b)+$ $O(b \lambda(B))$, but $\lambda(B)=b$

$$
\begin{equation*}
T_{7}=O\left(b^{2}\right)+O(n-b)+O\left(b^{2}\right)=O(n) \tag{5.7}
\end{equation*}
$$

5.2.2. Time bounds for Step 5. In order to compute these bounds, it is convenient to resort to the notation in §3. The segment insertion in Step 4 transforms $U^{\prime \prime} V^{\prime \prime}$ into $Y_{1} Z_{1} \cdots Y_{d} Z_{d} \cdots Y_{t} Z_{t} C_{t+1}$, where

$$
U^{\prime \prime}=Y_{1} \cdots Y_{d} \cdots Y_{t} \quad \text { and } \quad V^{\prime \prime}=Z_{1} \cdots Z_{d} \cdots Z_{t} C_{t+1} .
$$

Also, let $L_{d}$ be the last block of $Y_{d}$, and $F_{d}$ the first one of $Z_{d}$, thus renaming

$$
\begin{equation*}
Y_{d}=Y_{d}^{\prime} L_{d} \quad \text { and } \quad Z_{d}=F_{d} Z_{d}^{\prime} \quad \text { with }\left|L_{d}\right|=\left|F_{d}\right|=f . \tag{5.8}
\end{equation*}
$$

The finish up process of Step 5 can be viewed as:

```
for d:= t step - 1 until 1 do
    begin
        insert }\mp@subsup{L}{d}{}\mathrm{ into }\mp@subsup{F}{d}{}\mathrm{ , transforming }\mp@subsup{L}{d}{}\mp@subsup{F}{d}{}\mathrm{ into }\mp@subsup{F}{d}{\prime}\mp@subsup{L}{d}{}\mp@subsup{F}{d}{\prime\prime}
        merge }\mp@subsup{L}{d}{}\mathrm{ forward;
        merge FF
    end
```

Time bounds for insertion $\left(T_{I}\right)$. Clearly

$$
\begin{equation*}
T_{I}=\sum_{d} T_{\mathrm{INS}}\left(L_{d}, F_{d}\right)=O\left(\sum_{d}\left(\left|L_{d}\right|+\left|F_{d}\right|\right)\right)=O\left(\left|U^{\prime \prime}\right|+\left|V^{\prime \prime}\right|\right) . \tag{5.9}
\end{equation*}
$$

Time bounds for merges ( $T_{F}$ and $T_{B}$ ). The time bounds for block and buffer merge are functions of those records that are actually exchanged (see remarks at the end of $\S \S 2.2 .3$ and 4.2).

Claim 3.2 shows that during the finish up of $Y_{d} Z_{d}$, all the elements to the right of $C_{d+1}$ are already in their final position. Hence when merging $L_{d}$ forward, it merges into $F_{d}^{\prime \prime} Z_{d}^{\prime} C_{d+1}$, regardless of how far to the right of $C_{d+1}$ the merge limits point. So in order to bound the running time the process "merge $L_{d}$ forward" will be regarded as "merge $L_{d}$ forward into $F_{d}^{\prime \prime} Z_{d}^{\prime} C_{d+1}$ ".

A quite similar reasoning shows that "merge $F_{d}^{\prime}$ backward" is equivalent to "merge $F_{d}^{\prime}$ backward into $Y_{d}^{\prime}$ ".

There are two cases depending on whether block or buffer merge is used, and they will be analyzed separately:
(a) Case $b \geqq f$, BUFFER_MERGE: By (4.5) and (4.6)

$$
\begin{align*}
T_{F}+T_{B} & =\sum_{d} O\left(\left|L_{d}\right|\right)+\sum_{d} O\left(\left|F_{d}^{\prime \prime} Z_{d}^{\prime} C_{d+1}\right|\right)+\sum_{d} O\left(\left|F_{d}^{\prime}\right|\right)+\sum_{d} O\left(\left|Y_{d}^{\prime}\right|\right) \\
& =\sum_{d} O\left(\left|Y_{d}^{\prime} L_{d}\right|\right)+\sum_{d} O\left(\left|F_{d}^{\prime} F_{d}^{\prime \prime} Z_{d}^{\prime}\right|\right)+\sum_{d} O\left(\left|C_{d+1}\right|\right)  \tag{5.10}\\
& =O\left(\left|U^{\prime \prime}\right|+\left|V^{\prime \prime}\right|\right)
\end{align*}
$$

(b) Case $b<f$, BLOCK_MERGE: Here it is

$$
\begin{aligned}
T_{F}+T_{B}= & \sum_{d} O\left(\left|L_{d}\right| \lambda\left(L_{d}\right)\right)+\sum_{d} O\left(\left|F_{d}^{\prime \prime} Z_{d}^{\prime} C_{d+1}\right|\right) \\
& +\sum_{d} O\left(\left|Y_{d}\right|\right)+\sum_{d}\left(\left|F_{d}^{\prime}\right| \lambda\left(F_{d}^{\prime}\right)\right) \\
= & f \cdot O\left(\sum_{d} \lambda\left(L_{d}\right)\right)+O\left(V^{\prime \prime}\right)+O\left(U^{\prime \prime}\right)+f O\left(\sum_{d} \lambda\left(F_{d}^{\prime}\right)\right)
\end{aligned}
$$

Now, it can be shown that if $U$ is a segment $U=U_{1} U_{2} \cdots U_{k}$, then $\lambda(U)+k \geqq \sum_{1 \leqq i \leqq k} \lambda\left(U_{i}\right)$, and then

$$
T_{F}+T_{B}=O\left(\left|U^{\prime \prime}\right|+\left|V^{\prime \prime}\right|\right)+f O\left(\lambda\left(U^{\prime \prime}\right)+t\right)+f O\left(\lambda\left(V^{\prime \prime}\right)+t\right)
$$

And since $f>b$ implies $\lambda(U V)=b$ and $t \leqq b$

$$
\begin{equation*}
T_{F}+T_{B}=O(n)+2 f O(b+b)=O(n) . \tag{5.11}
\end{equation*}
$$

Overall bounds for Step 5. Clearly by (5.10) and (5.11)

$$
\begin{equation*}
T_{5}=O(n) \tag{5.12}
\end{equation*}
$$

6. The partition merge sort. The availability of a linear time merge algorithm gives rise to the possibility of an $(n \cdot \log n)$ time bounded sort. A few slightly different variations of the same basic strategy are possible, and [9] presents one of them in detail.

The sorting strategy consists of successive merging passes over the entire block to be sorted, each pass merging pairs of blocks of length 1,2 , $4, \cdots, 2^{i}, \cdots, 2^{k}$ until the entire file is sorted.

The time bounds for this sorting method are very easily computed since when sorting a block $U$, the merging passes are repeated up to

$$
k=\lceil\log |U|\rceil-1,
$$

and each pass is linear on the length of $U$. Then

$$
\begin{equation*}
T_{\mathrm{P}_{-} \mathrm{M}_{-} \text {SORT }}(U)=O(|U| \log |U|) . \tag{6.1}
\end{equation*}
$$

Clearly the partition merge sort can be implemented using a fixed amount of pointers over those used by the partition merge.
7. Conclusions. The most interesting of the results presented here is the partition merge algorithm, since as the reader was able to see, the partition merge sort resulted as a straightforward consequence of it.

By analyzing the previously published results, especially the work by Horvath [2], it can be concluded that there were two considerations that led to the general result presented here.

First, the utilization of an internal buffer, without any modification of the keys, to "mark" a permutation of a segment, allowed the segment insertion process to be implemented within extra storage bounds of $O(\log n)$ bits.

Secondly, the adaptivity of the algorithm to the characteristics of the file being processes (by proper choice of either BUFFER or BLOCK_MERGE) resulted in a linear time "finish up".

It is interesting to note that the operation " $p+q$ " on pointers is strictly needed only for the permutation of blocks in the SEGMENT_INSERT process (§ 4.3). All the other sums of pointer values could have been realized by successive " $p+1$ " operations within the same time and space bounds. It remains an open question whether these minimum time and space bounds are obtainable only with the primitives "exchange $(p, q)$ ", " $F(p) \leqq F(q) ", " p \pm 1 ", " p=q "$, and " $p:=q$ ".
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# THE DEPTH OF ALL BOOLEAN FUNCTIONS* 

W. F. McCOLL $\dagger$ and M. S. PATTERSON $\ddagger$


#### Abstract

Every Boolean function of $n$ arguments has a circuit of depth $n+1$ over the basis $\left\{f \mid f:\{0,1\}^{2} \rightarrow\{0,1\}\right\}$.


Key words. depth, Boolean functions, complexity, circuit, formula

1. Introduction. Spira showed in [3] that any $n$ argument Boolean function has a circuit of depth $n+\log ^{*} n$ where

$$
\log ^{*}(n)=\left(\text { if } n \leqq 1 \text { then } 0 \text { else } \log ^{*}\left(\log _{2} n\right)+1\right)
$$

Upper bounds on depth for specific values of $n$, given by Preparata and Muller [2], are

$$
\begin{array}{ll}
n & \text { for } n \leqq 8 \\
n+1 & \text { for } n \leqq 2^{8}+8=264 \\
n+2 & \text { for } n \leqq 2^{264}+264 \\
\text { etc.; } &
\end{array}
$$

whereas Knuth has shown, by computer analysis, that there are four argument Boolean functions requiring depth 4.

In this paper, we describe constructions which yield an upper bound of $n+1$ for all values of $n$, and bounds of the form $n+O(1)$ for circuits over various restricted bases.
2. Schemes. Our present constructions, and all previous ones for minimizing depth that we know of, have the property of being "uniform" for all functions of $n$ arguments. The same directed graph with the same assignment of arguments to inputs is used for all the functions, the necessary variation being only in the assignment of base functions to the nodes. Lupanov's construction for minimizing formula size [1] is notable for escaping this form. We formalize this restriction in our definition of "circuit scheme" and show that for schemes our construction achieves the optimal depth to within an additive constant.

Let $B=\{0,1\}$ and $B_{n}=\left\{f: B^{n} \rightarrow B\right\} . X_{n}=\left\langle x_{0}, x_{1}, \cdots, x_{n-1}\right\rangle$ is the set of formal arguments we shall use in formulae and circuits.

Definition. A circuit scheme is a connected acyclic directed graph in which nodes have either in-degree 2 (gates) in which case the pair of incoming arcs are ordered, or else in-degree 0 (input nodes) in which case an argument $x_{i}$ is assigned to the node. A formula scheme is a circuit scheme in which all gates have out-degree at most one.

Let $C_{n} \subseteq B_{n}$ and $b \subseteq B_{2}$. A circuit scheme $S$ covers $C_{n}$ over basis $b$ if for each $f \in C_{n}$ there is an assignment of functions from $b$ to the gates of $S$ such that the

[^55]

Fig. 1
resulting circuit computes $f$. Figure 1 shows a formula scheme which covers $B_{3}$ over basis $B_{2}$. This follows from the expansion

$$
f\left(x_{0}, x_{1}, x_{2}\right)=\left(x_{0} \bigwedge f_{1}\left(x_{1}, x_{2}\right)\right) \oplus f_{0}\left(x_{1}, x_{2}\right)
$$

where $\oplus$ denotes sum modulo $2, f_{0}\left(x_{1}, x_{2}\right)=f\left(0, x_{1}, x_{2}\right)$ and $f_{1}\left(x_{1}, x_{2}\right)=$ $f\left(1, x_{1}, x_{2}\right) \oplus f\left(0, x_{1}, x_{2}\right)$. We have verified that this is the unique formula scheme (to within obvious symmetries) with fewer than five gates that covers $B_{3}$. Its depth of 3 is therefore optimal. A general lower bound on the depth of schemes can be proved by a simple counting argument.

Theorem 1. Any circuit scheme which covers $B_{n}$ over any basis $b \subseteq B_{2}$ has depth at least $n-1$. Furthermore if $|b| \leqq 4$ or $|b|=2$ the depth is at least $n$ or $n+1$ respectively.

Proof. A scheme of depth $D$ has at most $2^{D}-1$ gates, and so by varying the assignment to gates from $b$ it can cover at set of at most $|b|^{2 D-1}$ different functions. Since $\left|B_{n}\right|=2^{2 n}$ we have

$$
|b|^{2 D-1} \geqq 2^{2^{n}}
$$

which yields the stated bounds.
In the next three sections we describe the main result of the paper, a scheme of depth $n+1$ to cover $B_{n}$ over the basis $B_{2}$.
3. Outline of construction. Our starting point is a pair of familiar dual expansions for Boolean functions. Let $Y=\left\langle y_{1}, \cdots, y_{k}\right\rangle$ and $Z=\left\langle z_{1}, \cdots, z_{m}\right\rangle$ be sets of binary variables. Any function $f(Y, Z)$ in $B_{k+m}$ may be expressed as a disjunctive expansion about $Z$ by

$$
f(Y, Z)=\bigvee_{C \in B^{m}} \delta_{C}(Z) \wedge f(Y, C)
$$

where

$$
\delta_{C}(Z)= \begin{cases}1 & \text { if } Z=C \\ 0 & \text { otherwise }\end{cases}
$$

The dual conjunctive expansion about $Z$ is

$$
f(Y, Z)=\bigwedge_{C} \bar{\delta}_{C}(Z) \bigvee f(Y, C)
$$

where $\bar{\delta}_{C}$ is the complement (negation) of $\delta_{C}$.
Each $\delta$ or $\bar{\delta}$ term requires a formula of depth only $\left\lceil\log _{2} m\right\rceil$ and in each case the total depth used exceeds the maximum for $\delta_{C}, \bar{\delta}_{C}$ and $f(Y, C)$ by $m+1$. The outer disjunctions or conjunctions over $2^{m}$ subformulae need depth $m$ and one extra level is used for the single conjunction or disjunction used to attach the $\delta$ 's or $\bar{\delta}$ 's. It is the accumulation of these extra single levels in a recursive expansion about successive subsets of arguments which accounts for the $\log ^{*} n$ term in Spira's bound. We plan to avoid these increments.

Consider one term $\delta_{C}(Z) \wedge f(Y, C)$ of the disjunctive expansion. We may ensure that $f(Y, C)$ is expressed as a conjunction of many small terms by using the conjunctive expansion for the next subset of arguments. Using the associativity of conjunction we might attempt to reassociate $\delta_{C}$ into $f(Y, C)$ but unfortunately the number of subterms of $f(Y, C)$ will be exactly a power of two. Our seemingly reckless solution is to discard one of these terms to make room for $\delta_{C}$, and to be content with an "approximation" to the original function. To accomplish this ruse for each expansion we alternate disjunctive and conjunctive expansions about successive subsets of variables. The result of this first construction will be a formula of depth only $n$, but it will represent merely an approximation to the required function.

In the surprising finale we are able to show that the true function may be achieved by not-equivalencing $(\oplus)$ this preliminary result with a second function which we can generate using the whole construction recursively in depth $n$ also. The result is therefore of depth $n+1$.

In the details of the first construction, some attention must be paid to the sequence of cardinalities of the expansion subsets, and the way in which a term is omitted from the expansions is not quite straightforward. We shall describe our construction in terms of formulae rather than more abstractly as schemes. It will be clear throughout however that the formulae are uniform.
4. Initial construction. To define the subsets of arguments for the expansion, let $R_{0}, R_{1}, \cdots, R_{p}$ be a partition of $X_{n}$ with $\left|R_{i}\right|=r_{i}$ for all $i$. We shall use the simple sequence $\left\langle r_{0}, \cdots, r_{p}\right\rangle$ defined by

$$
\begin{array}{ll}
r_{0}=2, \\
r_{i}=i+1 & \text { for } 0<i<p, \\
r_{p}=n-S_{p-1} & \text { where } S_{m}=\sum_{i=0}^{m} r_{i}
\end{array}
$$

and where $p$ is maximal such that

$$
\frac{p(p+1)}{2}+1<n .
$$

For example, if $n=17$, we have $\langle 2,2,3,4,5,1\rangle$. We can equally well use for our present purposes any sequence of positive integers satisfying
(i) $r_{0}=r_{1}=2$,
(ii) $S_{p}=n$,
(iii) $\quad r_{m} \leqq 2^{s_{m-2}} \quad$ for $m \geqq 2$ and $m$ even,
(iv) $r_{m} \leqq 2^{S_{m-2}}-2^{S_{m-3}}$ for $m \geqq 3$ and $m$ odd.

The fastest-growing sequence satisfying (i)-(iv) begins for large $n$ with $\left\langle 2,2,4,12,256,2^{20}-256,2^{276}, \cdots\right\rangle$.

The following definition allows us to describe the kind of function we can produce with the initial construction.

Definition. Given $S=\left\{R_{1}, \cdots, R_{k}\right\}$ where $R_{j} \subseteq X_{n}$ for all $1 \leqq j \leqq k$, we define $g\left(X_{n}\right)$ to be $S$-simple if

$$
\begin{array}{cl}
g\left(X_{n}\right)=0 & \text { whenever } R_{j}=\mathbf{0} \text { for some } R_{j} \in S, \\
& \text { where } \mathbf{0}=\langle 0,0, \cdots, 0\rangle .
\end{array}
$$

After the outline of $\S 3$ we are prepared for the initial construction.
Theorem 2. For $n>4$, every $\left\{R_{1}, \cdots, R_{p-1}\right\}$-simple function $g\left(X_{n}\right)$ has a formula of depth $n$.

Proof. Since $n>4$, then $p>1$. We express $g$ as an expansion about $R_{p}$ which is disjunctive if $p$ is odd and conjunctive if $p$ is even. Each of the $2^{r_{p}}$ terms in this expansion is expressed in depth $S_{p-1}$ by using the results and constructions of the following lemma.

For an inductive proof we must incorporate a more detailed specification of the formulae at each stage.

Lemma. Let $R_{0}, R_{1}, \cdots, R_{m}(m>0)$ be disjoint sets of arguments with cardinalities $r_{0}, \cdots, r_{m}$ satisfying conditions (i), (iii) and (iv) above. Then for any function $g\left(R_{0}, \cdots, R_{m}\right)$, which is $\left\{R_{1}, \cdots, R_{m}\right\}$-simple, there is a formula for $g$ consisting of:

Case (a) if m is odd, a disjunction of $2^{r_{m}}-1$ subformulae each of depth $S_{m-1}$;
Case (b) if $m$ is even, a conjunction of $2^{r_{m}}-1$ subformulae each of depth $S_{m-1}$ and another subformula of depth $S_{m-2}$.

Proof. We proceed by induction on $m$ using two alternative expansions about $R_{m}$. In Case (a),

$$
g\left(R_{0}, \cdots, R_{m}\right)=\bigvee_{C \neq \mathbf{0}}\left(\delta_{C}\left(R_{m}\right) \wedge g_{C}\left(R_{0}, \cdots, R_{m-1}\right)\right)
$$

and in Case (b),

$$
g\left(R_{0}, \cdots, R_{m}\right)=\bar{\delta}_{\mathbf{0}}\left(R_{m}\right) \bigwedge \bigwedge_{C \neq \mathbf{0}}\left(\bar{\delta}_{C}\left(R_{m}\right) \bigvee g_{C}\left(R_{0}, \cdots, R_{m-1}\right)\right)
$$

where in each case $g_{C}=g\left(R_{0}, \cdots, R_{m-1}, C\right)$.
The validity of these expansions is easily verified. If $m=1$, then the first expansion is of the required form since both $\delta_{C}$ and $g_{C}$ have depth 1 and so we have a disjunction of 3 formulae of depth 2. If $m>1$ and $m$ is odd then in the same expansion we may, by the inductive hypothesis, take $g_{C}$ to be a conjunction of $2^{r_{m-1}}-1$ subformulae of depth $S_{m-2}$ and a smaller subformula of depth $S_{m-3}$.


Fig. 2
Since $\delta_{C}$ is essentially a conjunction of $r_{m}$ arguments and $r_{m} \leqq 2^{S_{m-2}}-2^{S_{m-3}}$, it may be conjoined with the smaller subformula to produce a formula of depth $S_{m-2}$. The resulting conjunction of $2^{r_{m-1}}$ formulae of depth $S_{m-2}$ can be written in depth $r_{m-1}+S_{m-2}=S_{m-1}$. The requirements of Case (a) are thereby met. If $m$ is even then the second expansion is used, the $\bar{\delta}_{C}$ are themselves of depth $S_{m-2}$ and Case (b) is easily satisfied.


Fig. 3


Fig. 4
The lemma may be illustrated with $n=17, m=3$ and the sequence $\langle 2,2,3,10\rangle$. The resulting formula for $g\left(R_{0}, R_{1}, R_{2}, R_{3}\right)$ is a disjunction of 1023 formulae each of the form shown in Fig. 2. The leftmost subformula of Fig. 2 is given in more detail in Fig. 3, where the base functions associated with certain gates are not defined if they depend on $D$.

Each of the $h_{C}\left(R_{0}, R_{1}, R_{2}\right)$ subformulae from Fig. 2 are of the form illustrated in Fig. 4, where the base functions associated with unmarked gates depend on $C$.
5. Main result. It remains to be shown how formulae for arbitrary functions are to be derived from the construction just described for simple functions.

Lemma. Suppose $R_{1}, \cdots, R_{k}$ are disjoint subsets of $X_{n}$. For all $f\left(X_{n}\right)$, there exist $f_{1}\left(X_{n}-R_{1}\right), \cdots, f_{k}\left(X_{n}-R_{k}\right)$ such that $g_{k}\left(X_{n}\right)=f \oplus \oplus_{i=1}^{k} f_{i}$ is $\left\{R_{1}, \cdots, R_{k}\right\}$-simple.

Proof. This is by induction on $k$. The lemma holds trivially for $k=0$. Let $k>0$, and suppose the result is true for $k-1$. Then, there exists $f_{1}\left(X_{n}-R_{1}\right), \cdots, f_{k-1}\left(X_{n}-R_{k-1}\right)$ such that for all $j, 1 \leqq j<k$,

$$
R_{j}=\mathbf{0} \Rightarrow g_{k-1}\left(X_{n}\right)=f \oplus \bigoplus_{i=1}^{k-1} f_{i}=0
$$

We define

$$
f_{k}\left(X_{n}-R_{k}\right)= \begin{cases}0 & \text { if } \exists i, 1 \leqq i<k, R_{i}=\mathbf{0}, \\ g_{k-1} & \text { with arguments } R_{k} \text { set to } \mathbf{0}, \text { otherwise } .\end{cases}
$$

It is evident that $g_{k}$ has the required property.
The principal result of the paper is now readily proved.

Theorem 3. For all $n, n \geqq 1$, there is a formula scheme with depth $n+1$ which covers $B_{n}$ over $B_{2}$.

Proof. Schemes for $B_{1}, B_{2}$ are obvious, while for $B_{3}, B_{4}$ expansions can be made about 1 and 2 arguments respectively to yield schemes of depth 3 and 4.

By the previous lemma and properties of $\oplus$, any function $f\left(X_{n}\right)$ may be expressed as $g\left(X_{n}\right) \oplus \bigoplus_{i=1}^{p-1} f_{i}\left(X_{n}-R_{i}\right)$ where $g\left(X_{n}\right)$ is $\left\{R_{1}, \cdots, R_{p-1}\right\}$-simple, and the $R_{i}$ are defined at the beginning of $\S 4$. For $n>4$, Theorem 2 yields a formula of depth $n$ for $g\left(X_{n}\right)$, to which we must "add" appropriate functions $f_{1}, \cdots, f_{p-1}$ where $f_{i}$ has $n_{i}=n-i-1$ arguments. Whenever $n_{i} \leqq 4$, a formula for $f_{i}$ is constructed directly, otherwise the present construction is used recursively to yield a formula of depth $n_{i}+1=n-i$.

Thus $f$ is expressible as

$$
g\left(X_{n}\right) \oplus \bigoplus_{i=1}^{n-1} f_{i}\left(X_{n}-R_{i}\right)
$$

or, after reassociation, as

$$
g \oplus\left(f_{1} \oplus\left(f_{2} \oplus\left(\cdots \oplus f_{p-1}\right)\right) \cdots\right)
$$

Since $f_{i}$ has depth $n-i$ for $i=1, \cdots, p-1$, the latter represents a formula of depth $n+1$.

Again it is clear that the construction is uniform and thus yields a scheme.
6. Restricted bases. The formulae considered so far have used all of $B_{2}$ as the basis. Provided that the basis $b$ permits a scheme to cover $B_{2}$ and contains at least one function from each of the following three types:

$$
\begin{array}{ll}
\wedge \text {-type } & p^{*} \bigwedge q^{*} \\
\bigvee \text {-type } & p^{*} \bigvee q^{*} \\
\oplus \text {-type } & p^{*} \oplus q
\end{array}
$$

where a starred variable represents either the variable or its complement, the construction can be followed more or less as before, complementing subformulae as necessary to achieve an upper bound of $n+\left(\right.$ depth of a scheme to cover $\left.B_{2}\right)$.

An interesting basis is the set which excludes the two $\oplus$-type functions. In using this unate basis we may replace $\oplus$ by

$$
p \oplus q=(p \wedge \bar{q}) \bigvee(\bar{p} \wedge q)
$$

In order to fit in the correcting functions efficiently we choose a new sequence

$$
\left\langle r_{0}, r_{1}, r_{2}, \cdots\right\rangle=\langle 2,2,4,6,8,10, \cdots\rangle
$$

so that each $f_{i}$ contains $\underline{2}$ fewer arguments than the previous one. The result is a scheme of depth $n+3$.

CONJECTURE. For any $b \subseteq B_{2}$, if there is a scheme over $b$ which covers $B_{2}$ then there is a constant $c$ such that for all $n$ there is a scheme over $b$ of depth $n+c$ which covers $B_{n}$.

For $b=\left\{\operatorname{NAND}, \pi_{1}\right\}\left(\right.$ where $\operatorname{NAND}(p, q)=\bar{p} \bigvee \bar{q}$ and $\left.\pi_{1}(p, q)=p\right)$ we have, at present, achieved no better than $n+O\left(\log ^{*} n\right)$.

We must distinguish the notions of complete bases for formulae and for schemes. For example, $b=\{$ NAND $\}$ is complete for formulae but obviously no singleton basis can be complete for schemes; hence the condition on $b$ is necessary in the conjecture.
7. Conclusion. We have described a uniform scheme for expressing all $n$ argument Boolean functions in depth $n+1$, and have matched this upper bound with a lower bound of $n-1$ under the restriction of uniformity. For a basis of unate functions only, our upper bound is $n+3$.

In our construction we used a sequence $\langle 2,2,3,4,5, \cdots\rangle$, but a sequence which grows much faster could be used instead. The effect of the choice of sequence on formula size has not been considered but easy counting arguments limit the possible size to within $2^{n-1}$ and $2^{n+1}$ for our method. Lupanov's construction [1] yields formulas of sizes about $2^{n} / \log _{2} n$, though not of course using schemes. This raises the following question.

Open problem. Does a lower bound of $n-O(1)$ on depth hold for formulae as well as schemes?
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# SOME PRESERVATION PROPERTIES OF NORMAL FORM GRAMMARS* 
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#### Abstract

The normal form grammars, such as those developed by Chomsky and Greibach, preserve certain properties of the original grammar. Ordinarily attention is only directed to weak equivalence, that is, that the original grammar and its normal form version both generate the same language. By paying greater attention to the functions carrying a grammar to its normal form, considerably stronger preservation properties can be proved. We demonstrate that several normal forms preserve ambiguities. More surprisingly, a variant of Chomsky's normal form, called canonical two form, forms an adjunction in connection with the original grammar. This fact shows that canonical two form preserves a large number of the structural properties of the original grammar. In particular, we show that the canonical two form is $L R(k)$ iff the original grammar is $L R(k)$, strengthening a result of Gray and Harrison. Preservation of structural properties such as ambiguity is important in semantic considerations, and the methods given for the determination of property preservation'seem to be of general applicability.


Key words. normal form grammars, syntactic structures, ambiguity, syntax category, grammar functors, adjunction

1. Introduction. The literature contains numerous instances of normal form grammars. In every case, a grammar $G$ and its normal form $G^{\prime}$ are shown to be weakly equivalent, that is $L(G)=L\left(G^{\prime}\right)$. In almost every case, no more is shown. In fact, the normal form grammars preserve a large amount of the structure present in the original grammar. How much structure is preserved depends on the normal form. Intuitively, Chomsky's normal form preserves almost everything while Greibach's normal form, due to left recursion removal, preserves very little. This intuition suggests that there is a classification of normal forms by how much structure is preserved. Our intent in this paper is to give some precision to these preservation ideas.

The structures of primary interest are the syntactic structures assigned to strings by the grammar. If the grammar is context-free the syntactic structures are $p$-markers or derivation trees. For general phrase-structure grammars, the syntactic structures are similarity classes of inessentially distinct derivations (Hotz [18], Griffiths [16], Benson [6], [8]). Both context-free and type 0 grammars are considered in developing preservation properties of normal forms. For contextsensitive grammars there are at least three distinct notions of syntactic structure (Benson [6], Woods [31], Peters and Ritchie [24]). For this reason contextsensitive grammars are not considered in this note, although the preservation theory developed here should apply to context-sensitive grammars as well.

The interest in syntactic structures arises from syntax-directed translations and various notions of semantics for formal languages. In both cases the syntax, not the strings, are the entities of primary interest. In this situation one wishes to discover the extent to which normal form transformations preserve the syntax. The preservation theory given is basic in that we restrict attention to the

[^56]"homomorphic" transformations. In the categorical framework used, these are the functors from one syntax category to another. There is ample evidence in the literature to show that functors are the basic homomorphisms of syntactic structures (Benson [8], Walter [30], Bertsch [9] and [10], Schnorr [26], Schnorr and Walter [27], Walter [29], Hotz and Claus [20]). Concepts such as coverings (Gray and Harrison [14], Aho and Ullman [2]) do not preserve all the structure available and are rather more difficult to work with.

These homomorphisms are exactly what are needed to transfer the semantics between grammars without going to the complexities involved in syntax-directed translations (Alagić [3], Benson [7]).
2. Categories and grammars. The basic notions of categories and functors are assumed known to the reader (MacLane [22], Herrlich and Strecker [17], Arbib and Manes [4]). However, we compose arrows (morphisms) in arrow-order. That means: if $f: \alpha \rightarrow \beta, g: \beta \rightarrow \gamma$ are arrows in a category then the composite arrow, "first $f$, then $g$ ", is denoted $f \circ g: \alpha \rightarrow \gamma$. The sign for composition, $\circ$, is frequently elided. In category $\mathbf{C}$ the set of all arrows from $a$ to $b$ is denoted $\mathbf{C}(a, b)$. A strict monoidal category (MacLane [22, p. 171]) is a triple $(\mathbf{C},+, \lambda)$ where $\mathbf{C}$ is a category, $+: \mathbf{C} \times \mathbf{C} \rightarrow \mathbf{C}$ is a bifunctor and $\lambda$ is a designated object of $\mathbf{C}$, all subject to the axioms:
(i) For all $x, y, z$, arrows of $\mathbf{C},(x+y)+z=x+(y+z)$.
(ii) For all $\alpha, \beta, \gamma$, objects of $\mathbf{C},(\alpha+\beta)+\gamma=\alpha+(\beta+\gamma)$.
(iii) For all $x$, an arrow of $\mathbf{C}, x+1_{\lambda}=x=1_{\lambda}+x$, where $1_{\lambda}$ is the categorical identity at $\lambda$.
(iv) For all $\alpha$, an object of $\mathbf{C}, \alpha+\lambda=\alpha=\lambda+\alpha$.

These axioms cause the objects of $\mathbf{C}$ to be a monoid under + with unit element $\lambda$. Our interest lies in the case that this object-monoid is the free monoid over some alphabet $V$.

Let $\left(V^{*},+, \lambda\right)$ be the free monoid over $V$ where + denotes string concatenation and $\lambda$ the null string. The general notion of rewriting system used in this note is defined after we develop the notion of directed graph (diagram scheme, precategory, MacLane [22, pp.48-49]) needed here. A directed graph ( $O, R, d, c$ ) consists of a set of nodes $O$, a set of $\operatorname{arcs} R$ and two functions, $d, c: R \rightarrow O$. $d: R \rightarrow O$ assigns the domain (source) node to each arc, $c: R \rightarrow O$ assigns the codomain (target) node to each arc. Thus $r \in R$ is an arc from $d(r)$ to $c(r)$, $r: d(r) \rightarrow c(r)$. Note that several arcs may share the same source and target. An indexed general rewriting system ( $V^{*}, R, d, c,+, \lambda$ ) consists of a free monoid $\left(V^{*},+, \lambda\right)$ and a directed $\operatorname{graph}\left(V^{*}, R, d, c\right)$. The entire note is stated in terms of indexed rewriting systems and grammars with indexed rules since the index proves to be technically useful. We write $\left(V^{*}, R\right)$ for $\left(V^{*}, R, d, c,+, \lambda\right)$.

Consider the rewriting system $P=\left(V^{*}, R\right)$ underlying a grammar $G$. $P$ may also be considered as a function, $P: R \rightarrow V^{*} \times V^{*}: r \mapsto(d(r), c(r))$. Rather than $P(r)=(\alpha, \beta)$ we follow the usual convention in grammar theory and write $P(r)=\alpha \rightarrow \beta$. In this view, the rewrite rules are indexed by $R$ via the function $P: R \rightarrow V^{*} \times V^{*}$.
$\left(V^{*}, R\right)$ generates a free strict monoidal category (Hotz [18]), which we call the syntax category for $\left(V^{*}, R\right)$ and denote $\mathbf{S}\left(V^{*}, R\right)$ or just $\mathbf{S}$ when the generating
indexed general rewriting system is clear. A full development of $\mathbf{S}\left(V^{*}, R\right)$ is given in Benson [8]. Here it suffices to note the following: An arrow in $\mathbf{S}$, say $f: \alpha \rightarrow \beta$, is a "derivation" from $\alpha$ to $\beta$. The arrows are isomorphic to derivation trees if the rewriting system is context-free. For general rewriting systems the arrows are similarity classes of inessentially distinct derivations. If $f: \alpha \rightarrow \beta$ and $g: \beta \rightarrow \gamma$ are derivations in $\mathbf{S}$, then the composite derivation $f g: \alpha \rightarrow \gamma$ is the derivation of first deriving by $f$ and then deriving by $g$. For $f: \alpha \rightarrow \beta$ and $g: \gamma \rightarrow \delta$ in $\mathbf{S}$, the concatenate $f+g: \alpha+\gamma \rightarrow \beta+\delta$ is the derivation from the string $\alpha \gamma=\alpha+\gamma$ to the string $\beta \delta=\beta+\delta$ which consists of deriving by $f$ on the left, and in parallel, by $g$ on the right. If $f: \alpha \rightarrow \beta$ is a derivation the source, or domain, string is denoted by $d(f)=\alpha$. The target, or codomain, string is denoted by $c(f)=\beta$.

Using the notion of syntax category gives a convenient algebraic setting for explorations of normal form. Every derivation in $\mathbf{S}\left(V^{*}, R\right)$ has a length, the number of rewrite rule instances used in it, so every nonidentity derivation $f$ may be written as the composite of terms, each term being of length one. That is,

$$
f=\bigcirc_{i=1}^{n} f_{i}=f_{1} \circ f_{2} \circ \cdots \circ f_{n}
$$

where $f_{i}=1_{\mu_{i}}+r_{i}+1_{\nu_{i}}$ with $\mu_{i}, \nu_{i} \in V^{*}, r_{i} \in R, 1 \leqq i \leqq n$. If $r_{i}: \alpha \rightarrow \beta$ then the domain of $f_{i}$ is $d\left(f_{i}\right)=\mu_{i}+d\left(r_{i}\right)+\nu_{i}=\mu_{i} \alpha \nu_{i}$ and the codomain of $f_{i}$ is $c\left(f_{i}\right)=$ $\mu_{i}+c\left(r_{i}\right)+\nu_{i}=\mu_{i} \beta \nu_{i}$. For this reason terms are denoted by $f_{i}=\mu_{i}+r_{i}+\nu_{i}$, letting the strings $\mu_{i}$ and $\nu_{i}$ denote the identities, derivations of length zero, $1_{\mu_{i}}$ and $1_{\nu_{i}}$. For $f=\bigcirc_{i=1}^{n} f_{i}$, each $f_{i}$ a term, the length of $f$ is $l(f)=n$. The composition of terms $\bigcirc_{i=1}^{n}\left(\mu_{i}+r+\nu_{i}\right)$ is canonical if for all $i, 1 \leqq i \leqq n, l\left(\mu_{i+1}\right)<l\left(\mu_{i}+c\left(r_{i}\right)\right)$. The composition is cocanonical if for all $i, 1 \leqq i<n, l\left(\nu_{i+1}\right)<l\left(c\left(r_{i}\right)+\nu_{i}\right)$. As Hotz [18] and others have shown, every derivation has a unique canonical representation and a unique cocanonical representation if the grammar is type 0 .

The concatenate of derivations $g_{i}$ may be written as

$$
g=\sum_{i=1}^{n} g_{i}=g_{1}+g_{2}+\cdots+g_{n}
$$

With this orientation, our grammars are defined slightly differently than usual. Let $P=\left(V^{*}, R\right)$ be an indexed general rewriting system. Let $\Sigma$ and $N$ be sets such that $\Sigma \cup N=V, \Sigma \cap N=\varnothing . \Sigma$ is the set of external or terminal symbols; $N$ is the set of internal or nonterminal symbols. Call $\zeta \in N^{*}$ the point or start string. With this, $G=(N, \Sigma, P, \zeta)$ is a grammar. The syntax category of the underlying rewriting system $P$ is denoted by $S(G)$ or by $S$ when the intended grammar is clear from context. The language generated by grammar $G=(N, \Sigma, P, \zeta)$ is $L(G)=$ $\left\{\omega \in \Sigma^{*} \mid \mathbf{S}(\zeta, \omega) \neq \varnothing\right\}$. Otherwise stated, $\omega \in L(G)$ just in case there is a derivation from $\zeta$ to $\omega, f: \zeta \rightarrow \omega$, and $\omega \in \Sigma^{*}$.

However, the primary interest in derivations is for semantic reasons. Several notions of semantics for formal languages and programming languages depend on the derivations to give semantic content to the sentences of the language (Benson [6], Goguen et al. [13]). Indeed the same dependence exists for the various versions of syntax-directed translations (Alagić [3]) and the relationships between syntax-directed translations and semantics (Benson [7], Buttelmann [11], Knuth [21]). An interpretation is a functor from the syntax category to some semantic
category-the category of sets and functions in Benson [6]. Goguen et al. [13] generalize to other notions of the syntactic-semantic distinction, but always functorially.

On semantic grounds then, it is important to find the exact method of mapping between grammars to discover how the semantics or interpretation is to be preserved.

Let $\mathbf{S}$ and $\mathbf{S}^{\prime}$ be syntax categories. A syntax functor, $F: \mathbf{S} \rightarrow \mathbf{S}^{\prime}$ is a functor which preserves concatenation and the null string; $F(\alpha+\beta)=F(\alpha)+F(\beta), F(f+g)=$ $F(f)+F(g)$, and $F(\lambda)=\lambda$. In other words, a syntax functor is a strict monoidal functor between free strict monoidal categories. A grammar functor, $F: \mathbf{S}(G) \rightarrow$ $\mathbf{S}\left(G^{\prime}\right)$, is a syntax functor carrying internal symbols to internal symbol strings, external symbols to external symbol strings, and the point of $G$ to the point of $G^{\prime}$. Symbolically, let $G=(N, \Sigma, P, \zeta)$ and $G^{\prime}=\left(N^{\prime}, \Sigma^{\prime}, P^{\prime}, \zeta^{\prime}\right)$ be grammars. $F: \mathbf{S}(G) \rightarrow$ $\mathbf{S}\left(G^{\prime}\right)$ is a grammar functor if $F$ is a syntax functor and
(i) $F(A) \in\left(N^{\prime}\right)^{*}$ for all $A \in N$,
(ii) $F(a) \in\left(\Sigma^{\prime}\right)^{*}$ for all $a \in \Sigma$, and
(iii) $F(\zeta)=\zeta^{\prime}$.

A grammar functor is externally fixed if $\Sigma=\Sigma^{\prime}$ and $F(a)=a$ for all $a \in \Sigma$. This much apparatus gives the first useful result.

Lemma 1. Let $G=(N, \Sigma, P, \zeta)$ and $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, \zeta^{\prime}\right)$ be grammars with common external alphabet $\mathbf{\Sigma}$. Let $F: \mathbf{S}(G) \rightarrow \mathbf{S}\left(G^{\prime}\right)$ be an externally fixed grammar functor. Then $L(G) \subseteq L\left(G^{\prime}\right)$.

Proof. Let $\mathbf{S}=\mathbf{S}(G), \mathbf{S}^{\prime}=\mathbf{S}\left(G^{\prime}\right)$. Since $F$ is a functor, if $\mathbf{S}(\alpha, \beta) \neq \varnothing$ then $\mathbf{S}^{\prime}(F(\alpha), F(\beta)) \neq \varnothing$. Thus for all $\omega \in \Sigma^{*}, \mathbf{S}(\zeta, \omega) \neq \varnothing$ implies $\mathbf{S}^{\prime}(\zeta, \omega) \neq \varnothing$.

Many proofs of language containment in the literature are an application of this simple lemma, which is a variant of Hilfsatz 7 of Hotz and Claus [20, p. 73].

Appealing to the lemma is considerably more satisfactory than the usual trivial proof by induction given, or appealed to, in each separate case. As the proof of Lemma 1 shows, no induction argument is actually required.

Since $\mathbf{S}(G)$ is a freely generated strict monoidal category, to define a grammar functor $F$ it suffices to specify $F$ on the vocabulary $V=N \cup \Sigma$ and to specify $F$ on the rewrite rules $R$. Free generation takes care of the rest of $\mathbf{S}(G)$. The only portion of this which requires care is to ensure that $F$ is indeed a functor. That is, if $R: \alpha \rightarrow \beta$ is a rewrite rule then $F(r)$ must rewrite $F(\alpha)$ into $F(\beta)$. This principle may be stated precisely as follows.

Standard result. Let RWS be the category of all indexed general rewriting systems and homomorphisms between them. These homomorphisms preserve both the monoid structure of the nodes and the source, target structure of the arcs. Let FSM-Cat be the category of all strict monoidal categories whose object set is a free monoid under the bifunctor together with the strict monoidal functors between them. Let $\mathscr{F}$ : FSM-Cat $\rightarrow$ RWS be the "forgetful" functor which forgets the composition and concatenation of arrows. Then there is a unique functor S: RWS $\rightarrow$ FSM-Cat which assigns to each indexed general rewriting system $\left(V^{*}, R\right)$ its syntax category $\mathbf{S}\left(V^{*}, R\right)$. There is an $\mathbf{R W S}$-homomorphism $I:\left(V^{*}, R\right) \rightarrow \mathscr{F}\left(\mathbf{S}\left(V^{*}, R\right)\right)$ which is the identity on each string and each rewrite rule. Now, let $\mathbf{C}$ be any syntax category and $f:\left(V^{*}, R\right) \rightarrow \mathscr{F}(\mathbf{C})$ a homomorphism. Then there is a unique syntax functor $F: \mathbf{S}\left(V^{*}, R\right) \rightarrow \mathbf{C}$ such that $f=I \circ \mathscr{F}(F)$ as in


Fig. 1
the commutative diagram on the right of Fig. 1. Hence giving the functor data, $f$, on the rewriting system suffices to uniquely define the entire syntax functor, $F$. We have left out the details which may be completed in analogy to II. 7 in MacLane [22].

The other portion of showing language equality via grammar functors requires a preliminary notion. If $F: \mathbf{C} \rightarrow \mathbf{D}$ is an arbitrary functor, $F$ may be restricted to each of the sets $\mathbf{C}(a, b)$ where $a$ and $b$ are objects of $\mathbf{C}$. The definition is

$$
F(a, b): \mathbf{C}(a, b) \rightarrow \mathbf{D}(F(a), F(b)): x \mapsto F(x) .
$$

With this control over each hom-set, $\mathbf{C}(a, b)$, we have
Lemma 2. With the hypotheses of Lemma 1 , if $F(\zeta, \omega)$ is a surjection for each $\omega \in \Sigma^{*}$, then $L(G)=L\left(G^{\prime}\right)$.

Proof. If $F(\zeta, \omega)$ is a surjection, then $\mathbf{S}(\zeta, \omega)=\varnothing$ implies $\mathbf{S}^{\prime}\left(\zeta^{\prime}, \omega\right)=\varnothing$.
Lemmas 1 and 2 provide a fundamental method of demonstrating the weak equivalence of two grammars: set up a functor and show the surjective property. Surjectivity is a remarkably elusive property to characterize. Hotz and others have worked on this for several years. Hotz [19] provides a review of all but the latest work on grammar functor surjectivity. See Bertsch [9], [10] for the latest work.

Because of this difficulty it is usually easier, although not necessarily trivial, to prove the stronger property that the functor is full. A functor $F: \mathbf{C} \rightarrow \mathbf{D}$ is said to be full if for every pair of objects, $(a, b)$, of $\mathbf{C}, F(a, b)$ is surjective (MacLane [22, p. 14]).

Corollary 3. With the hypotheses of Lemma 1 , if $F: \mathbf{S}(G) \rightarrow \mathbf{S}\left(G^{\prime}\right)$ is full then $L(G)=L\left(G^{\prime}\right)$.

The existence of a full externally fixed grammar functor is considerably stronger than weak equivalence since it specifies that the derivations in $\mathbf{S}\left(G^{\prime}\right)$ are "homomorphic" images of those in $\mathbf{S}(G)$ and are no more numerous than those in $\mathbf{S}(G)$. As we shall illustrate in the examples, many standard normal form proofs of weak equivalence are in fact proofs of the existence of full externally fixed grammar functors.
3. Preserving ambiguities. In comparing a grammar $G$ with its normal form version $G^{\prime}$, it is often of interest to know that $G$ and $G^{\prime}$ have the same degree of ambiguity, that is, that for each $\omega \in \Sigma^{*}$ there are as many derivations from $\zeta$ to $\omega$ in $\mathbf{S}(G)$ as there are from $\zeta$ to $\omega$ in $\mathbf{S}\left(G^{\prime}\right)$. Again it is easiest to generalize: A functor $F: \mathbf{C} \rightarrow \mathbf{D}$ is $f a i t h f u l$ if for every pair of objects, $(a, b)$, of $\mathbf{C}, F(a, b)$ is injective
(MacLane [22, p. 15]). If $F: \mathbf{C} \rightarrow \mathbf{D}$ is both full and faithful then $F(a, b)$ is a bijection from $\mathbf{C}(a, b)$ to $\mathbf{D}(F(a), F(b))$.

Proposition 4. Let $G=(N, \Sigma, P, \zeta)$ and $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, \zeta^{\prime}\right)$ be grammars with a common external alphabet $\Sigma$. Let $F: \mathbf{S}(G) \rightarrow \mathbf{S}\left(G^{\prime}\right)$ be an externally fixed grammar functor. If F is full and faithful then $F$ preserves ambiguities. That is, for all $\omega \in \Sigma^{*}$, the cardinality of $\mathbf{S}(\zeta, \omega)$ is equal to the cardinality of $\mathbf{S}\left(\zeta^{\prime}, \omega\right)$.

The existence of a full and faithful functor implies more than equal cardinality. The functor shows how derivations of the codomain syntax category are unique homomorphic images under the functor. The functorial homomorphism has implications for the study of semantics preservation.

Here is a useful sufficient condition for faithfulness in the current cases. First some notation: A grammar functor $F: \mathbf{S}_{1} \rightarrow \mathbf{S}_{2}$ is expansive if $l(F(f)) \geqq l(f)$ for all derivations $f$. For each $r$ in the set of rule indices $R_{1}$ generating $\mathbf{S}_{1}$ let

$$
E(r)=\left\{r_{i}^{\prime} \in R_{2} \mid F(r)=\bigcap_{i=1}^{n}\left(\mu_{i}+r_{i}^{\prime}+\nu_{i}\right)\right\} .
$$

That is, $E(r)$ is the set of all rule indices occurring in the image of $r$ under $F: \mathbf{S}_{1} \rightarrow \mathbf{S}_{2}$. For all $r \in R_{1}$, let

$$
D(r)=E(r)-\underset{\substack{s \in R_{1} \\ s \neq r}}{ } E(s)
$$

The elements of $D(r)$ are said to be the distinguishers of $r$. If $\mu+r+\nu$ is a term, let $D(\mu+r+\nu)=D(r) . x$ is satiated if for all $\rho, \sigma \in V^{*}$ and derivations $y, x=$ $\rho+y+\sigma$ implies $\rho=\sigma=\lambda$. That is, $x$ is satiated if every letter in its domain is rewritten by some rewrite rule in $x$.

For Proposition 5 and Lemma 6, let $F: \mathbf{S}_{1} \rightarrow \mathbf{S}_{2}$ be a grammar functor between syntax categories generated by type 0 grammars $G_{i}=\left(N_{i}, \Sigma_{i}, P_{i}, \zeta_{i}\right), i=1,2$.

Proposition 5. If $F$ restricted to $\Sigma_{1}^{*}$ is injective to $\Sigma_{2}^{*}, F$ restricted to $N_{1}$ is injective to $N_{2}$ and for all $r \in P_{1}, d(r) \neq c(r)$, then $F$ is expansive.

Lemma 6. If
(i) $F: \Sigma_{1} \rightarrow \Sigma_{2}$ is injective,
(ii) $F: N_{1} \rightarrow N_{2}$ is injective,
(iii) $F$ is expansive,
(iv) for all $r \in R_{1}, D(r) \neq \varnothing$, and
(v) for all $r \in R_{1}, F(r)$ is satiated, then $F$ is faithful.

Proof. Each $F(\alpha, \beta): \mathbf{S}_{1}(\alpha, \beta) \rightarrow \mathbf{S}_{2}(F(\alpha), F(\beta))$ is injective by induction on the length of derivations. If $l(f)=0$ and $F(f)=F\left(f^{\prime}\right)$, then $f$ is an identity and by (iii), $f^{\prime}$ is an identity. By (i) and (ii), $f=f^{\prime}$. Assume for every pair of derivations $f, f^{\prime}$ in $\mathbf{S}_{1}$ where $l(f)=n$ that: $F(f)=F\left(f^{\prime}\right)$ implies $f=f^{\prime}$. Consider $g$ with $l(g)=n+1$ and $g^{\prime}$ such that $F(g)=F\left(g^{\prime}\right) . g$ has canonical representation $g=\bigcirc_{i=0}^{n} g_{i}$. Due to (iii) each $F\left(g_{i}\right)$ has length $\geqq 1$ so $g^{\prime}$ has canonical representation $g^{\prime}=\bigcirc_{i=0}^{m} g_{i}^{\prime}$. If $g_{0}=g_{0}^{\prime}$ then as left cancellation holds in syntax categories for type 0 grammars, (Hotz [18], Hotz and Claus [20]),

$$
F\left(\bigodot_{i=1}^{n} g_{i}\right)=F\left(\bigodot_{i=1}^{m} g_{i}^{\prime}\right)
$$

and the result follows from the induction hypothesis and (iv). To this end, consider $D\left(g_{0}\right) \cap D\left(g_{0}^{\prime}\right)$. If the intersection is not empty, $D\left(g_{0}\right)=D\left(g_{0}^{\prime}\right)$. Therefore $g_{0}=$ $\mu+r+\nu$ and $g_{0}^{\prime}=\mu^{\prime}+r+\nu^{\prime}$ for some $r \in R_{1}, \mu, \nu, \mu^{\prime}, \nu^{\prime} \in V^{*}$. If $\mu=\mu^{\prime}$ then since $\mu+d(r)+\nu=\alpha=\mu^{\prime}+d(r)+\nu^{\prime}, \nu=\nu^{\prime}$ and $g_{0}=g_{0}^{\prime}$. To show that $\mu=\mu^{\prime}$, consider satiated $\hat{g}, \hat{g}^{\prime}$ such that $g=\psi+\hat{g}+\omega$ and $g^{\prime}=\psi^{\prime}+\hat{g}^{\prime}+\omega^{\prime}$ for $\psi, \psi^{\prime}, \omega, \omega^{\prime} \in V^{*}$. $F(g)=F(\psi)+F(\hat{g})+F(\omega)=F\left(\psi^{\prime}\right)+F\left(\hat{g}^{\prime}\right)+F\left(\omega^{\prime}\right)=F\left(g^{\prime}\right)$ implies that $\psi=\psi^{\prime}$ and $\omega=\omega^{\prime}$. Write $\hat{g}$ and $\hat{g}^{\prime}$ canonically as

$$
\begin{aligned}
& \hat{g}=\bigcirc_{i=0}^{n} \hat{g}_{i}, \\
& \hat{g}^{\prime}=\bigcirc_{i=0}^{m} \hat{g}_{i}^{\prime}
\end{aligned}
$$

from which one immediately has $g_{i}=\psi+\hat{g}_{i}+\omega, g_{i}^{\prime}=\psi+\hat{g}_{i}^{\prime}+\omega$ for each $i$. Now $\hat{g}_{0}=\rho+r+\sigma, \hat{g}_{0}^{\prime}=\rho^{\prime}+r+\sigma^{\prime}$ for $\rho, \rho^{\prime}, \sigma, \sigma^{\prime} \in V^{*}$ such that $\mu=\psi+\rho, \mu^{\prime}=\psi+\rho^{\prime}$, $\nu=\sigma+\omega, \nu^{\prime}=\sigma^{\prime}+\omega$. If $\rho=\rho^{\prime}$ we're done, so by symmetry assume $l(\rho)<l\left(\rho^{\prime}\right)$ and $\rho^{\prime}=\rho+\tau$ for $\tau \in V^{+}$. Then

$$
\begin{aligned}
& F\left(\hat{g}_{0}\right)=F(\rho)+h_{1}+F(\sigma), \\
& F\left(\hat{g}_{0}^{\prime}\right)=F(\rho)+F(\tau)+h_{2}+F\left(\sigma^{\prime}\right)
\end{aligned}
$$

where the two instances of $F(r)$ have been relabeled $h_{1}$ and $h_{2}$ for clarity. As $F\left(\hat{g}_{0}\right)$ appears first in the composition

$$
\bigcirc_{i=0}^{n} F\left(\hat{g}_{i}\right)
$$

the rule applications in $h_{1}$ depend on the prior application of no other rules in $F(\hat{g})$. (See Benson [8] for definitions of rule application and dependency. The concepts are the obvious ones.) Similarly, $h_{2}$ depends on the prior application of no other rules in $F\left(g^{\prime}\right)$. Since $F(r)$ is satiated, $h_{1}$ and $h_{2}$ can be done in parallel in $F(\hat{\mathrm{~g}})=F\left(\hat{\mathrm{~g}}^{\prime}\right)$ and $l(F(\tau)) \geqq l(d(F(r)))$. By (i) and (ii), $l(\tau) \geqq l(d(r))$. Since $F(r)$ occurs twice in $F(\hat{g})=F\left(\hat{g}^{\prime}\right), r$ must occur twice in both $\hat{g}$ and $\hat{g}^{\prime}$, and both occurrences depend on the prior application of no other rules. Therefore, $\hat{g}_{0}^{\prime}$ is not the canonically first term of $\hat{g}^{\prime}$. This contradiction shows that $\tau=\lambda$ so that $g_{0}=g_{0}^{\prime}$.

Now consider the case that $D\left(g_{0}\right) \cap D\left(g_{0}^{\prime}\right)=\varnothing$. Since $F(g)=F\left(g^{\prime}\right)$ the rules done in the $F\left(g_{0}\right)$ subderivation are accomplished within $F\left(g_{i}^{\prime}\right)$ subderivations for various $i>0$. Consider any distinguisher $s \in D\left(g_{0}\right)$ and the subderivation $F\left(g_{i}^{\prime}\right)$ in which it occurs. Since $s$ appears in $F\left(g_{0}\right)$, the application of $s$ does not depend on the prior application of any rules in $F\left(g_{0}^{\prime}\right)$. Therefore $s$ is accomplished entirely to the right of $F\left(g_{0}^{\prime}\right)$ and since $s$ distinguishes $g_{0}$, all the rules in $F\left(g_{0}\right)$ are accomplished to the right of any rule in $F\left(g_{0}^{\prime}\right)$. By symmetry, the same argument applies to distinguishers of $D\left(g_{0}^{\prime}\right)$ to conclude that all the rules in $F\left(g_{0}^{\prime}\right)$ are accomplished to the right of any rule in $F\left(g_{0}\right)$. This contradiction shows it is not possible to have $D\left(g_{0}\right) \cap D\left(g_{0}^{\prime}\right)=\varnothing$.

If one views "deriving" as the relation $\stackrel{*}{\Rightarrow}$ between strings, faithfulness reduces to a triviality and the correspondent to the above lemma is uninteresting as it would say nothing about ambiguity or semantics preservation.

Our first example is from Savitch [25]. He gives a conversion from type 0 grammars in "a standard alternative" form to type 0 grammars in strong normal form.

Definition 1. A grammar $G=(N, \Sigma, P, S), S \in N$ is in standard alternative form if every rewrite rule is in one of the following forms, where $A, B \in N$ and $\alpha \in V^{*}=(N \cup \Sigma)^{*}:$
(i) $B A \rightarrow \alpha A$,
(ii) $A B \rightarrow A \alpha$,
(iii) $B \rightarrow \alpha$.

Definition 2. A grammar $G=(N, \Sigma, P, S), S \in N$, is in strong normal form if there is a partition of $N$ into $N_{c f}, \vec{N}$ and $\tilde{N}$ such that every rewrite rule is in one of the forms,
(i) $A \rightarrow \alpha$, with $A \in N_{c f}$ and $\alpha \in V^{*}$,
(ii) $A B \rightarrow \lambda$, with $A \in \vec{N}$ and $B \in \bar{N}$, where $\lambda$ is the null string.

Let $\mathscr{G}_{\text {sa }}$ be the class of grammars in "standard alternative" form and $\mathscr{G}_{\text {snf }}$ be the class of grammars in strong normal form. We give, by construction, a function SNF: $\mathscr{G}_{\text {sa }} \rightarrow \mathscr{G}_{\text {snf }}$.

Let $G \in \mathscr{G}_{\text {sa }}, G=(N, \Sigma, P, S)$. Define $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S\right)$ as follows: $N^{\prime}=$ $N \cup \vec{N}_{1} \cup \stackrel{N}{N}_{1} \cup \vec{N}_{2} \cup \dot{N}_{2}$ where $\vec{N}_{1}, \stackrel{N}{1}_{1}, \vec{N}_{2}$ and $\dot{N}_{2}$ are mutually disjoint sets of symbols not in $N$ such that $N^{\prime}$ consists of five distinct copies of $N$. The subscript and over-arrow notation will indicate to which copy of $N$ an internal symbol belongs, e.g., $\vec{A}_{1} \in \vec{N}_{1}$. Let $R^{\prime}=\vec{N}_{1} \cup \overleftarrow{N}_{1} \cup \vec{N}_{2} \cup \stackrel{N}{N}_{2} \cup R$ where $P: R \rightarrow V^{*} \times V^{*}$. $R^{\prime}$ is the set of indices for the rewrite rules of $G^{\prime}$ and the new internal symbols are pressed into service as rule indices in this case. The indexed set of rewrite rules, $P^{\prime}: R^{\prime} \rightarrow\left(V^{\prime}\right)^{*} \times\left(V^{\prime}\right)^{*}, V^{\prime}=N^{\prime} \cup \Sigma$, is given by:
(1) For $\vec{A}_{1} \in \vec{N}_{1}, P^{\prime}\left(\vec{A}_{1}\right)=A \rightarrow A \vec{A}_{1}$.
(2) For $\overleftarrow{A}_{1} \in \overleftarrow{N}_{1}, P^{\prime}\left(\overleftarrow{A}_{1}\right)=A \rightarrow \overleftarrow{A_{1}} A$.
(3) For $\vec{A}_{2} \in \vec{N}_{2}, P^{\prime}\left(\vec{A}_{2}\right)=\vec{A}_{2}{\underset{A}{1}} \rightarrow \lambda$.
(4) For $\overleftarrow{A}_{2} \in \overleftarrow{N}_{2}, P^{\prime}\left(\overleftarrow{A}_{2}\right)=\vec{A}_{1} \overleftarrow{A}_{2} \rightarrow \lambda$.
(5) For $r \in R$ with $P(r)=A B \rightarrow A \dot{\alpha}, P^{\prime}(r)=B \rightarrow \overleftarrow{A}_{2} \alpha$.
(6) For $r \in R$ with $P(r)=B A \rightarrow \alpha A, P^{\prime}(r)=B \rightarrow \alpha \vec{A}_{2}$.
(7) For $r \in R$ with $P(r)=B \rightarrow \alpha, P^{\prime}(r)=B \rightarrow \alpha$.

As $G^{\prime}$ is in $\mathscr{G}_{\text {snf }}$, define $\operatorname{SNF}(G)=G^{\prime}$. Compare with Savitch [25].
For each $G \in \mathscr{G}_{\text {sa }}$ and $G^{\prime}=\operatorname{SNF}(G)$ there is an externally fixed grammar functor $F: \mathbf{S}(G) \rightarrow \mathbf{S}\left(G^{\prime}\right)$, completely determined by the following data.
(F1) For $A \in V, F(A)=A$.
(F2) For $r \in R$ with $P(r)=A B \rightarrow A \alpha$,

$$
F(r)=\left(\left(A \xrightarrow{\vec{A}_{1}} A \vec{A}_{1}\right)+B\right) \circ\left(A \vec{A}_{1}+\left(B \xrightarrow{r} \overleftarrow{A}_{2} \alpha\right)\right) \circ\left(A+\left(\vec{A}_{1} \overleftarrow{A}_{2} \xrightarrow{\grave{A}_{2}} \lambda\right)+\alpha\right) .
$$

(F3) For $r \in R$ with $P(r)=B A \rightarrow \alpha A$,

$$
F(r)=\left(B+\left(A \xrightarrow{\grave{A}_{1}} \overleftarrow{A}_{1} A\right)\right) \circ\left(\left(B \xrightarrow{r} \alpha \vec{A}_{2}\right)+\overleftarrow{A}_{1} A\right) \circ\left(\alpha+\left(\vec{A}_{2} \overleftarrow{A}_{1} \xrightarrow{\vec{A}_{2}} \lambda\right)+A\right) .
$$

(F4) For $r \in R$ with $P(r)=B \rightarrow \alpha, F(r)=B \xrightarrow{r} \alpha$.

The only complexity is introduced by (F2) and (F3). Consider (F2). The derivation of length one, $r: A B \rightarrow A \alpha$ is carried by $F$ into a derivation of length three such that $F(r)$ rewrites $A B$ to $A \alpha$ by first applying $\vec{A}_{1}: A \rightarrow A \vec{A}_{1}$ leaving $B$ fixed, then applying $r: B \rightarrow \overleftarrow{A}_{2} \alpha$ leaving $A \vec{A}_{1}$ fixed, and finally applying $\overleftarrow{A}_{2}: \vec{A}_{1} \overleftarrow{A}_{2} \rightarrow \lambda$ leaving $A$ and $\alpha$ fixed.

By Lemma $1, L(G) \subseteq L(\operatorname{SNF}(G))$. That $F: \mathbf{S}(G) \rightarrow \mathbf{S}\left(G^{\prime}\right)$ is full follows by Savitch's Lemma 2, requiring only the addition of indexing which does not change the proof in any material way. Hence the languages are equal. $F$ is faithful by the immediate application of Lemma 6.

Not only does this result show that Savitch's strong normal form construction is ambiguity preserving, it gives an embedding of $\mathbf{S}(G)$ in $\mathbf{S}\left(G^{\prime}\right)$. Stated differently, a full and faithful functor means that the original $\mathbf{S}(G)$ derivations are recoverable from their images in $\mathbf{S}\left(G^{\prime}\right)$.

Stanat [28] gives a different normal form for type 0 grammars, called standard form. His Theorem 6.1, if translated into the categorical terminology, shows that there exists a full and faithful externally fixed grammar functor into standard form grammars.
4. Functors from the normal form. Functors must map every derivation of every length without a tree automaton's ability to scan other portions of a derivation before deciding how to map. Therefore some normal forms do not admit a functor between an original grammar and the normal form grammar. Greibach's prefix normal form [15] is the best example. The primary difficulty is the removal of left recursion. This does sufficient violence to the syntactic structure that there is no hope of a functor in either direction. However, the remainder of the Greibach transformation, lifting external symbols to the prefix position, does have functorial properties. Specifically, if $G$ is a context free grammar ( cfg ) free of left recursion and $G^{\prime}$ is the prefix normal form of it , there is a faithful externally fixed grammar functor from $\mathbf{S}\left(G^{\prime}\right)$ to $\mathbf{S}(G)$. This functor fails to be full, although it possesses a weaker property (externally full) which suffices to guarantee equality of languages.

We follow Aho and Ullman's Algorithm 2.14 [1, p. 158] in producing the details and follow their notation to the extent possible. Specifically, since cfg $G=$ ( $N, \Sigma, P, S$ ) is free of left recursion there exists a total ordering $A_{1}, A_{2}, \cdots, A_{n}$ of the internal symbols $N$ such that for all $r \in R, P(r)=A_{i} \rightarrow A_{j} \alpha$ implies $i<j$. The algorithm then iterates from $n$ down to 1 in the outer loop to produce the prefix form grammar $G^{\prime}$. At each step $i$ of the algorithm there is an inner loop from $n$ to $i+1$. After each step $j$ of the inner loop there is implicitly a grammar $G_{i j}$. At the end of the inner loop at step $(i, i+1)$, one uses $G_{i, i+1}$ as input to the step $(i-1, n)$. The algorithm begins with $G=G_{n n}$ and terminates with $G^{\prime}=G_{12}$. We give the details for the functors $\mathbf{S}\left(G_{i j}\right) \rightarrow \mathbf{S}\left(G_{i, j+1}\right)$. Since faithfulness and external fullness are preserved under functor composition, to show that each functor $\mathbf{S}\left(G_{i j}\right) \rightarrow$ $\mathbf{S}\left(G_{i, j+1}\right)$ is faithful and externally full suffices to obtain the result that the composite functor $\mathbf{S}\left(G^{\prime}\right) \rightarrow \mathbf{S}(G)$ is faithful and externally full.

Specifically, at step $(i, j)$ of the algorithm all the rules of the form $A_{i} \rightarrow A_{j} \alpha$ in $G_{i, j+1}$ are eliminated and replaced by the derived rules $A_{i} \rightarrow \beta_{k} \alpha$ where $A_{j} \rightarrow \beta_{k}$ is the $k$ th rule rewriting $A_{j}$. Let $G_{i, j+1}=\left(N, \Sigma, P_{i, j+1}, S\right)$ where $P_{i, j+1}: R_{i, j+1} \rightarrow$
$N \times V^{*}$. Let
and

$$
\begin{aligned}
& R_{i, j+1}^{\prime}=\left\{r \mid P_{i, j+1}(r)=A_{i} \rightarrow A_{j} \alpha, \alpha \in V^{*}\right\}, \\
& R_{i, j+1}^{(j)}=\left\{r \mid P_{i, j+1}(r)=A_{j} \rightarrow \beta, \beta \in V^{*}\right\}, \\
& R_{i, j+1}^{\prime \prime}=\left\{\left(r, r^{\prime}\right) \mid r \in R_{i, j+1}^{\prime} \text { and } r^{\prime} \in R_{i, j+1}^{(j)}\right\} .
\end{aligned}
$$

The rule indices of $G_{i, j}$ are $R_{i, j}=\left(R_{i, j+1}-R_{i, j+1}^{\prime}\right) \cup R_{i, j+1}^{\prime \prime}$. The rule function for $G_{i, j}$ is $P_{i, j}: R_{i, j} \rightarrow N \times V^{*}$ such that $P_{i, j}$ restricted to the indices common to both grammars is equal to $P_{i, j+1}$, i.e., $P_{i, j}\left|R_{i, j+1} \cap R_{i, j}=P_{i, j+1}\right| R_{i, j+1} \cap R_{i, j}$. On the new indices in $R_{i, j+1}^{\prime \prime}, P_{i, j}\left(r, r^{\prime}\right)=A_{1} \rightarrow \beta \alpha$ iff $P_{i, j+1}(r)=A_{i} \rightarrow A_{j} \alpha$ and $P_{i, j+1}\left(r^{\prime}\right)=A_{j} \rightarrow \beta$. This completely determines $G_{i, j}=\left(N, \Sigma, P_{i, j}, S\right)$.

The functor $H: \mathbf{S}\left(G_{i, j}\right) \rightarrow \mathbf{S}\left(G_{i, j+1}\right)$ is given by
(H1) for all $X \in V, H(X)=X$,
(H2) for all $r \in R_{i, j} \cap R_{i, j+1}, H(r)=r$,
(H3) for all ( $\left.r, r^{\prime}\right) \in R_{i, j+1}^{\prime \prime}$,

$$
H\left(r, r^{\prime}\right)=\left(A_{i} \xrightarrow{r} A_{j} \alpha\right) \circ\left(\left(A_{j} \xrightarrow{r^{\prime}} \beta\right)+\alpha\right) .
$$

$H: \mathbf{S}\left(G_{i, j}\right) \rightarrow \mathbf{S}\left(G_{i, j+1}\right)$ is faithful by an application of Lemma 6.
Let $G=(N, \Sigma, P, \zeta), G^{\prime}=\left(N^{\prime}, \Sigma, P, \zeta^{\prime}\right)$ be grammars, $\mathbf{S}^{\prime}=\mathbf{S}\left(G^{\prime}\right), \mathbf{S}=\mathbf{S}(G)$. An externally fixed grammar functor, $H: \mathbf{S}^{\prime} \rightarrow \mathbf{S}$ is externally full if for all $\alpha \in V^{*}$ and all $\omega \in \Sigma^{*}, H(\alpha, \omega): \mathbf{S}(\alpha, \omega) \rightarrow \mathbf{S}(H(\alpha), \omega)$ is surjective.

Proposition 7. $H: \mathbf{S}\left(G_{i, j}\right) \rightarrow \mathbf{S}\left(G_{i, j+1}\right)$ is externally full.
Proof. Let $\mathbf{S}^{\prime}=\mathbf{S}\left(G_{i, j}\right), \mathbf{S}=\mathbf{S}\left(G_{i, j+1}\right)$. The proof is by strong induction on the length of derivations in $\mathbf{S}$. The base is trivial since for $\omega \in \Sigma^{*}$ the only derivation is the identity. Let $g: \alpha \rightarrow \omega$ be a derivation of length $n+1$ in $\mathbf{S}$ with $\omega \in \Sigma^{*}$, and let $g=\bigcirc_{i=1}^{n+1} g_{i}$ be the canonical representation of $g$. Consider $g_{1}=\mu+r+\nu$, where $\mu$, $\nu \in V^{*}$ and $r \in R_{i, j+1}$. If $r \notin R_{i, j+1}^{\prime}$, then $g_{1}$ is a derivation in $\mathbf{S}^{\prime}$ such that $H\left(g_{1}\right)=g_{1}$. By induction then, there is a derivation $f: \alpha \rightarrow \omega$ in $\mathbf{S}^{\prime}$ such that $H(f)=g$. If $r \in R_{i, j+1}^{\prime}$ then $P_{i, j+1}(r)=A_{\dot{j}} \rightarrow A_{j} \gamma$ for some $\gamma \in V^{*}$. By the fact that $c(g)=\omega \in \Sigma^{*}$ and the canonicity of $\bigcirc_{i=1}^{n+1} g_{i}, g_{2}=\mu+r^{\prime}+\gamma \nu$ for some $r^{\prime} \in R_{i, j+1}^{(j)}$. The derivation $f_{1}=\mu+\left(r, r^{\prime}\right)+\nu$ in $\mathbf{S}^{\prime}$ maps into $g_{1} \circ g_{2}$ as $H\left(f_{1}\right)=H(\mu)+H\left(r, r^{\prime}\right)+H(\nu)=$ $\mu+H\left(r, r^{\prime}\right)+\nu=g_{1} \circ g_{2}$ by (H3). Induction again establishes the result.

Composing the functors $H: \mathbf{S}\left(G_{i, j}\right) \rightarrow \mathbf{S}\left(G_{i, j+1}\right)$ gives the preservation properties of the prefix normal form.

Corollary 8. Let $G$ be a cfg free of left recursion and let $G^{\prime}$ be the corresponding prefix normal form grammar. There is a faithful and externally full, externally fixed grammar functor $H: \mathbf{S}\left(G^{\prime}\right) \rightarrow \mathbf{S}(G)$. In particular $L\left(G^{\prime}\right)=L(G)$ and prefix normal form preserves ambiguities.

The existence of a functor from the normal form to the original grammar makes it particularly easy to carry the semantics of the original language to the normal form. Suppose $T: \mathbf{S}(G) \rightarrow \mathbf{A}$ is an interpretation of $G$. The corresponding interpretation of $G^{\prime}$ is given by composition with $H$ :

$$
H T: \mathbf{S}\left(G^{\prime}\right) \rightarrow \mathbf{A}=\mathbf{S}\left(G^{\prime}\right) \xrightarrow{H} \mathbf{S}(G) \xrightarrow{T} \mathbf{A} .
$$

Let $G_{i, j}^{*}=\left(N, \Sigma, P^{*}, S\right)$ be a cfg with nonindexed productions $P^{*}=$ $\left\{A \rightarrow \beta \mid \exists r \in R_{i, j}\right.$ with $\left.d(r)=A, c(r)=\beta\right\}$. There is always a functor $S: \mathbf{S}\left(G_{i, j}\right) \rightarrow$
$\mathbf{S}\left(G_{i, j}^{*}\right)$ which is the identity on objects and which maps each rule $r$ into the unique corresponding rule in $P^{*}$. While $S: R_{i, j} \rightarrow P^{*}$ is surjective, it is not in general injective, since there may be distinct $\left(r, r^{\prime}\right)$ and $\left(s, s^{\prime}\right)$ in $R_{i, j+1}^{\prime \prime} \subseteq R_{i, j}$ for which

$$
P_{i, j}\left(r, r^{\prime}\right)=A_{i} \rightarrow \beta \alpha \quad \text { and } \quad P_{i, j}\left(s, s^{\prime}\right)=A_{i} \rightarrow \beta^{\prime} \alpha^{\prime}
$$

while $\beta \alpha=\beta^{\prime} \alpha^{\prime}$. Hence in the diagram

there is no canonical choice of functor $\rightarrow-\rightarrow$ since $S$ is not faithful. Without indexing then, lifting external symbols to the prefix position does not in general preserve ambiguities. The above analysis, mentioned by a referee, shows that indexing is important in semantically motivated studies of syntactic relationships. There may very well be two rules $P(r)=A \rightarrow \alpha, P(s)=A \rightarrow \alpha$ with different interpretations $T(r) \neq T(s)$. Ambiguity preservation guarantees that the syntaxes remain free to accept arbitrary interpretations mediated by the connecting functor $H: \mathbf{S}\left(G^{\prime}\right) \rightarrow \mathbf{S}(G)$.
5. Adjoint situations. Let $\mathbf{C}, \mathbf{D}$ be categories and $F: \mathbf{C} \rightarrow \mathbf{D}, G: \mathbf{C} \rightarrow \mathbf{D}$ be functors. A natural transformation from $F$ to $G, \eta: F \rightarrow G$, is a family of arrows in $\mathbf{D}$, indexed by the objects of $\mathbf{C}$, such that for each object $a$ of $\mathbf{C}, \eta(a)$ is an arrow from $F(a)$ to $G(a), \eta(a): F(a) \rightarrow G(a)$. These arrows are subject to the axiom: for all arrows $f: a \rightarrow b$ in $\mathbf{C}$,

commutes, that is $\eta(a) \circ G(f)=F(f) \circ \eta(b)$.
For each category $\mathbf{C}$, the identity functor on $\mathbf{C}$ is denoted $I_{\mathbf{C}}$.
An adjunction from $\mathbf{C}$ to $\mathbf{D}$ consists of two functors and two natural transformations, $(H, F ; \eta, \varepsilon): \mathbf{C} \rightarrow \mathbf{D}$, where $H: \mathbf{C} \rightarrow \mathbf{D}, F: \mathbf{D} \rightarrow \mathbf{C}$ are functors and $\eta: I_{\mathbf{C}} \rightarrow H F$ and $\varepsilon: F H \rightarrow I_{\mathbf{D}}$ are natural transformations. The data renders commutative the triangular identity diagrams in Fig. 2.

In this, $H F: \mathbf{C} \rightarrow \mathbf{C}$ and $F H: \mathbf{D} \rightarrow \mathbf{D}$ are the composite functors, where $H F$ means "first $H$, then $F$ " and $F H$ means "first $F$, then $H$.". $\eta H, H \varepsilon, F \eta$ and $\varepsilon F$ are all natural transformations. $\eta H$ means use $\eta$ to find an arrow and then apply $H$ to that arrow. Similar meanings are attached to the other three natural transformations. In $(H, F ; \eta, \varepsilon) H$ is called the left adjoint and $F$ is called the right adjoint. MacLane [22] contains a detailed exposition of adjoints.


Fig. 2

If $F H=I_{\mathbf{D}}$ then $H$ is said to be right-inverse to $F$. If $(H, F ; \eta, \varepsilon)$ is an adjunction and $H$ is right-inverse to $F$, then $H$ is called the left-adjoint-rightinverse to $F$. In this case $\varepsilon$ is the identity natural transformation and the adjunction is written $(H, F ; \eta,=)$. The existence of an adjunction $(H, F ; \eta, \Rightarrow): \mathbf{C} \rightarrow \mathbf{D}$ implies a great deal about the structural similarity of $\mathbf{C}$ and $\mathbf{D}$.

A cfg $G=(N, \Sigma, P, S)$ is in canonical two form if for $P: R \rightarrow N \times V^{*}, P(R) \subseteq$ $N \times\left(\{\lambda\} \cup V \cup N^{2}\right)$. Canonical two form is a slight extension of Chomsky's normal form. If $G$ is an arbitrary cfg and $G^{\prime}$ is its canonical two form equivalent, there is an adjunction $(H, F ; \eta,=): \mathbf{S}\left(G^{\prime}\right) \longrightarrow \mathbf{S}(G)$. While intuition says that canonical two form preserves the structure of $G$, the existence of an adjunction is surprising. We proceed to the details, with notation following that of Gray and Harrison [14].

Let $\mathscr{G}_{2}$ be the class of cfg and let $\mathscr{C}_{2} \subset \mathscr{G}_{2}$ be the subclass of grammars in canonical two form. Let $C_{2}: \mathscr{G}_{2} \rightarrow \mathscr{C}_{2}$ be the function such that for each $G=$ $(N, \Sigma, P, S) \in \mathscr{G}_{2}$ results in $C_{2}(G)=\left(N^{\prime}, \Sigma, P^{\prime},[S]\right)$ where

$$
\begin{aligned}
& N^{\prime}=N_{1} \cup N_{2}, \\
& N_{1}=\{[A] \mid A \in V\}, \text { a new copy of } V, \\
& N_{2}=\left\{[\beta] \mid \exists r \ni P(r)=A \rightarrow \alpha \beta, \alpha \in V^{*}, \beta \in V^{2} V^{*}\right\}, \\
& P^{\prime}: R^{\prime} \rightarrow N^{\prime} \times\left(V^{\prime}\right)^{*},
\end{aligned}
$$

in which $R^{\prime}=R \cup R_{1} \cup R_{2}, R$ is the set of indices of rules in $G, R_{1}=\left\{[\beta]\left[[\beta] \in N_{2}\right\}\right.$ is a new copy of $N_{2}$ and $R_{2}=\{[\alpha] \mid a \in \Sigma\}$ is a new copy of $\Sigma . P^{\prime}$ is specified by:

1. For $r \in R$,

$$
P^{\prime}(r)= \begin{cases}{[A] \rightarrow \lambda} & \text { if } P(r)=A \rightarrow \lambda, \\ {[A] \rightarrow[B]} & \text { if } P(r)=A \rightarrow B, A \in N, B \in V, \\ {[A] \rightarrow[B][\beta]} & \text { if } P(r)=A \rightarrow B \beta, A \in N, B \in V, \beta \in V^{+} .\end{cases}
$$

2. For $\overline{[A \beta}] \in R_{1}, P^{\prime}(\overline{[A \beta]})=[A \beta] \rightarrow[A][\beta]$.
3. For $[a] \in R_{2}, P^{\prime}([a])=[a] \rightarrow a$.
$C_{2}: \mathscr{G}_{2} \rightarrow \mathscr{C}_{2}$ is the canonical two forming function.
For each $G \in \mathscr{G}_{2}$ there are a pair of externally fixed grammar functors, $F: \mathbf{S}(G) \rightarrow \mathbf{S}\left(C_{2}(G)\right)$ and $H: \mathbf{S}\left(C_{2}(G)\right) \rightarrow \mathbf{S}(G)$. We proceed to define them.
(H1) For $a \in \Sigma, H(a)=a$.
(H2) For $[\beta] \in N^{\prime}, H([\beta])=\beta$.
(H3) For $r \in R, H(r)=r$.
(H4) For $\overline{[\beta]} \in R_{1} \cup R_{2}, H(\overline{[\beta]})=1_{\beta}$, the identity derivation at the string $\beta \in V^{*}$.
The specifications (H1) and (H2) generate $H$ on all the objects $\left(V^{\prime}\right)^{*}$. Part (H3) in combination with the data 2 in the specification of the canonical two forming function determine the way that $H$ "removes brackets" from rewrite rules indexed by $R$. Part (H4) trivializes the "bracket adding" rules in $R_{1}$ and the "externalizing" rules in $R_{2}$. Since $\mathbf{S}\left(C_{2}(G)\right)$ is a free sm-category and $H$ is a sm-functor, $H$ is completely determined by (H1)-(H4). $H$ may be called the bracket removal functor.

To specify the bracket adding functor $F: \mathbf{S}(G) \rightarrow \mathbf{S}\left(C_{2}(G)\right)$, the following notation is convenient. For $A \in N, e[A]=1_{[A]}$, the identity derivation at [A]. For $a \in \Sigma, e[a]=(\overline{[a]:}[a] \rightarrow a)$, the externalizing rewrite rule. This defines $e$ for every $[A] \in N_{1}$.
(F1) For $a \in \Sigma, F(a)=a$.
(F2) For $A \in N, F(A)=[A]$.
(F3) For $r \in R$ such that $P(r)=A \rightarrow \lambda, F(r)=r$.
(F4) For $r \in R$ such that $P(r)=A \rightarrow B, B \in V, F(r)=r \circ e[B]$.
(F5) For $r \in R$ such that $P(r)=A \rightarrow B C, B, C \in V, F(r)=r \circ(e[B]+e[C])$.
(F6) For $r \in R$ such that $P(r)=A \rightarrow A_{1} A_{2} \cdots, A_{n}, n>2, A_{i} \in V$,

$$
F(r)=r \circ \bigcirc_{i=1}^{n-2}\left(\left[A_{1}\right] \cdots\left[A_{i}\right]+\overline{\left[A_{i+1} \cdots A_{n}\right]}\right) \circ \sum_{i=1}^{n} e\left[A_{i}\right] .
$$

Some explanation is in order. In (F4), if $P(r)=A \rightarrow a$ with $a \in \Sigma$, then $F(r)=$ $[A] \xrightarrow{r}[a] \xrightarrow{\overline{[a]}} a$. In [F6], $P^{\prime}(r)=[A] \rightarrow\left[A_{1}\right]\left[A_{2} \cdots A_{n}\right]$. The bracketed symbol $\left[A_{2} \cdots A_{n}\right]$ must be rewritten to the fully bracketed string $\left[A_{2}\right] \cdots\left[A_{n}\right]$. This can only be accomplished via the rewriting rules $\overline{\left[A_{i+1} \cdots A_{n}\right]}:\left[A_{i+1} \cdots A_{n}\right] \rightarrow$ $\left[A_{i+1}\right]\left[A_{i+2} \cdots A_{n}\right]$ with $n-2$ steps since the last step is $\left[A_{n-1} A_{n}\right]:\left[A_{n-1} A_{n}\right] \rightarrow$ $\left[A_{n-1}\right]\left[A_{n}\right]$. The resulting string is in $N_{1}^{*}$. The symbols of the form [ $\left.a\right]$, for $a \in \Sigma$, must be externalized and the parallel rewriting $\sum_{i=1}^{n} e\left[A_{i}\right]$ accomplishes this.

Lemma 9. FH: $\mathbf{S}(G) \rightarrow \mathbf{S}(G)$ is the identity functor on $\mathbf{S}(G)$.
Proof. Let $g$ be any derivation in $\mathbf{S}(G)$. Let $g=\bigcirc_{i=1}^{m} g_{i}$ be any decomposition of $g$ into terms $g_{i}=\mu_{i}+r_{i}+\nu_{i}$. Since $F H$ is a functor, $F H(g)=\bigcirc_{i=1}^{m} F H\left(g_{i}\right)$. As $F$ fully brackets strings and $H$ removes them, $F H\left(\mu_{i}\right)=\mu_{i}$ and $F H\left(\nu_{i}\right)=\nu_{i}$ for $1 \leqq i \leqq m$. The rewrite rules $r_{i}$ must be treated by the cases corresponding to (F3) through (F6).
(i) If $P(r)=A \rightarrow \lambda$ then $F H(r)=r$.
(ii) If $P(r)=A \rightarrow B$ then $F(r)=r \circ e[B] . H(r \circ e[B])=H(r) \circ H(e[B])=$ $r \circ 1_{B}=r$.
(iii) If $P(r)=A \rightarrow B C$ then $F(r)=r \circ(e[B]+e[C]) . H(r \circ(e[B]+e[C]))=$ $H(r) \circ(H(e[B])+H(e[C]))=r \circ\left(1_{B}+1_{C}\right)=r \circ 1_{B C}=r$.
(iv) If $\quad P(r)=A \rightarrow A_{1} \cdots A_{n}, \quad F(r)=r \circ \bigcirc_{i=1}^{n-2}\left(\left[A_{1}\right] \cdots\left[A_{i}\right]+\right.$ $\left.\overline{\left[A_{i+1} \cdots A_{n}\right]}\right) \circ \sum_{i=1}^{n} e\left[A_{i}\right]$. Now $H(r)=r, H\left(\left[A_{1}\right] \cdots\left[A_{i}\right]+\left[A_{i+1} \cdots A_{n}\right]\right)=$ $A_{1} \cdots A_{i}+1_{A_{i+1} \cdots A_{n}}=1_{A_{1} \cdots A_{n}}$ for $1 \leqq i \leqq n-2$, and $H\left(\sum_{i=1}^{n} e\left[A_{i}\right]\right)=1_{A_{1} \cdots A_{n}}$. Composing the above derivations, $H(F(r))=r$.

For each symbol $X \in V^{\prime}$, define a derivation $\eta(X)$ in $\mathbf{S}\left(C_{2}(G)\right)$ as follows:
( $\eta 1$ ) For $a \in \Sigma, \eta(a)=1$.
$(\eta 2)$ For $a \in \Sigma, \eta[a]=[a]:[a] \rightarrow a$.
( $\eta 3$ ) For $A \in N, \eta[A]=1_{[A]}$.
$(\eta 4)$ For $\left[A_{1} \cdots A_{n}\right] \in N_{2}$,

$$
\eta\left[A_{1} \cdots A_{n}\right]=\bigcirc_{i=1}^{n-1}\left(\left[A_{1}\right] \cdots\left[A_{i-1}\right]+\overline{\left[A_{i} \cdots A_{n}\right]}\right) \circ \sum_{i=1}^{n} e\left[A_{i}\right] .
$$

Note that $N_{2}$ and $R_{2}$ are defined so that $\eta\left[A_{1} \cdots A_{n}\right]$ does always exist. This is Gray and Harrison's construction, necessary and just sufficient to define $C_{2}: \mathscr{G}_{2} \rightarrow$ $\mathscr{C}_{2}$, so that nothing has been artificially introduced to construct $\eta$. Further note that ( $\eta 2$ ) and ( $\eta 3$ ) define $\eta(X)$, for $X \in N_{1}$, as $\eta(X)=e(X)$. On strings in $\left(V^{\prime}\right)^{*}, \eta$ is defined by the usual monoid homomorphism recursion equations:
$(\eta 5) \eta(\lambda)=1_{\lambda}$,
( $\eta 6) ~ \eta(\alpha X)=\eta(\alpha)+\eta(X), \alpha \in\left(V^{\prime}\right)^{*}, X \in V^{\prime}$.
Lemma 10. Let $\mathbf{S}^{\prime}=\mathbf{S}\left(C_{2}(G)\right)$. $\eta$ as defined in $(\eta 1)-(\eta 6)$ is a natural transformation $\eta: I_{\mathbf{s}^{\prime}} \rightarrow H F$.

Proof. We must show that for all derivations $f: \gamma \rightarrow \delta$ in $\mathbf{S}^{\prime}$ that $f \circ \eta(\delta)=$ $\eta(\gamma) \circ f H F$, where $f H F$ means $F(H(f))$. Since $\mathbf{S}^{\prime}$ is freely generated, it suffices to show that

commutes for all rules $r \in R^{\prime}$. Since $R^{\prime}=R \cup R_{1} \cup R_{2}$ there are three cases.
Case 1. $r \in R$. There are four subcases corresponding to (F3) through (F6).
(i) $P^{\prime}(r)=[A] \rightarrow \lambda$. $r H F=r$, so $(\eta 3)$ and ( $\eta 5$ ) give the commuting diagram.
(ii) $P^{\prime}(r)=[A] \rightarrow[B], B \in V . r H F=r \circ e[B]$ so $1_{[A]} \circ r \circ e[B]=r \circ e[B]$.
(iii) $P^{\prime}(r)=[A] \rightarrow[B][C]$. $r H F=r \circ(e[B]+e[C])$ and again $1_{[A]^{\circ}} r^{\circ}(e[B]+$ $e[C])=r \circ(e[B]+e[C])$.
(iv) $P^{\prime}(r)=[A] \rightarrow\left[A_{1}\right]\left[A_{2} \cdots A_{n}\right], n>2$.

$$
r H F=r \circ \bigcirc_{i=1}^{n-2}\left(\left[A_{1}\right] \cdots\left[A_{i}\right]+\overline{\left[A_{i+1} \cdots A_{n}\right]}\right) \circ \sum_{i=1}^{n} e\left[A_{i}\right] .
$$

Now

$$
\begin{aligned}
\eta\left(\left[A_{1}\right]\left[A_{2} \cdots A_{n}\right]\right) & =\eta\left[A_{1}\right]+\eta\left[A_{2} \cdots A_{n}\right] \\
& =e\left[A_{1}\right]+\bigcirc_{i=1}^{n-2}\left(\left[A_{2}\right] \cdots\left[A_{i}\right]+\overline{\left[A_{i+1} \cdots A_{n}\right]}\right) \circ \sum_{i=2}^{n} e\left[A_{i}\right] \\
& =\bigcirc_{i=1}^{n-2}\left(\left[A_{1}\right]\left[A_{2}\right] \cdots\left[A_{i}\right]+\overline{\left[A_{i+1} \cdots A_{n}\right]}\right) \circ \sum_{i=1}^{n} e\left[A_{i}\right]
\end{aligned}
$$

so again the diagram commutes.

Case 2. $r \in R_{1}, P^{\prime}(r)=\left[A_{1} \cdots A_{n}\right] \rightarrow\left[A_{1}\right]\left[A_{2} \cdots A_{n}\right]$ for some $n \geqq 2 . r H F=$ $1_{X_{1} \cdots X_{n}}$ where $X_{i}=\left[A_{i}\right]$ if $A_{i} \in N$ and $X_{i}=A_{i}$ if $A_{i} \in \Sigma$. The same argument as in (1.4) shows that $r \circ\left(\eta\left[A_{1}\right]+\eta\left[A_{2} \cdots A_{n}\right]\right)=\eta\left[A_{1} \cdots A_{n}\right]$.

Case 3. $r \in R_{2}, P^{\prime}(r)=[a] \rightarrow a$ for some $a \in \Sigma$. $r H F=1_{a}$. Since $\eta[a]=r$ and $\eta(a)=1_{a}$, again the diagram commutes.

Theorem 11. The data given above form an adjunction ( $H, F ; \eta,=$ ): $\mathbf{S}\left(C_{2}(G)\right) \rightharpoonup \mathbf{S}(G)$.

Proof. Lemmas 9 and 10 as the triangular identities are immediate.
Corollary 12. From MacLane [22, pp. 88-93], $\mathbf{S}(G)$ is isomorphic to a reflective subcategory of $\mathbf{S}\left(C_{2}(G)\right)$, $F$ is injective on objects, full and faithful. Hence $C_{2}(G)$ preserves the ambiguities in $G$. Since $H$ is right-inverse to $F, H$ is full and $L\left(C_{2}(G)\right)=L(G)$. An interpretation of either $G$ or $C_{2}(G)$ gives, via the appropriate adjoint functor, the corresponding interpretation of the other grammar.

The adjunction $(H, F ; \eta,=): \mathbf{S}\left(C_{2}(G)\right) \rightarrow \mathbf{S}(G)$ provides a proof that $C_{2}(G)$ is $L R(k)$ iff $G$ is $L R(k)$, strengthening a result of Gray and Harrison [14]. The nicest way to the proof is via certain categories derived from syntax categories.

Definition 3. Let $G=(N, \Sigma, P, S)$ be a cfg with syntax category $\mathbf{S}$. Let $T=\left\{\alpha+r+w \mid \alpha \in V^{*}, r \in P, w \in \Sigma^{*}\right\}$ be the set of "rightmost" terms in $S$. The rightmost category of $G, \mathbf{R}(G)$, is the smallest subcategory of $\mathbf{S}$ such that $\Sigma^{*}$ is a subset of the objects of $\mathbf{R}(G)$ and $T$ is a subset of the arrows of $\mathbf{R}(G)$.

Objects in $\mathbf{R}(G)$ are of the form $\alpha A w$ for $\alpha \in V^{*}, A \in N, w \in \Sigma^{*}$ or are in $\Sigma^{*}$. $\mathbf{R}(G)$ is not a strict monoidal category. For every derivation from the point $S, f: S \rightarrow \gamma$, the cocanonical representation of $f$ is rightmost.

Proposition 13. Every derivation in $\mathbf{R}(G)$ is both monic and epic.
Proof. Epicity (left cancellation) follows from $G$ being of type 0 . Monicity (right cancellation) follows from the uniqueness of the rightmost representations in $\mathbf{R}(G)$.

With care to preserve rightmost representations, the adjunction $(H, F ; \eta,=): \mathbf{S}\left(C_{2}(G)\right) \rightharpoonup \mathbf{S}(G)$ provides an adjunction between $\mathbf{R}\left(C_{2}(G)\right)$ and $\mathbf{R}(G)$. Here are the details.

The bracketing functor $B: \mathbf{R}(G) \rightarrow \mathbf{R}\left(C_{2}(G)\right)$ is determined by the following data. Let $[\cdot]: V^{*} \rightarrow\left(V^{\prime}\right)^{*}$ be the monoid homomorphism carrying each $X \in V$ to $[X] \in V^{\prime} . B$ is given on objects $\alpha A w \in V^{*} N \Sigma^{*}$ by

$$
B(\alpha A w)=[\cdot](\alpha A)+w
$$

and is the identity on strings in $\Sigma^{*}$. Next we define a map $\zeta$ from some objects of $\mathbf{R}\left(C_{2}(G)\right)$ to the arrows of $\mathbf{R}\left(C_{2}(G)\right)$. Let $N_{i}=\{[A] \mid A \in N\}$ and $N_{e}=\{[a] \mid a \in \Sigma\}$. For $\alpha[A] \in N_{1}^{*} N_{i}$ and $\sum_{i=1}^{n}\left[a_{i}\right] \in N_{e}^{*} \operatorname{let} \zeta\left(\alpha[A]+\sum_{i=1}^{n}\left[a_{i}\right]\right)=\alpha[A]+\sum_{i=1}^{n}\left[a_{i}\right]$ and $\zeta\left(\sum_{i=1}^{n}\left[a_{i}\right]\right)=\sum_{i=1}^{n} \overline{\left[a_{i}\right]}$. Define $Z$ from the productions of $G$ to the derivations in $\mathbf{R}\left(C_{2}(G)\right)$ as:

$$
Z(r)= \begin{cases}r \circ \bigcirc_{i=1}^{n-2}\left(\sum_{j=1}^{i}\left[X_{j}\right]\right. & \left.+\overline{\left[X_{i+1} \cdots X_{n}\right]}\right) \circ \zeta\left(\left[X_{1}\right] \cdots\left[X_{n}\right]\right) \\ r \circ e[B] & \text { if } P(r)=A \rightarrow X_{1} \cdots X_{n}, n \geqq 2, \\ r & \text { if } P(r)=A \rightarrow B, \\ \text { otherwise } .\end{cases}
$$

Now $B$ is defined on the derivations $f$ in $\mathbf{R}(G)$ by letting $\bigcirc_{i=1}^{n}\left(\mu_{i}+r+w_{i}\right)$ denote the cocanonical representation of $f$ and setting

$$
B(f)=\bigodot_{i=1}^{n}\left([\cdot]\left(\mu_{i}\right)+Z\left(r_{i}\right)+w_{i}\right)
$$

It is apparent by the construction of the rightmost categories that $B$ is a functor, but not a strict monoidal functor as rightmost categories are not strict monoidal.

Since the bracket removal functor $H: \mathbf{S}\left(C_{2}(G)\right) \rightarrow \mathbf{S}(G)$ preserves cocanonical representations, $H$ restricts to a bracket removal functor from $\mathbf{R}\left(C_{2}(G)\right)$ to $\mathbf{R}(G)$, also denoted by $H$.

Proposition 14. For suitable $\eta: I_{\mathbf{R}\left(C_{2}(G)\right)} \rightarrow H B,(H, B ; \eta,=): \mathbf{R}\left(C_{2}(G)\right) \rightharpoonup$ $\mathbf{R}(G)$ is an adjunction.

Proof. It suffices to define $\eta$ so that the appropriate diagrams commute for each term $\mu+r+w$ in $\mathbf{R}\left(C_{2}(G)\right)$, as the remaining details are similar to Theorem 11. Let $N_{e}=\{[a] \mid a \in \Sigma\}$. For $\left[X_{1} \cdots X_{n}\right] \in N_{2}$, define

$$
e\left[X_{1} \cdots X_{n}\right]=\bigcirc_{i=1}^{n-1}\left(\left[X_{1}\right] \cdots\left[X_{i-1}\right]+\overline{\left[X_{i} \cdots X_{n}\right]}\right) \circ \zeta\left(\left[X_{1}\right) \cdots\left[X_{n}\right]\right)
$$

For $\alpha \in\left(V^{\prime}\right)^{*}, X^{\prime} \in N^{\prime}, x \in \Sigma^{*}$ define

$$
\begin{aligned}
\eta\left(\alpha X^{\prime} x\right) & = \begin{cases}\eta(\alpha)+e\left(X^{\prime}\right)+1_{x} & \text { if } c\left(e\left(X^{\prime}\right)\right) \in \Sigma^{*} \\
1_{\alpha}+e\left(X^{\prime}\right)+1_{x} & \text { otherwise }\end{cases} \\
\eta(x) & =1_{x} .
\end{aligned}
$$

Corollary 15. B is full, faithful and injective on objects. H is full. B reflects and preserves limits.

Rightmost categories are close to being a suitable space in which to consider $L R$ parsing. It is more convenient to introduce an augmentation so that the objects are the partial strings so far scanned by the $L R$ shift-reduce parser.

Definition 4. Let $\mathbf{R}$ be a rightmost category. The augmented category $\mathbf{A}$ is given by:
(A1) The objects of $\mathbf{R}$ are the objects of $\mathbf{A}$.
(A2) $(f, z): \alpha \rightarrow \beta$ is an arrow of $\mathbf{A}$ whenever $f: \alpha \rightarrow \beta z$ is an arrow of $\mathbf{R}$ and $z \in \Sigma^{*}$.
(A3) $\mathbf{A}$ is the smallest category closed under the composition

$$
\left(f_{1}, z_{1}\right) \circ\left(f_{2}, z_{2}\right)=\left(f_{1} \circ\left(f_{2}+z_{1}\right), z_{2}+z_{1}\right)
$$

$\mathbf{A}$ is a category since composition is associative, i.e.,

$$
\begin{aligned}
\left(\left(f_{1}, z_{1}\right) \circ\left(f_{2}, z_{2}\right)\right) \circ & \left(f_{3}, z_{3}\right) \\
& =\left(f_{1} \circ\left(f_{2}+z_{1}\right), z_{2}+z_{1}\right) \circ\left(f_{3}, z_{3}\right) \\
& =\left(f_{1} \circ\left(f_{2}+z_{1}\right) \circ\left(f_{3}+z_{2}+z_{1}\right), z_{3}+z_{2}+z_{1}\right) \\
& =\left(f_{1} \circ\left(\left(f_{2} \circ\left(f_{3}+z_{2}\right)\right)+z_{1}\right), z_{3}+z_{2}+z_{1}\right) \\
& =\left(f_{1}, z_{1}\right) \circ\left(f_{2} \circ\left(f_{3}+z_{2}\right), z_{3}+z_{2}\right) \\
& =\left(f_{1}, z_{1}\right) \circ\left(\left(f_{2}, z_{2}\right) \circ\left(f_{3}, z_{3}\right)\right) .
\end{aligned}
$$

To ease the notation, arrows $(f, \lambda)$ in $\mathbf{A}$ will frequently be written as $f$.
Let $\mathbf{R}_{1}, \mathbf{R}_{2}$ be rightmost categories and $(H, B ; \eta,=): \mathbf{R}_{2} \rightharpoonup \mathbf{R}_{1}$ an adjunction. Define

$$
\begin{aligned}
& H: \mathbf{A}_{2} \rightarrow \mathbf{A}_{1}:(f, z) \mapsto(f H, z H), \\
& B: \mathbf{A}_{1} \rightarrow \mathbf{A}_{2}:(g, y) \mapsto(g B, y B), \\
& \eta^{\prime}(\alpha)=(\eta(\alpha), \lambda) .
\end{aligned}
$$

Proposition 16. $\left(H, B ; \eta^{\prime},=\right): \mathbf{A}_{2}-\mathbf{A}_{1}$ is an adjunction.
This adjunction between the augmented categories $\mathbf{A}\left(C_{2}(G)\right)$ and $\mathbf{A}(G)$ will be used to show that $C_{2}(G)$ is $L R(k)$ iff $G$ is $L R(k)$. Hereafter we write $\eta$ for $\eta^{\prime}$.

Because of the adjunction, there is an isomorphism

$$
\phi: \mathbf{A}_{1}(\alpha H, \beta) \cong \mathbf{A}_{2}(\alpha, \beta B)
$$

for all objects $\alpha, \beta$.
Let $\mathbf{A}_{1}=\mathbf{A}(G), \mathbf{A}_{2}=\mathbf{A}\left(C_{2}(G)\right)$. In this case the adjunction isomorphism specializes to

$$
\phi: \mathbf{A}_{1}(S, \beta) \cong \mathbf{A}_{2}([S], \beta B)
$$

which, along with the more general form, will be used subsequently.
Turning specifically to $L R$-ness, the $L R(k)$ property of a grammar can be characterized by the existence of certain limits in $\mathbf{A}$.

Definition 5. $G$ is $L R(k)$ iff for all $\alpha, \gamma, \omega \in V^{*}, w \in \Sigma^{k}, z, z^{\prime} \in \Sigma^{*}$, rules $r: A \rightarrow \beta, r^{\prime}: A^{\prime} \rightarrow \beta^{\prime}$, if in $\mathbf{R}(G)$

$$
f: S \rightarrow \alpha \beta w z=\left(S \xrightarrow{f^{\prime}} \alpha A w z\right) \circ(\alpha+r+w z)
$$

and

$$
g: S \rightarrow \alpha \beta w z^{\prime}=\left(S \xrightarrow{g^{\prime}} \gamma A^{\prime} \omega\right) \circ\left(\gamma+r^{\prime}+\omega\right)
$$

then $r=r^{\prime}, \alpha=\gamma$, and $\omega=w z^{\prime}$.
One may compare this definition with that of Hotz and Claus [20, p. 191].
Definition 6. Let $(f, z): S \rightarrow \delta$ be an arrow in $\mathbf{A}(G)$, for some cfg $G$. $f$ has $k$-handle $(\alpha+r+w)$ for rule $r: A \rightarrow \beta, w \in \Sigma^{k}$, if $\delta=\alpha \beta w$ and $(f, z)=$ $\left(f^{\prime}, z\right) \circ(\alpha+r+w, \lambda)$. Further for $\alpha, \beta \in V^{*}, w \in \Sigma^{\kappa}, \alpha \beta w$ is a parsable prefix with $k$-parse-term $(\alpha+r+w)$ if there is an $(f, z)$ with $k$-handle $(\alpha+r+w)$. $G$ is locally $\mathrm{LR}(\mathrm{k})$ at $\gamma$ if $\gamma$ is a parsable prefix with $k$-parse-term $(\alpha+r+w)$ and for all $(g, z): S \rightarrow \gamma,(\alpha+r+w)$ is the $k$-handle of $(g, z)$.

The following two propositions are the characterization of $L R$-ness as a set of limits in $\mathbf{A}(G)$.

Proposition 17. Gis $L R(k)$ iff Gis locally $L R(k)$ at every parsable prefix.
Proposition 18. $G$ is locally $L R(k)$ at $\gamma$ iff $\gamma$ is a parsable prefix with $k$ -parse-term $t: \delta \rightarrow \gamma$ and for all $(f, z): S \rightarrow \gamma$ there is a unique $\left(f^{\prime}, z\right): S \rightarrow \delta$ such that

commutes.


The limit characterization of $L R$-ness, together with the fact that $B: \mathbf{A}_{1} \rightarrow \mathbf{A}_{2}$-as a full and faithful right adjoint-preserves and reflects limits, gives the proof that $C_{2}(G)$ is $L R(k)$ iff $G$ is $L R(k)$. We begin with lemmata.

Lemma 19. If an arbitrary cfg $G$ is locally $L R(k)$ at $\gamma$ with $k$-parse-term $t: \delta \rightarrow \gamma$ then for all $y \in \Sigma^{*}$ and all $(f, z): S \rightarrow \gamma y$ there is a unique $\left(f^{\prime}, z\right): S \rightarrow \delta y$ such that
commutes.


Proof. The map $\Psi(\gamma, y): \mathbf{A}(S, \gamma y) \rightarrow \mathbf{A}(S, \gamma):(f, z) \rightarrow(f, y z)$ is injective for each $\gamma$ and $y$. Thus if every arrow $S \rightarrow \gamma$ factors uniquely through $t$, every arrow $S \rightarrow \gamma y$ factors uniquely through $t+y$.

Lemma 20. If $C_{2}(G)$ is $L R(k)$ then for all $\theta \in\left(V^{\prime}\right)^{*} \Sigma^{*}$ for which there exists $(f, z):[S] \rightarrow \theta$ in $\mathbf{A}_{2}$, every $(g, z):[S] \rightarrow \theta H B$ factors uniquely through $\eta(\theta): \theta \rightarrow$ $\theta H B$.

Proof. If $\eta(\theta)$ is the identity, the conclusion is trivial. Otherwise, let $\bigcirc_{i=1}^{n} t_{i}$ be the cocanonical decomposition of $\eta(\theta)$. Let $\gamma_{n}$ be the parsable prefix of $\theta H B$, with unique $k$-parse-term $t_{n}^{\prime} . \theta H B=\gamma_{n}+y$ for some $y \in \Sigma^{*}$ since $\theta H B$ is a right sentential form. By Lemma 19 ( $g, z$ ) factors through $t_{n}^{\prime}+y$ and $t_{n}=t_{n}^{\prime}+y$. A straightforward induction from $t_{n}$ to $t_{1}$ finishes the proof.

Corollary 21. $\mathbf{A}_{2}([S], \theta) \cong \mathbf{A}_{2}([S], \theta H B)$ for $\theta \in\left(V^{\prime}\right)^{*} \Sigma^{*}$.
Theorem 22. If $C_{2}(G)$ is $L R(k)$ then $G$ is $L R(k)$.
Proof. The argument uses the adjunction between $\mathbf{A}_{2}=\mathbf{A}\left(C_{2}(G)\right)$ and $\mathbf{A}_{1}=$ $\mathbf{A}(G)$ to find, for each parsable prefix $\gamma$ of $G$, certain limit diagrams in $\mathbf{A}_{2}$. Since $B: \mathbf{A}_{1} \rightarrow \mathbf{A}_{2}$ reflects limits, the $\mathbf{A}_{2}$ diagrams reflect into limit diagrams in $\mathbf{A}_{1}$, showing that $G$ is locally $L R(k)$ at $\gamma$.

Let $\gamma$ be a parsable prefix of $G$ with some $k$-parse-term $t: \delta \rightarrow \gamma, t=$ $(\alpha+r+w)$. One has $B(t)=([\cdot](\alpha)+r+w) \circ \eta(\theta)$ where $\theta=[\cdot](\alpha)+c(r)+w$ with $c(r)$ being the codomain of $r$ in $C_{2}(G)$, and $\gamma=\theta H$ so that $\gamma B=\theta H B$. For any $(g, y):[S] \rightarrow \gamma B$, Lemma 20 shows that there is a unique $\left(g^{\prime}, y\right):[S] \rightarrow \theta$ for which $(g, y)=\left(g^{\prime}, y\right) \circ \eta(\theta)$. Write $t^{\prime}$ for $([\cdot](\alpha)+r+w)$. Since $t$ is a $k$-parse-term, there are $(f, z): S \rightarrow \gamma$ and $\left(f^{\prime}, z\right): S \rightarrow \delta$ in $\mathbf{A}_{1}$ for which $(f, z)=\left(f^{\prime}, z\right) \circ t$. Then $B(f, z)=$ $B\left(f^{\prime}, z\right) \circ t^{\prime} \circ \eta(\theta)$. Since $C_{2}(G)$ is $L R(k), t^{\prime}$ is the unique $k$-parse-term at $\theta$.

Hence each $(g, y):[S] \rightarrow \gamma B$ uniquely factors

through $t^{\prime} \circ \eta(\theta)$ as shown in the diagram. Since $B$ is full, every $(g, y):[S] \rightarrow \gamma B$ is the image of some $(f, y): S \rightarrow \gamma$. Since $B$ reflects limits,

is a limit diagram in $\mathbf{A}_{1}$, indeed a limit diagram for every $(f, y): S \rightarrow \gamma$ since $B$ is faithful. Hence every $(f, y): S \rightarrow \gamma$ factors uniquely through $t$.

Theorem 23 (Gray and Harrison). If $G$ is $L R(k)$ then $C_{2}(G)$ is $L R(k)$.
Proof. We show that $C_{2}(G)$ is locally $L R(k)$ at every parsable prefix using a proof by rule type. The cases are (i) the rule is one of the [a] in $R_{2}$, (ii) the rule is in $R$, and (iii) the rule is one of the $\overline{[\beta]} \in R_{1}$.
(i) Let $\gamma$ be a parsable prefix in $\mathbf{A}_{2}$ with 0-parse-term $(\alpha+[\overline{[a]})$. By the construction of $C_{2}(G)$, it is clear that $C_{2}(G)$ is locally $L R(0)$ at $\gamma$. By Lemma 19, $C_{2}(G)$ is locally $L R(k)$ at $\gamma w$ for each $w \in \Sigma^{k}$ such that $\gamma w$ is a parsable prefix.
(ii) Let $\gamma$ be a parsable prefix with $k$-parse-term $t=(\alpha+r+w)$ for $r \in R$. Let $(g, y):[S] \rightarrow \gamma$ factor through $t,(g, y)=\left(g^{\prime}, y\right) \circ t$ for some $g^{\prime}$. Since $(g H B, y)=$ $(g, y) \circ \eta(\gamma)$, we have the diagram


Since $r \in R$, by a trivial induction $\delta H B=\delta$.
Noting that $S=[S] H$ the pertinent adjunction isomorphisms are:

$$
\begin{aligned}
& \phi: \mathbf{A}_{2}([S], \gamma H B) \cong \mathbf{A}_{1}(S, \gamma H), \\
& \phi: \mathbf{A}_{2}([S], \delta H B) \cong \mathbf{A}_{1}(S, \delta H), \\
& \phi: \mathbf{A}_{2}(\delta, \gamma H B) \cong \mathbf{A}_{1}(\delta H, \gamma H)
\end{aligned}
$$

giving the commuting diagram

in $\mathbf{A}_{1}$. Now $\phi(t \circ \eta(\gamma))=(\alpha H+r+w)$, so it is the unique $k$-parse-term for parsable prefix $\gamma H$, since $G$ is $L R(k)$. Since $B$-as right adjoint-preserves limits, each $B(f, z):[S] \rightarrow \gamma H B$ factors uniquely through $t \circ \eta(\gamma)=B(\phi(t \circ \eta(\gamma)))$. Since $\eta(\gamma)$ is monic, $B(f, z)$ factors uniquely through $\eta(\gamma), B(f, z)=(h, z) \circ \eta(\gamma)$ for some unique $(h, z):[S] \rightarrow \gamma$. Therefore $\mathbf{A}_{2}([S], \gamma) \cong \mathbf{A}_{2}([S], \gamma H B) \cong \mathbf{A}_{1}(S, \gamma H)$. Hence every $(h, z):[S] \rightarrow \gamma$ factors uniquely through $t: \delta \rightarrow \gamma$, so that $C_{2}(G)$ is locally $L R(k)$ at $\gamma$.
(iii) Let $\gamma$ be a parsable prefix with $k$-parse-term $t: \delta \rightarrow \gamma, t=(\alpha+\overline{[\beta]}+w)$, $[\beta] \in R_{1}$. Let $(g, y):[S] \rightarrow \gamma$ factor through $t$. By the construction of $C_{2}(G)$, there exists $\left(g^{\prime}, y\right)$ such that

$$
(g, y)=\left(g^{\prime}, y\right) \circ\left(\alpha+\left(r \circ \bigcirc_{i=1}^{k}\left(\left[X_{1}\right] \cdots\left[X_{i}\right]+\overline{\left[X_{i+1} \cdots X_{n}\right]}\right)\right)+w\right)
$$

for some $r \in R$ and in which $\beta=X_{k+1} \cdots X_{n}$. The proof in part (ii) then goes through to show that $C_{2}(G)$ is locally $L R(k)$ at $\gamma$.
6. Notes on covering. This section discusses certain aspects of Gray and Harrison's thought-provoking paper [14]. Obviously, familiarity with it is assumed.

Gray and Harrison originally presented Theorem 23 (their Theorem 2.1) in terms of covers. The following proposition shows that we have correctly used functors in the previous section.

Proposition 24. Let $F: \mathbf{S}\left(G^{\prime}\right) \rightarrow \mathbf{S}(G)$ be an externally fixed, externally full grammar functor for cfg's $G^{\prime}, G$, such that for each rule $r^{\prime} \in R^{\prime}, F\left(r^{\prime}\right)$ is a rule of $R$ or an identity (zero-length) derivation. Let $H^{\prime}=\left\{r^{\prime} \in R^{\prime} \mid F\left(r^{\prime}\right) \in R\right\}$. Then ( $G^{\prime}, H^{\prime}$ ) covers $(G, P)$ under $F$; hence $G^{\prime}$ completely covers $G$.

Since $H: \mathbf{S}\left(C_{2}(G)\right) \rightarrow \mathbf{S}(G)$ is full, we immediately obtain their Theorem 1.1: $C_{2}(G)$ completely covers $G$. We note in passing that the construction used in their Theorem 2.2 is functorial as well.

Furthermore, the concept of weak Reynolds cover introduced by them is actually nothing but an externally fixed grammar functor, first explicated in 1966 by Hotz [18]. Therefore the existence of $H$ and $F$ between $\mathbf{S}\left(C_{2}(G)\right)$ and $\mathbf{S}(G)$ show that $C_{2}(G)$ and $G$ weakly Reynolds cover each other, despite $\llbracket 2$ in Gray and Harrison [14, p. 684].

These methods also show that part (b) of the proposition on page 682 of [14] is wrong. To say that $\left(G^{\prime}, P^{\prime}\right)$ covers $(G, P)$ under $F$ says only that $F$ is a functor taking rules in $R^{\prime}$ into rules in $R$. This doesn't suffice to show that $\mathbf{S}^{\prime}\left(S^{\prime}, x\right)$ and $\mathbf{S}(S, x)$ have the same cardinality for each $x \in L(G)=L\left(G^{\prime}\right)$ as trivial examples show. One requires functor surjectivity.

Despite these minor problems, covers form a more powerful tool than grammar functors as their Theorem 1.2 [14] and the paper of Mickunas [23] demonstrate. Both of these concepts, central to the idea of parsing simulation, deserve further work. Somewhat related program simulation ideas are in Goguen [12].
7. Concluding remarks on categorical methods. Comparing the examples presented here with the cited literature shows that one can obtain stronger results for very little additional effort by applying categorical algebra. For example,

Theorem 22 fell out essentially for free while obtaining the current proof of Theorem 23. Indeed, comparing the structure of the proof for Theorem 23 with Gray and Harrison's original proof shows that the current proof is essentially simpler. This is not surprising once one notices that Gray and Harrison have almost established the adjunction and almost proved the preservation of limits, general theorems on which we rely.

Using the tools of categorical algebra simplifies and sharpens many of the results in formal language theory. The reader may find that most of the effort in the examples presented is in setting up the requisite categories, functors and natural transformations. This is, I believe, typical of the applications of category theory. The categorical propositions are general and powerful; the application requires only finding the appropriate framework in which to apply the propositions as opposed to the traditional technique of creating proofs de novo. At least part of the purpose is the discovery of how the algebra of formal language syntax relates to other branches of mathematics. Since monoidal categories are ubiquitous, one finds many connections, especially to universal algebra (Benson [7], Benabou [5]).

Acknowledgment. I appreciate the thoughts provided by referees, resulting in clarifying the relationship of grammar functors to other notions of grammatical relationships.
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# IMPLEMENTATION CORRECTNESS INVOLVING A LANGUAGE WITH goto STATEMENTS* 

BRUCE D. RUSSELL $\dagger$


#### Abstract

Two languages, one a simple structured programming language, the other a simple goto language, are defined. A denotational semantics is given for each language. An interpreter for the goto language is given and is proved correct with respect to the denotational semantics. A compiler from the structured to the goto language is defined and proved to be a semantically invariant translation of programs. The proofs are by computational induction.


Key words. compiler, interpreter, semantics, denotational semantics, implementation correctness, computational induction

1. Introduction. If a formal definition of the semantics of a programming language is to be useful, it is essential that the implementation of the language is consistent with the formal definition. It makes little sense to prove the correctness of a program, or improve a program with semantically invariant transformations, if the implementation of the language does not preserve the semantics. Further, while we may program with high level, structured programming languages these programs will probably be translated into the machine language of the machine and the machine language will then be interpreted by the hardware. The correctness of both the compiler into the machine language and the interpreter for the machine language is essential.

To illustrate these problems and to give examples of the kinds of proofs required we define a structured programming language and a goto language. A denotational semantics is given for both languages. An interpreter is defined for the goto language and its correctness is proved. A compiler from the structured to the goto language is defined and its correctness is also proved. The example languages are deliberately kept simple to facilitate understanding.
2. Method and notation. The denotational semantics for the two languages are specified, following Scott [11], Scott and Strachey [13], Strachey and Wadsworth [14], as a function from a set of syntactic objects called programs into some set of "meanings" or denotations, appropriate for the particular language. The compiler will be defined as a function from one syntactic set of programs, the source language, into another syntactic set of programs, the target language. The interpreter will be defined as a function from machine states into machine states.

In all these cases the following questions arise. Are there sets of objects with the sorts of properties we require, to model things like syntax, machine states and denotations? Are there functions that behave as the semantic, interpreter and compiler functions should? Finally, can we prove things about these functions? The affirmative answers to these questions are provided by using the domain construction techniques of Scott [10], [12] and the least fixed point approach to the solution of function equations.

[^57]We assume that a domain is a set that has a partial ordering (denoted $\leqq$ ), a least element (denoted $\perp$ ) and in which every chain (totally ordered subset) has a least upper bound (denoted $\mathbf{U}$ ). The simplest way to form a domain is to extend any set $A$ with a single element $\perp$. The partial ordering is defined as $\perp \leqq a$ and $a \leqq a$ for all $a \in A$. We call this the natural extension of $A$. Some typical extensions are $I$ the integers, $T$ the truth values, $I D$ the identifiers. We will also extend any function $f$ from $A$ to $B$ to the natural extensions of $A$ and $B$. We call this the natural extension of $f$ and its value for $a \in A$ is $f(a)$, and for $\perp$ in the natural extension of $A$ its value is $\perp$ in the natural extension of $B$. Relations will be similarly extended.

We also form domains from existing domains using the operations of disjoint union (denoted + ), and Cartesian product (denoted $\times$ ). If we define a domain $D$ as

$$
D=D_{1}+D_{2}+\cdots+D_{m}
$$

we have the following function:

$$
\begin{aligned}
& \text { inspection- } i: \quad D \rightarrow T \\
& \text { inspection- } i(d)= \begin{cases}\text { true }, & d \in D_{i} \\
\perp, & d=\perp \\
\text { false } & \text { otherwise }\end{cases}
\end{aligned}
$$

We will write this as $d: D_{i}$.
We also have the function

$$
\begin{aligned}
& \text { projection- } i: \quad D \rightarrow D_{i} \\
& \text { projection- } i(d)= \begin{cases}d, & d \in D_{i}, \\
\perp & \text { otherwise }\end{cases}
\end{aligned}
$$

where $\perp$ is an element of $D_{i}$. We will write this as $d \mid D_{i}$.
If we define a domain $D$ as

$$
D=D_{1} \times D_{2} \times \cdots \times D_{m}
$$

we have the following functions:

```
constructor: \(D_{1} \times D_{2} \times \cdots \times D_{m} \rightarrow D\)
constructor \(\left(d_{1}, d_{2}, \cdots, d_{m}\right)=\) the \(d \in D\) corresponding to \(\left\langle d_{1}, d_{2}, \cdots, d_{m}\right\rangle\)
destructor: \(D \rightarrow D_{1} \times D_{2}, \cdots, D_{m}\)
destructor \((d)=\) the \(\left\langle d_{1}, d_{2}, \cdots, d_{m}\right\rangle\) corresponding to \(d\).
```

The final way of forming a domain from existing domains is to form the function space from one domain into another. The functions we are interested in are those that are continuous. Since we have required that domains be chain closed we will insist that all functions over the domains are continuous in the sense that they preserve the limits of chains. More formally a function $f: D \rightarrow D$ is
continuous iff for any chain $X \subseteq D \quad \mathbf{U}^{\prime} f(X)=f(\mathbf{U} X)$. We will denote the set of all continuous functions from domain $D$ to domain $D^{\prime}$ by $D \rightarrow D^{\prime}$. If we define a partial ordering over $D \rightarrow D^{\prime}$ by $f \leqq g$ iff $f(d) \leqq g(d)$ for all $d \in D$, then $D \rightarrow D^{\prime}$ is also a domain.

We now turn our attention to continuous functions and a notation for writing them. First note that we have a large supply of continuous functions from natural extensions, all of which are continuous. Also the identity function and constant functions are continuous as well as the functions associated with the domain constructions + and $\times$. The composition of two continuous functions $(f \cdot g)$ is continuous, as are any abstractions written in a lambda calculus notation, for example, $\lambda x . f(x, y), \lambda x . \lambda y . f(x, y), \lambda f . f(x)$, etc. For a detailed development of this sort of notation for continuous functions see Scott [10] or Reynolds [9].

A very important continuous function is the conditional function (called cond). Its logical type is $T \times D \times D \rightarrow D$ and its definition is

$$
\operatorname{cond}\left(t, d_{1}, d_{2}\right)= \begin{cases}d_{1}, & t=\text { true } \\ d_{2}, & t=\text { false } \\ \perp, & t=\perp\end{cases}
$$

We will write this as if $t$ then $d_{1}$ else $d_{2}$.
Another continuous function that we will make use of in what follows is the update function. Its logical type is

$$
\text { update : }((A \rightarrow B) \times A \times B) \rightarrow(A \rightarrow B))
$$

and its definition is

$$
\text { update }(f, a, b)=\lambda a^{\prime} . \text { if } a=a^{\prime} \text { then } b \text { else } f\left(a^{\prime}\right)
$$

The notation we will use for update $(f, a, b)$ is $f[b / a]$.
Since most of the functions we use are defined by cases over a syntactic domain we make use of the case and let notation due to Burstall [2]. For example if we define the domain PROGRAM as

$$
\begin{aligned}
\text { PROGRAM } & =\text { ASSIGNMENT }+ \text { COMPOUND } \\
\text { COMPOUND } & =\text { PROGRAM } \times \text { PROGRAM } \\
\text { ASSIGNMENT } & =\text { IDENTIFIER } \times \text { EXPRESSION }
\end{aligned}
$$

we may then write

```
cases p:
```

assignment $(x, e) \quad:$ "some expression in $x$ and $e$ "
compound $(p 1, p 2)$ : "some expression in $p 1$ and $p 2$ "
for

```
if p:ASSIGNMENT then
    let assignment (x,e)=p in "some expression in x and e"
else if p:COMPOUND then
let compound ( }1,p2)=p\mathrm{ in "some expression p1 and p2".
```

As an example of these notations let us define a domain LIST of linear lists over domain ATOM and define the usual functions of head, tail and cons.

```
                    LIST = NIL + COMPOUND
COMPOUND = ATOM }\times\mathrm{ LIST
    cons:ATOM }\times\mathrm{ LIST }->\mathrm{ LIST
    cons(a,e)=compound}(a,e
    head:LIST }->\mathrm{ ATOM
    head(e)=
        cases e:
        nil( ):\perp
compound(a, e'):a
    tail:LIST }->\mathrm{ LIST
    tail(e)=
    cases e:
        nil( ): nil( )
compound (a, e'): e}\mp@subsup{e}{}{\prime}
```

Finally if we define a function recursively it is the least fixed point of the associated functional that is intended. For example, by the definition $f(n)=$ if $n=0$ then 1 else $n \times f(n-1)$ we mean the least fixed point of the functional

$$
\lambda f . \lambda n \text {.if } n=0 \text { then } 1 \text { else } n \times f(n-1) \text {. }
$$

To prove the equivalence of two expressions involving recursively defined functions we may make use of Scott's rule of computational induction. Suppose $F(f), G(g)$ are expressions in the recursively defined functions $f=t 1$ and $g=t 2$. Then to show $F(f) \equiv G(g)$ it is sufficient to show
(i) $F(\perp) \equiv G(\perp)$
(ii) $F(f) \equiv G(g) \Rightarrow F(t 1) \equiv G(t 2)$
so long as the $F, G, f, g$ are continuous.
There are many detailed expositions of the least fixed point approach to the solution of function equations such as de Bakker and de Roever [1], Manna, Ness and Vuillemin [4], Reynolds [9], and Scott [12], among others.

We now have the tools we need to define domains, define functions over the domains and then prove things about these functions.
3. Denotational semantics for the two languages. The first language might be called an Algol-like, structured programming language. It consists of an "assignment" statement, an "if" statement and a "while" statement. Two programs may be put together (perhaps using ;) to form a compound program.

The semantics of such a language is given by specifying for each program in the language what its effect on the values of identifiers is. The values of the identifiers at any point in time is given by STORE $=$ ID $\rightarrow$ VALUES and thus the semantics of a program is some element of STORE $\rightarrow$ STORE.

The formal definition follows:

Syntax

$$
\begin{aligned}
p \in \text { STRUCPROGRAM }= & \text { ASSIGN } \\
& + \text { IF } \\
& + \text { WHILE } \\
& + \text { COMPOUND } \\
\text { ASSIGN }= & \text { ID } \times \text { EXP } \\
\text { IF }= & \text { EXP } \times \text { STRUCPROGRAM } \\
& \times \text { STRUCPROGRAM } \\
\text { WHILE }= & \text { EXP } \times \text { STRUCPROGRAM } \\
\text { COMPOUND }= & \text { STRUCPROGRAM } \\
& \times \text { STRUCPROGRAM } \\
\text { ex } \in \mathrm{EXP}= & \text { "usual expressions" } \\
x \in \mathrm{ID}= & \text { "usual identifiers" }
\end{aligned}
$$

Semantics
$s \in$ STORE $=$ ID $\rightarrow$ VALUES
VALUES = "set of language dependent values"
sem': STRUCPROGRAM $\rightarrow$ (STORE $\rightarrow$ STORE)
eval:EXP $\times$ STORE $\rightarrow$ VALUES
$\operatorname{sem}^{\prime}(p)(s)=$
cases $p$ :
$\operatorname{assign}(x, \operatorname{ex}): s[\operatorname{eval}(\mathrm{ex}, s) / x]$
if $(\mathrm{ex}, p 1, p 2)$ : if eval(ex, $s)$ then $\operatorname{sem}^{\prime}(p 1)(s)$ else $\operatorname{sem}^{\prime}(p 2)(s)$
while $(\mathrm{ex}, \mathrm{p} 1)$ : if eval(ex, $s$ ) then $\left(\operatorname{sem}^{\prime}(p) \cdot \operatorname{sem}^{\prime}(p 1)\right)(s)$ else $s$
$\operatorname{compound}(p 1, p 2):\left(\operatorname{sem}^{\prime}(p 2) \cdot \operatorname{sem}^{\prime}(p 1)\right)(s)$.
Let us examine sem' clause by clause:
$\operatorname{assign}(x$, ex): $\quad$ Evaluate the expression ex in the store $s$ and make this the new value of $x$ in the store.
if (ex, $p 1, p 2$ ): $\quad$ Evaluate the expression ex in the store $s$. If its value is true, then execute the then clause $p 1$, otherwise execute the else clause $p 2$.
while (ex, $p 1): \quad$ Evaluate the expression ex in the store $s$. If it is false then do nothing to the store, otherwise execute the body of the loop $p 1$ and then execute the entire loop $p$.
compound $(p 1, p 2)$ : $\quad$ First execute $p 1$ and then $p 2$.
The second language might be called a Fortran-like, "goto" language. It consists of an "assignment" statement, an "ifnot" statement, a "goto" statement and a "program" statement. A program is an $n$-tuple of labeled statements with one extra terminating label at the end.

The "assignment" and "goto" statements are obvious enough. The "ifnot" tests a condition and if it is false then branches. A program statement is an $n$-tuple of labeled statements with a terminating label, where only branches within the statement are allowed. The use of this last statement may easily be eliminated from any program by making all labels in the program distinct. It is included for convenience.

Programs in this language give a meaning to every label that occurs in the program. The meaning, or semantics, of a label is the element of STORE $\rightarrow$

STORE associated with the execution of the program starting at that label. If we let CONTINUATION $=$ STORE $\rightarrow$ STORE and LABELENV $=$ LABEL $\rightarrow$ CONTINUATION, then the semantics for the labels will be given by an element of LABELENV. The function sem will thus be of logical type PROGRAM $\rightarrow$ LABELENV. It will be defined by taking an everywhere undefined label environment and giving a value to each label that occurs in the program. The value given to a label is the semantics of the statement prefixed by that label.

The semantics of an individual statement in this language is a little more complicated. We cannot take the element of STORE $\rightarrow$ STORE that each statement denotes and simply compose them, since we may never execute the next statement if the first is a goto. To phrase it differently, once we have executed a given statement we then continue with the following statement or continue with a statement whose label is mentioned in a goto. Thus the type of the function semstatement, giving the semantics of individual statements, is STATEMENT $\rightarrow$ (LABELENV $\rightarrow$ (CONTINUATION $\rightarrow$ CONTINUATION)) where LABELENV=LABEL $\rightarrow$ CONTINUATION gives the semantics of the labels and CONTINUATION is the semantics of the program starting at the next sequential statement.

Syntax

$$
\begin{aligned}
p \in \text { PROGRAM }= & \text { LABELEDSTATEMENT }{ }^{+} \times \text {LABEL } \\
\text { LABELEDSTATMENT } & \text { LABEL } \times \text { STATEMENT } \\
t \in \text { STATEMENT }= & \text { ASSIGN } \\
& + \text { IFNOT } \\
& + \text { GOTO } \\
& \text { + PROGRAM } \\
\text { ex } \in \text { EXP }= & \text { "usual expressions" } \\
x \in \text { ID }= & \text { "usual identifiers" } \\
l \in \text { LABEL }= & \text { "usual labels" } \\
\text { ASSIGN }= & \text { ID } \times \text { EXP } \\
\text { IFNOT } & =\text { EXP } \times \text { LABEL } \\
\text { GOTO }= & \text { LABEL }
\end{aligned}
$$

Semantics

$$
s \in \mathrm{STORE}=\mathrm{ID} \rightarrow \text { VALUES }
$$

VALUES = "set of language dependent values"
$c \in$ CONTINUATION $=$ STORE $\rightarrow$ STORE
$e \in$ LABELENV $=$ LABEL $\rightarrow$ CONTINUATION
sem:PROGRAM $\rightarrow$ LABELENV
semstatement:STATEMENT
$\rightarrow($ LABELENV $\rightarrow$ (CONTINUATION $\rightarrow$ CONTINUATION $))$ eval: EXP $\times$ STORE $\rightarrow$ VALUES.

We will occasionally wish to obtain the label on the first statement of a program. The function "firstlabel" will do this.

```
firstlabel : PROGRAM }->\mathrm{ LABEL
firstlabel(p)=
    let }\langlel1:t1;\cdots;\operatorname{ln}:tn;\operatorname{ln}+1\rangle=
    in l1
```

```
semstatement:STATEMENT
    (LABELENV }->\mathrm{ (CONTINUATION }->\mathrm{ CONTINUATION))
semstatement (t)(z)(c)=
        cases t:
assign(x, ex):c\cdot\lambdas.s[eval(ex,s)/x]
    ifnot(ex,l):\lambdas. if eval(ex, s) then c(s) else e(l)(s)
        goto(l):e(l)
program(p):c\cdot\operatorname{sem}(p)(firstlabel (p))
```

Let us examine semstatement clause by clause, where $e$ is the labelenv specifying the continuation associated with each label and $c$ is the continuation associated with the next sequential statement.

```
assign (x, ex):
ifnot(ex,e): Evaluate the expression ex in the store and if true then go
on to the next sequential instruction else go to the state-
ment labeled l.
goto(l): Do nothing to the store and carry on with the statement labeled \(l\).
\(\operatorname{program}(p): \quad\) Take the semantics of \(p\) isolated from any of the labels outside \(p\). Apply the element of STORE \(\rightarrow\) STORE given by the label on the first statement of \(p\) and then carry on with the next sequential instruction.
```

```
    sem:PROGRAM }->\mathrm{ LABELENV
sem(p)=
let \langlel1:t1; l2:t2;\cdots; ln:tn; ln + 1\rangle=p
in }\perp[\operatorname{semstatement}(t1)(\operatorname{sem}(p))(\operatorname{sem}(p)(l2))/l1
    [semstatement}(t2)(\operatorname{sem}(p))(\operatorname{sem}(p)(l3))/l2
    [semstatement(tn)(sem(p)(sem(p)(ln+1))/ln]
    [\lambdas.s/ln+1]
```

Now the definition of sem says we are to create a labelenv $\operatorname{sem}(p)$ where the value of a label $l i$ on a statement $t i$ is given by taking the semantics of the statement $t i$, semstatement $(t i)$, with the labelenv of the entire program, $\operatorname{sem}(p)$, and the continuation of the next sequential instruction $\operatorname{sem}(p)(l i+1)$. If it is the last statement in the program then the continuation of the next sequential instruction would be to do nothing or $\lambda s . s$.
4. An interpreter and its correctness. The first implementation model is an interpreter, called "imp", for the goto language. It is a version of the 3 component (program, instruction pointer, data) model so common in operational semantics. Since every statement in our program is labeled we use a label as an instruction pointer. The data component is just the same STORE we have been using so far.

The formal definition of imp is:

$$
\begin{aligned}
& \operatorname{imp}: \mathrm{PROGRAM} \times \mathrm{LABEL} \times \mathrm{STORE} \rightarrow \mathrm{STORE} \\
& \operatorname{imp}(\langle l 1: t 1 ; l 2: t 2 ; \cdots ; \ln : t n ; \ln +1\rangle, l i, s)=\text { if } l i=\ln +1 \text { then } s
\end{aligned}
$$

## else cases $t i$ :

```
\(\operatorname{assign}(x, \operatorname{ex}): \operatorname{imp}(\langle\cdots\rangle, l i+1, s[\operatorname{eval}(\mathrm{ex}, s) / x])\)
    ifnot \((\mathrm{ex}, l)\) :if eval \((\mathrm{ex}, s)\) then \(\operatorname{imp}(\langle\cdots\rangle, l i+1, s)\)
                            else \(\operatorname{imp}(\langle\cdots\rangle, 1, s)\)
        goto( \(l): \operatorname{imp}(\langle\cdots\rangle, l, s)\)
\(\operatorname{program}\left(p^{\prime}\right): \operatorname{imp}\left(\langle\cdots\rangle, l i+1, \operatorname{imp}\left(p^{\prime}, \operatorname{firstlabel}\left(p^{\prime}\right), s\right)\right)\).
```

If the label of the next instruction is the terminating label, then return the data component at this time as the result of the interpreter. Otherwise the definition clause by clause is:
$\operatorname{assign}(x$, ex): $\quad$ Modify the store as usual and move the instruction pointer to the next sequential instruction.
ifnot (ex, l): Evaluate ex and if true move the instruction pointer to the next sequential instruction, else set the instruction pointer to $l$.
goto $(l): \quad$ Set the instruction pointer to $l$.
$\operatorname{program}\left(p^{\prime}\right): \quad$ Run the interpreter on program $p^{\prime}$ with the label on the first statement as the instruction pointer and the current store. Then run the interpreter with the instruction pointer at the next sequential instruction with the modified store.
We now prove our first correctness result showing that the interpreter imp run with program component $p$, instruction pointer $l$ and data component $s$ will give the same final data component as taking the semantics of program $p$, looking up the label $l$ and applying the value of $l$ to $s$.

Theorem. For all $p, s$ and $l$ in $p, \operatorname{imp}(p, l, s) \equiv \operatorname{sem}(p)(l)(s)$.
Proof. Proceed by computational induction on imp and sem. Clearly $\perp(p, l, s) \equiv \perp(p)(l)(s)$. Let $\langle l 1: t 1 ; l 2: t 2 ; \cdots ; \ln : t n ; \ln +1\rangle=p$ and $l i=l$.

If $l=\ln +1$, then:
R.H.S.
$\equiv(\lambda s . s)(s)$
$\equiv s$
$\equiv$ L.H.S.
Otherwise, by cases of $t i$ corresponding to $l i$ $\operatorname{assign}(x$, ex):
R.H.S.
$\equiv(\operatorname{sem}(p)(l i+1) \cdot \lambda s . s[\operatorname{eval}(\mathrm{ex}, s) / x])(s) \quad($ def. of semstatement)
$\equiv \operatorname{sem}(p)(l i+1)(s[\operatorname{eval}(\mathrm{ex}, s) / x])$
$\equiv \operatorname{imp}(p, l i+1, s[\operatorname{eval}(\mathrm{ex}, s) / x] \quad$ (induction hypothesis)
$\equiv$ L.H.S.
ifnot(ex, $l$ ):
R.H.S
$\equiv(\lambda s$.if eval $(\mathrm{ex}, s)$ then $\operatorname{sem}(p)(l i+1)(s)$ else $\operatorname{sem}(p)(l)(s))(s)$ (def. of semstatement)
$\equiv$ if $\operatorname{eval}(\mathrm{ex}, s)$ then $\operatorname{sem}(p)(l i+1)(s)$ else $\operatorname{sem}(p)(l)(s)$
$\equiv$ if eval(ex, $s)$ then $\operatorname{imp}(p, l i+1, s)$ else $\operatorname{imp}(p, l, s) \quad$ (induction hypothesis)
$\equiv$ L.H.S.

```
    goto(l):
R.H.S.
\equiv\operatorname{sem}(p)(l)(s)\quad(def. of semstatement)
\equivimp(p,l,s) (induction hypothesis)
\equivL.H.S.
    program( }\mp@subsup{p}{}{\prime}\mathrm{ ):
R.H.S.
\equiv((\operatorname{sem}(p)(li+1))\cdot\operatorname{sem}(\mp@subsup{p}{}{\prime})(\mathrm{ firstlabel (p')))(s) (def. of semstatement)}),
\equiv\operatorname{sem}(p)(li+1)(\operatorname{sem}(\mp@subsup{p}{}{\prime})(firstlabel (\mp@subsup{p}{}{\prime}))(s))
\equiv\operatorname{sem}(p)(li+1)(\operatorname{imp}(\mp@subsup{p}{}{\prime},\mathrm{ firstlabel (p'),s)) (induction hypothesis)}
\equiv\operatorname{imp}(p,li+1,\operatorname{imp}(\mp@subsup{p}{}{\prime},\mathrm{ firstlabel ( }\mp@subsup{p}{}{\prime}),s))\quad\mathrm{ (induction hypothesis)}
\equivL.H.S.
```

5. A compiler and its correctness. The second implementation model is a compiler, called "compiler", for the structured language. The target language is the goto language. The compiler is straightforward and its formal definition follows.
```
compiler: STRUCPROGRAM \(\rightarrow\) PROGRAM
\(\operatorname{compiler}(p)=\)
            cases \(p\) :
            \(\operatorname{assign}(x, \operatorname{ex}): \quad l 1: \operatorname{assign}(x\), ex \()\)
            if(ex, \(p 1, p 2): \quad l 1:\) ifnot(ex, 14);
            \(l 2\) : compiler \((p 1)\);
            l3: goto(l5);
                    l4: compiler ( \(p 2\) );
                    \(l 5\)
    while(ex, \(p 1)\) : \(\quad l 1\) : ifnot(ex, \(l 4)\);
            l2: compiler \((p 1)\);
            l3: goto(l1);
            l4
                    compound \((p 1, p 2)\) : \(\quad l 1:\) compiler \((p 1)\);
                            l2: compiler ( \(p 2\) )
```

The compiler is simple enough that we need not describe it clause by clause. Note that the labels $l 1, l 2, l 3, l 4$ and $l 5$ are distinct. These are all the distinct labels we need since the semantics of a statement like $l 2$ : compiler $(p 1)$ takes all the labels in compiler $(p 1)$ in isolation.

The correctness of the compiler, with respect to the semantics of the source and target language, follows. We show the semantics of the source program to be equivalent to the semantics of the target program applied to the first label in the target program.

Theorem. For all $p^{\prime}, \operatorname{sem}^{\prime}\left(p^{\prime}\right) \equiv \operatorname{sem}\left(\operatorname{compiler}\left(p^{\prime}\right)\right)\left(\right.$ firstlabel $\left.\left(\operatorname{compiler}\left(p^{\prime}\right)\right)\right)$.
Proof. Proceed by computational induction over sem' and compiler. Clearly $\perp\left(p^{\prime}\right) \equiv \operatorname{sem}(\perp)($ firstlabel $(\perp))$. In what follows, let $p=\operatorname{compiler}\left(p^{\prime}\right)$.

Cases of $p^{\prime}$ :
$\operatorname{assign}(x, e x)$ :

```
R.H.S.
\equiv\operatorname{sem}(l1:\operatorname{assign}(x,ex))(l1)\quad(def. of compiler)
\equiv\perp[\operatorname{semstatement(assign (x, ex))(sem(p))(\lambdas.s)/l1](l1) (def. of sem)}\mp@code{(in)}
\equiv(\lambdas.s)\cdot(\lambdas.s[eval(ex,s)/x]) (def. of semstatement and lookup l1)
\equiv\lambdas.s[eval(ex, s)/x]
\equivL.H.S.
    if(ex, p1, p2):
R.H.S.
\equiv\operatorname{sem}(l1: ifnot(ex, l4);
        l2: compiler(p1);
        l2: goto(l5);
        l4: compiler(p2);
        l5)(l1)
\equiv(\perp[semstatement(ifnot(ex, l4))(\operatorname{sem}(p))(\operatorname{sem}(p)(l2))/l1]
    [semstatement(compiler(p1))(\operatorname{sem}(p))(\operatorname{sem}(p)(l3))/l2]
    [semstatement (goto(l5))(\operatorname{sem}(p))(\operatorname{sem}(p)(l4))/l3]
    [semstatement(compiler(p2))(\operatorname{sem}(p))(\operatorname{sem}(p)(l5))/l4]
    [\lambdas.s/l5])(l1)
(def. of sem)
\equiv(\perp[\lambdas.if eval(ex, s) then \operatorname{sem}(p)(l2)(s) else sem(p)(l4)(s)/l1]
    [(\operatorname{sem}(p)(l3))\cdot\operatorname{sem}(\operatorname{compiler}(p1))(firstlabel(compiler(p1)))/l2]
    [sem(p)(l5)/l3]
    [(sem(p)(l5)) \cdot sem(compiler(p2))(firstlabel(compiler(p2)))/l4]
    [\lambdas.s/l5])(l1)
                            (def. of semstatement)
\equiv(\perp[\lambdas.if eval(ex, s) then sem(p)(l2)(s) else sem(p)(l4)(s)/l1]
    [(sem}(p)(l3))\cdot\mp@subsup{\operatorname{sem}}{}{\prime}(p1)/l2
    [sem(p)(l5)/l3]
    [(sem(p)(l5)) \cdot 些'(p2)/l4]
    [\lambdas.s/l5])(l1) (induction hypothesis)
\equiv\lambdas.if eval(ex, s) then sem (p)(l2)(s) else sem(p)(l4)(s) (lookup l1)
\equiv\lambdas.if eval(ex, s) then ((sem(p)(l3))}\cdot\mp@subsup{\operatorname{sem}}{}{\prime}(p1))(s
    else ((sem (p)(l5)) \cdot 永'(p2))(s) (def. of \operatorname{sem}(p))
\equiv\lambdas.if eval(ex, s) then ((\lambdas.s)\cdot\mp@subsup{\operatorname{sem}}{}{\prime}(p1))(s)
    else ((\operatorname{sem}(p)(l5))\cdot\mp@subsup{\operatorname{sem}}{}{\prime}(p2))(s)\quad(def. of \operatorname{sem}(p))
\equiv\lambdas.if eval(ex, s) then sem
\equivL.H.S.
    while(ex, p):
R.H.S.
\equiv\operatorname{sem}(l1: ifnot(ex, l4);
    l2: compiler(p1);
    l3: goto(l1);
    l4)(l1) (def. of compiler)
\equiv(\perp[semstatement(ifnot(ex, l4))(\operatorname{sem}(p))(\operatorname{sem}(p)(l2))/l1]
    [semstatement(compiler (p1))(sem(p))(sem(p)(l3))/l2]
    [semstatement(goto(l1))(\operatorname{sem}(p))(\operatorname{sem}(p)(l4))/l3]
    [\lambdas.s/l4])(l1)
                                (def. of sem)
\equiv(\perp[\lambdas. if eval(ex,s) then \operatorname{sem}(p)(l2)(s) else sem(p)(l4)(s)/l1]
```

$[(\operatorname{sem}(p)(l 3)) \cdot \operatorname{sem}(\operatorname{compiler}(p 1))($ firstlabel $(\operatorname{compiler}(p 1))) / l 2]$
$[\operatorname{sem}(p)(l 1) / l 3]$
[ $\lambda s . s / l 4])(l 1)$
(def. of semstatement)
$\equiv(\perp[\lambda s$. if eval(ex, $s)$ then $\operatorname{sem}(p)(l 2)(s)$ else $\operatorname{sem}(p)(l 4)(s) / l 1]$
$\left[(\operatorname{sem}(p)(l 3)) \cdot \operatorname{sem}^{\prime}(p 1) / l 2\right]$
$\left[\operatorname{sem}^{\prime}(p) / l 3\right]$
[ $\lambda s . s / l 4])(l 1) \quad$ (induction hypothesis)
$\equiv \lambda s$. if eval $(\mathrm{ex}, s)$ then $\operatorname{sem}(p)(l 2)(s)$ else $\operatorname{sem}(p)(l 4)(s) \quad$ (lookup $l 1)$
$\equiv \lambda s$.if $\operatorname{eval}(\operatorname{ex}, s)$ then $\left((\operatorname{sem}(p)(l 3)) \cdot \operatorname{sem}^{\prime}(p 1)\right)(s)$
else $\lambda s . s(s) \quad$ (def. of $\operatorname{sem}(p))$
$\equiv \lambda s$.if $\operatorname{eval}(\mathrm{ex}, s)$ then $\left(\operatorname{sem}^{\prime}(p) \cdot \operatorname{sem}^{\prime}(p 1)\right)(s)$
else $s \quad($ def. of $\operatorname{sem}(p))$
$\equiv$ L.H.S.
compound $(p 1, p 2)$ :
R.H.S.
$\equiv \operatorname{sem}(l 1:$ compiler $(p 1)$;
$l 2:$ compiler $(p 2))(l 1) \quad$ (def. of compiler)
$\equiv(\perp[\operatorname{semstatement}(\operatorname{compiler}(p 1))(\operatorname{sem}(p))(\operatorname{sem}(p)(l 2)) / l 1]$
$[\operatorname{semstatement}(\operatorname{compiler}(p 2))(\operatorname{sem}(p)(\lambda s . s) / l 2])(l 1) \quad$ (def. of sem)
$\equiv(\perp[(\operatorname{sem}(p)(l 2) \cdot \operatorname{sem}(\operatorname{compiler}(p 1))($ firstlabel $(\operatorname{compiler}(p 1)) / l 1]$
$[(\lambda s . s) \cdot \operatorname{sem}(\operatorname{compiler}(p 2))($ firstlabel $(\operatorname{compiler}(p 2))) / l 2])(l 1)$
(def. of semstatement)
$\equiv\left(\perp\left[(\operatorname{sem}(p)(l 2)) \cdot \operatorname{sem}^{\prime}(p 1) / l 1\right]\right.$
$\left.\left[(\lambda s . s) \cdot \operatorname{sem}^{\prime}(p 2) / l 2\right]\right)(l 1) \quad$ (induction hypothesis)
$\equiv(\operatorname{sem}(p)(l 2)) \cdot \operatorname{sem}^{\prime}(p 1)$
(lookup l1)
$\equiv\left((\lambda s . s) \cdot \operatorname{sem}^{\prime}(p 2)\right) \cdot \operatorname{sem}^{\prime}(p 1) \quad(\operatorname{def}$. of $\operatorname{sem}(p))$
$\equiv \operatorname{sem}^{\prime}(p 2) \cdot \operatorname{sem}^{\prime}(p 1)$
$\equiv$ L.H.S.
6. Some related work. Work on the correctness of implementations, particularly compilers, includes the early results of McCarthy and Painter [5]. Subsequent to this, more ambitious languages have been attempted by Morris [8] and Milner and Weyhrauch [7], among others. The approach taken in all these cases is to use some form of structural induction over the syntax of the languages involved.

In McCarthy and Painter the approach is straightforward structural induction. Morris imposes an algebraic structure on the sets of source and target language denotations. This structure mirrors the syntactic structure of the source and target languages. He then uses a unique extension theorem of algebra to show that equivalence on the primitive syntactic structures leads to equivalence over the entire set of programs.

Milner and Weyhrauch follow the same path as Morris but they use a formal system (LCF, based on the work of Scott) to express their theorem and to carry out the proof. Because the formal system is quite primitive the proof is extremely long (approximately 1600 proof steps).

The equivalence of alternative interpreters (operational models) for a given language has also been studied. The approach taken by the Vienna group-see

Jones and Lucas [3]-is the so-called twin machine technique. The two alternative interpreters are combined into one, thus eliminating redundancy but maintaining distinct state components for those aspects of the interpreters that differ. The equivalence of the interpreters is then expressed as a property of the state of the twin machine. This property is shown to be true of initial states and then inductively for all states that arise in the execution of the interpreter.

A slightly different approach is that of McGowan and Wegner [6]. They give a mapping from the states of each interpreter into some common set. It is then shown that the image under these mappings of all initial states of both interpreters are equal. Further, they show inductively that the images are equal at various points in the computation and thus of the final states.
7. Conclusions. We have defined a denotational semantics for two simple programming languages. One is a goto or machine-like language and the other a structured or higher level language. An interpreter (an operational semantics) for the goto language has been defined and formally proved to be equivalent to the denotational semantics. A compiler from the structured to the goto language has also been defined and proved to preserve the semantics of the program translated.

These proofs have shown the equivalence of the more familiar and, certainly in the case of the goto, more intuitive implementation models to the denotational models. We have thus strengthened the claim that the denotational models provide the semantics they are intended to.

We have also shown that Scott's theory provides a satisfactory framework to pose these questions of equivalence and to carry through the proofs. With a suitable choice of notation the definitions and proofs are readable and the proofs shorter than in some of the related work.

Finally, this paper is another small step towards reliable implementations of languages. This reliability is extremely important since the correctness of all programs written in a language depends on the correctness of the implementation of the language. Further, most machine languages use the goto statement. The correctness of the implementations of all the various languages on such a machine depends ultimately on the correctness of the hardware interpreter of the goto language and the compilers that have the goto language as their target code. Hence, the results about the goto statement are particularly relevant.

There are many problems raised by this work that remain to be solved. One of the most interesting is the problem of generating implementation models from a denotational model automatically, thus guaranteeing correctness.
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# TWO-PROCESSOR SCHEDULING WITH START-TIMES AND DEADLINES* 

M. R. GAREY and D. S. JOHNSON $\dagger$


#### Abstract

Given a set $\mathscr{T}=\left\{T_{1}, T_{2}, \cdots, T_{n}\right\}$ of tasks, each $T_{i}$ having execution time 1, an integer start-time $s_{i} \geqq 0$ and a deadline $d_{i}>0$, along with precedence constraints among the tasks, we examine the problem of determining whether there exists a schedule on two identical processors that executes each task in the time interval between its start-time and deadline. We present an $O\left(n^{3}\right)$ algorithm that constructs such a schedule whenever one exists. The algorithm may also be used in a binary search mode to find the shortest such schedule or to find a schedule that minimizes maximum "tardiness". A number of natural extensions of this problem are seen to be NP-complete and hence probably intractable.


Key words. multiprocessing systems, scheduling algorithms, $N P$-complete problems

1. Introduction. Since publication of the book Theory of Scheduling [4] by Conway, Maxwell, and Miller in 1967, considerable progress has been made in the mathematical analysis of abstract multiprocessing systems. One combinatorial model which is central to much of this work consists of a number $m$ of identical, independent processors, a finite set $\mathscr{T}=\left\{T_{1}, T_{2}, \cdots, T_{n}\right\}$ of tasks to be executed, an execution time $\tau_{i}>0$ for each $T_{i} \in \mathscr{T}$, and a partial order $<$ on $\mathscr{T}$. The partial order describes precedence constraints between the tasks, restricting allowable schedules to those in which, whenever $T_{i}<T_{j}$, the task $T_{j}$ does not begin executing until $T_{i}$ has been completed. The primary goal of scheduling is usually to minimize either the mean-time-in-system (mean flow time) or the maximum-time-insystem (maximum finishing time). Unfortunately these goals can be quite difficult to achieve and, in fact, most classes of scheduling problems appear to be computationally intractable [8], [10], [12], [15]. A notable exception to this state of affairs is the case of minimizing maximum finishing time when $m=2$ and each $\tau_{i}=1,1 \leqq i \leqq n$. Efficient scheduling algorithms for this case have been described in [3], [6], [7], [13]. These results have been extended in [9], which presents an efficient scheduling algorithm for the more complicated version of this problem in which each task $T_{i} \in \mathscr{T}$ also has a deadline $d_{i}>0$ by which time its execution must be completed. In this paper we further extend these results to the situation in which each task $T_{i} \in \mathscr{T}$ has not only a deadline $d_{i}>0$ but also an integer start-time $s_{i}, 0 \leqq s_{i} \leqq d_{i}$, such that $T_{i}$ must be executed entirely in the time interval $\left[s_{i}, d_{i}\right]$. We describe an $O\left(n^{3}\right)$ algorithm which determines whether there exists a schedule meeting all start-time, deadline, and precedence constraints and which constructs such a schedule if one exists.

In § 2 of this paper, we will describe the basic ideas behind the algorithm and show why it works. In § 3 we provide the details as to how it can be implemented to run in time $O\left(n^{3}\right)$. In § 4 we show how this basic feasibility algorithm can be used in iterative procedures to find schedules that minimize maximum finishing time or maximum tardiness. We also briefly examine the computational complexity of some related problems.

[^59]We conclude this section with a few preliminary definitions. For the sake of generality, we state them in terms of arbitrary $m,\left\{\tau_{i}\right\}$, and $\left\{s_{i}\right\}$.

A task $T_{i}$ is called a predecessor of task $T_{j}$ (and $T_{i}$ is a successor of $T_{i}$ ) whenever there exists a sequence of tasks $T_{1}^{\prime}, T_{2}^{\prime}, \cdots, T_{k}^{\prime}, k \geqq 1$, such that $T_{i}<T_{1}^{\prime}<T_{2}^{\prime}<\cdots<T_{k}^{\prime}=T_{i}$. Given $m, \mathscr{T},\left\{\tau_{i}\right\},\left\{s_{i}\right\},\left\{d_{i}\right\}$, and the partial order $<$, a valid schedule is a total function $\sigma: \mathscr{T} \rightarrow[0, \infty)$ which satisfies the following three properties:
(i) For all $t \in[0, \infty),\left|\left\{T_{i} \in \mathscr{T}: \sigma\left(T_{i}\right) \leqq t<\sigma\left(T_{i}\right)+\tau_{i}\right\}\right| \leqq m$;
(ii) Whenever $T_{i}<T_{i}, \sigma\left(T_{i}\right)+\tau_{i} \leqq \sigma\left(T_{j}\right)$;
(iii) For each $T_{i} \in \mathscr{T}, \sigma\left(T_{i}\right) \geqq s_{i}$.

In plain language, the function $\sigma$ assigns a starting time for execution to each task in $\mathscr{T}$, property (i) states that no more than $m$ tasks are ever executed simultaneously, property (ii) ensures that the partial order is respected, and property (iii) ensures that the start-time constraints are not violated (although the deadlines may be). Note that the processing is assumed to be nonpreemptive in that once a task is initiated it continues executing until its completion. A valid schedule $\sigma$ is said to meet all the deadlines if, for each $T_{i} \in \mathscr{T}, \sigma\left(T_{i}\right)+\tau_{i} \leqq d_{i}$. The finishing time $\omega$ for a valid schedule $\sigma$ is given by $\omega=\max \left\{\sigma\left(T_{i}\right)+\tau_{i}: T_{i} \in \mathscr{T}\right\}$.

Unless stated otherwise, we shall assume henceforth that $m=2$, each $\tau_{i}=1$, and each $s_{i}$ is an integer. Notice that, when minimizing maximum finishing time under these assumptions, there is no loss of generality in restricting consideration to schedules $\sigma$ which map $\mathscr{T}$ into the nonnegative integers. Thus we may assume also that each deadline $d_{i}$ is a positive integer.
2. The basic scheduling algorithm. In this section we describe the basic ideas behind our algorithm, which finds a valid schedule meeting all deadlines whenever one exists. The algorithm is similar to that of [9] in that it may be thought of as finding a priority list for directing the scheduling process. A priority list $L$ is a permutation of the tasks in $\mathscr{T}$ which is used to define a valid schedule $f$ in the following intuitive manner: Initially, all processors are idle. At any time $t$ at which a processor is idle, the processor instantaneously scans $L$ from the beginning and selects the first task $T_{k}$ (if any) which may validly be executed, i.e., $s_{k} \leqq t$, all predecessors of $T_{k}$ have been completed, and $T_{k}$ itself has not yet been started. In case of a tie, $T_{k}$ is assigned to the idle processor with lowest index and the remaining processors continue scanning the list. In our formal notation $\sigma\left(T_{k}\right)$ is set equal to that time $t$ at which $T_{k}$ is selected for execution by one of the processors. The reader should have no difficulty in specifying an $O\left(n^{2}\right)$ algorithm for computing $\sigma$ from the list $L$.

Our algorithm will determine a specific priority list $L$ for scheduling the tasks by this method. As in [9] the key idea involves a special modification of the task deadlines, having the property that a valid schedule meets all the modified deadlines if and only if it meets all the original deadlines. However the addition of task start-time constraints considerably complicates the necessary deadline modifications.

In order to state the lemma on which our deadline modifications are based, we require a few preliminary definitions. For any task $T_{i}$ and integers $s, d$
satisfying $s_{i} \leqq s \leqq d_{i} \leqq d$, we define $S(i, s, d)$ to be the set of all tasks $T_{j}(j \neq i)$ which have $d_{j} \leqq d$ and either are successors of $T_{i}$ or have $s_{j} \geqq s$. Let $N(i, s, d)$ denote the number of tasks in $S(i, s, d)$. We use $\lceil x\rceil$ to denote the least integer no less than $x$.

Lemma 1. For any task $T_{i}$ and integers $s, d$ satisfying $s_{i} \leqq s \leqq d_{i} \leqq d$, if $N(i, s, d) \geqq 2(d-s)$, then $T_{i}$ must be completed by time $d-\lceil N(i, s, d) / 2\rceil$ in any valid schedule that meets all task deadlines.

Proof. Suppose $N(i, s, d) \geqq 2(d-s)$ and let $\sigma$ be any valid schedule that meets all task deadlines. We divide the proof into two cases, depending on whether $N(i, s, d)$ equals or exceeds $2(d-s)$.

First suppose $N(i, s, d)>2(d-s)$. Since all tasks in $S(i, s, d)$ must be completed by time $d$ and there are only two processors, operating nonpreemptively, there must be some task $T_{j} \in S(i, s, d)$ for which $\sigma\left(T_{j}\right) \leqq d-\lceil N(i, s, d) / 2\rceil<s$. Since $\sigma\left(T_{j}\right)<s$, the definition of $S(i, s, d)$ implies that $T_{j}$ must be a successor of $T_{i}$. Hence $T_{i}$ must be completed when $T_{j}$ starts at time $\sigma\left(T_{j}\right)$ and the desired result follows.

Now suppose $N(i, s, d)=2(d-s)$. Then we have $\lceil(N(i, s, d)+1) / 2\rceil=$ $\lceil N(i, s, d) / 2\rceil+1$. We parallel the previous argument using the set $S=$ $S(i, s, d) \cup\left\{T_{i}\right\}$ instead of $S(i, s, d)$. Since all tasks in $S$ must be completed by time $d$ and there are only two processors, operating nonpreemptively, there must be some task $T_{j} \in S$ for which $\sigma\left(T_{j}\right) \leqq d-\lceil(N(i, s, d)+1) / 2\rceil=s-1$. Since $\sigma\left(T_{j}\right)<s$, the definition of $S(i, s, d)$ implies that either $T_{j}=T_{i}$ or $T_{j}$ is a successor of $T_{i}$. In either case we have

$$
\sigma\left(T_{i}\right)+1 \leqq \sigma\left(T_{j}\right)+1 \leqq s=d-\lceil N(i, s, d) / 2\rceil
$$

as desired.
The significance of Lemma 1 is that, when the described conditions are met, it gives an additional constraint on the latest possible finishing time for $T_{i}$. Thus, if $N(i, s, d) \geqq 2(d-s)$ and $d-\lceil N(i, s, d) / 2\rceil<d_{i}$, we may set $d_{i}$ equal to $d-\lceil N(i, s, d) / 2\rceil$ without foreclosing any possible valid schedules that meet all task deadlines. That is, a valid schedule meets all the original task deadlines if and only if it meets the new set of deadlines obtained by making this single change to $d_{i}$. In fact, such modifications may be performed repeatedly until either no further modifications are possible or we have some $d_{i}<s_{i}+1$, in which case no valid schedule can possibly meet all the deadlines. In a later section we shall describe an algorithm for performing these successive modifications in an organized and efficient manner.

Motivated by the preceding discussion, we will call the deadlines internally consistent whenever the following conditions hold for every task $T_{i} \in \mathscr{T}$ :

1) $d_{i} \geqq s_{i}+1$;
2) For every pair of integers $s, d$ satisfying $s_{i} \leqq s \leqq d_{i} \leqq d$, if $N(i, s, d) \geqq$ $2(d-s)$, then $d_{i} \leqq d-\lceil N(i, s, d) / 2\rceil$.
Two basic facts which follow from internal consistency will prove useful.
FAct 1. If the deadlines are internally consistent, then $T_{i}<T_{i}$ implies $d_{i}<d_{i}$.
Proof. Suppose we had both $T_{i}<T_{j}$ and $d_{i} \geqq d_{j}$. Then $T_{j}$ belongs to $S\left(i, d_{i}, d_{i}\right)$ and hence $N\left(i, d_{i}, d_{i}\right)>2\left(d_{i}-d_{i}\right)=0$. Property 2 ) of internal consistency then requires that we have $d_{i} \leqq d_{i}-\left\lceil N\left(i, d_{i}, d_{i}\right) / 2\right\rceil \leqq d_{i}-1$, a contradiction.

FACt 2. If the deadlines are internally consistent, then $s \leqq d$ implies

$$
\mid\left\{T_{i} \in \mathscr{T}: s \leqq s_{i} \text { and } d_{i} \leqq d\right\} \mid \leqq 2(d-s) .
$$

Proof. Suppose for some $s \leqq d$ the set $S=\left\{T_{i} \in \mathscr{T}: s \leqq s_{i}\right.$ and $\left.d_{i} \leqq d\right\}$ had $|S|>2(d-s)$. Let $T_{k}$ be a task in $S$ having the earliest start-time. Then $S-\left\{T_{k}\right\} \subseteq$ $S\left(k, s_{k}, d\right)$ and hence $N\left(k, s_{k}, d\right) \geqq 2(d-s) \geqq 2\left(d-s_{k}\right)$. Property 2$)$ of internal consistency then requires that

$$
d_{k} \leqq d-\left\lceil N\left(k, s_{k}, d\right) / 2\right\rceil \leqq s
$$

But since $s_{k} \geqq s$, this implies that $s_{k} \geqq d_{k}$, contradicting property 1 ) of internal consistency.

We now are prepared to state our main result.
Theorem 1. Let $L=\left(T_{1}, T_{2}, \cdots, T_{n}\right)$ be any priority list such that $d_{i} \leqq d_{i+1}$ for $1 \leqq i \leqq n-1$. If the deadlines are internally consistent, then the valid schedule defined by $L$ meets all task deadlines.

Proof. Suppose that the valid schedule $\sigma$ constructed from $L$ fails to meet the task deadlines. Since each $t_{i}=1$ and all start-times and deadlines are integers, $\sigma$ assigns an integer starting time to each task. Let $T_{j}$ be a task with minimum $\sigma\left(T_{j}\right)$ which fails to meet its deadline, i.e., $\sigma\left(T_{j}\right)+1>d_{j}$ and hence by integrality $\sigma\left(T_{j}\right) \geqq d_{j}$. Let $s$ be the greatest integer time, $0 \leqq s \leqq \sigma\left(T_{j}\right)$, for which the set $P(s)=\left\{T_{i} \in \mathscr{T}: \sigma\left(T_{i}\right)=s-1\right.$ and $\left.d_{i} \leqq d_{j}\right\}$ satisfies $|P(s)|<2$. Defining $S=$ $\left\{T_{i} \in \mathscr{T}: s \leqq \sigma\left(T_{i}\right)<\sigma\left(T_{j}\right)\right\} \cup\left\{T_{i}\right\}$, we observe that $|S|=2\left(\sigma\left(T_{j}\right)-s\right)+1$ and each $T_{i} \in S$ has $d_{i} \leqq d_{j}$. We divide the proof into two cases depending on whether $|P(s)|=0$ or $|P(s)|=1$.

First, suppose $|P(s)|=0$. By the definition of $S$, any tasks scheduled to begin execution at time $s-1$ must have followed all the tasks in $S$ on the priority list $L$. Thus none of the tasks in $S$ were ready to begin execution at time $s-1$, and any tasks that were executed at that time could not have been predecessors of any task in $S$ (by Fact 1 about internally consistent deadlines). Therefore every task in $S$ must have start-time exceeding $s-1$ and hence, by integrality, has start-time $s$ or greater. (All these observations hold trivially if $s=0$ ). This implies that

$$
S \subseteq\left\{T_{i} \in \mathscr{T}: s \leqq s_{i} \text { and } d_{i} \leqq d_{i}\right\},
$$

from which it follows that

$$
\begin{aligned}
\mid\left\{T_{i} \in \mathscr{T}: s \leqq s_{i} \text { and } d_{i} \leqq d_{j}\right\} \mid & \geqq|S| \\
& =2\left(\sigma\left(T_{i}\right)-s\right)+1 \geqq 2\left(d_{j}-s\right)+1 \\
& >2\left(d_{j}-s\right) .
\end{aligned}
$$

This last inequality contradicts Fact 2, proving the desired result when $|P(s)|=0$.
Now suppose $|P(s)|=1$. Let $T_{k}$ be the single task in $P(s)$. Again, any other task scheduled to begin execution at time $s-1$ must have followed all tasks in $S$ on the priority list $L$, and hence was not a predecessor of any task in $S$, while no task in $S$ was ready to begin executing at time $s-1$. Therefore every task in $S$ either has start-time at least $s$ or is a successor of $T_{k}$. This implies that $S \subseteq S\left(k, s, d_{j}\right)$, from
which it follows that

$$
\begin{aligned}
N\left(k, s, d_{j}\right) \geqq|S| & =2\left(\sigma\left(T_{j}\right)-s\right)+1 \\
& \geqq 2\left(d_{j}-s\right)+1>2\left(d_{j}-s\right) .
\end{aligned}
$$

From property (2) of internal consistency we then must have

$$
d_{k} \leqq d_{j}-\left\lceil N\left(k, s, d_{j}\right) / 2\right\rceil \leqq d_{j}-\left(d_{j}-s+1\right)=s-1
$$

Therefore $T_{k}$ failed to meet its deadline, contradicting the choice of $T_{j}$ as the earliest such task. This proves the desired result when $|P(s)|=1$, completing the proof.

We now summarize our basic algorithm, which determines whether a valid schedule meeting all deadlines exists and, if so, constructs one.

Step 1 . Successively modify the deadlines using Lemma 1 until either (a) the deadlines are internally consistent or (b) some $s_{i} \geqq d_{i}$. In case (b), report that no schedule exists and halt.

Step 2. Form the priority list $L$ by sorting the tasks in order of nondecreasing modified deadlines.

Step 3 . Compute the valid schedule defined by priority list $L$. By Theorem 1 it meets all the task deadlines.

By our previous comments on the complexity of Step 3, and the fact that all Step 2 involves is a simple sorting process, we see that the number of operations required by this algorithm is $O\left(n^{2}\right)$ plus the number of operations required for Step 1. In the next section we describe a method for performing Step 1 using $O\left(n^{3}\right)$ operations.
3. A deadline modification algorithm. In this section we describe an algorithm for successively modifying the task deadlines using Lemma 1. A straightforward approach to doing this would repeatedly examine $N(i, s, d)$ for all appropriate values of $i, s$, and $d$, modifying deadlines when required, until either the deadlines are internally consistent or some task deadline no longer exceeds the corresponding start-time. Though this algorithm will certainly terminate with the correct result, its computation time is potentially rather large. One reason for this is that the same $N(i, s, d)$ may have to be considered many times, since modifying task deadlines can change previously examined $N(i, s, d)$ values. A second reason is that the number of integer values for $s$ and $d$ which must be considered may be quite large. We now describe how a more careful approach avoids these difficulties.

Our algorithm is structured as three nested loops, each selecting successive values of one of the three parameters $i, s$, and $d$. The outer loop selects values of $d$ in decreasing order. For each $d$, the next loop selects values of $i$ in increasing order, skipping those values of $i$ for which $d_{i}>d$. Finally, for fixed $i$ and $d$, the inner loop selects appropriate values of $s$ in increasing order and modifies $d_{i}$ if required by the value of $N(i, s, d)$.

We first observe that this loop structure for choosing $i, s$, and $d$ allows each triple to be considered only once. This is, of course, desirable, but can be justified only if it insures that no possible deadline modification is missed. To see that this is the case, we first observe that the value of $N(i, s, d)$ and the new deadline that may
be imposed on task $T_{i}$ if $N(i, s, d) \geqq 2(d-s)$ do not depend on the value of $d_{i}$ itself. Thus as long as the value of $N(i, s, d)$ remains unchanged, extra considerations of the triple ( $i, s, d$ ) cannot lead to modifications that were not made the first time that triple was considered. Next, we observe that the value of $N(i, s, d)$ changes only when a task $T_{j}$ with deadline $d_{j}>d$ has its deadline modified to be less than or equal to $d$. However, $d_{j}$ can be so modified only when examining $N\left(j, s^{\prime}, d^{\prime}\right)$ for some $d^{\prime} \geqq d_{j}>d$. Considering values of $d$ in decreasing order insures that all such modifications affecting the value of $N(i, s, d)$ have been made before $N(i, s, d)$ is examined. Thus we never need to consider a triple $(i, s, d)$ more than once when using our loop structure.

Our next step is to bound the number of triples considered. If our algorithm is to be $O\left(n^{3}\right)$, we clearly can consider only $O\left(n^{3}\right)$ such triples, but at present we only have a bound of (number of $d$ 's considered) • (number of $i$ 's considered for each $d) \cdot($ number of $s$ 's considered for each $i$ and $d$ ). The middle factor is at most $n$, since there are only $n$ tasks, but the remaining factors might be considerably larger, since individual tasks might originally have start-times and/or deadlines which are much larger than $n$.

We first examine the parameter $s$, and show that, for fixed $i$ and $d$, the inner loop need never consider more than $n+1$ possible values for $s$. In particular, we show that the only values for $s$ that need to be considered are those integers $s$, $s_{i} \leqq s \leqq d_{i}$, which are task start-times or $d_{i}$ itself. Suppose there is some $s$ not of this form for which $N(i, s, d)$ requires that $d_{i}$ be modified. Letting $s^{\prime}$ be the minimum of $d_{i}$ and the least start-time exceeding $s$, we have $N\left(i, s^{\prime}, d\right)=N(i, s, d) \geqq$ $2(d-s)>2\left(d-s^{\prime}\right)$. Thus the same modification forced by $N(i, s, d)$ will be forced by $N\left(i, s^{\prime}, d\right)$ and $s^{\prime}$ belongs to our more restricted set of choices. Furthermore, once $d_{i}$ has been modified, no more choices for $s$ need be considered for these fixed values of $i$ and $d$. To see this, let $s^{*}$ denote the least value of $s$ such that $N\left(i, s^{*}, d\right)$ forces $d_{i}$ to be modified. Since the modified value of $d_{i}$ must be less than or equal to $s^{*}$ and since values for $s$ were selected in increasing order, it follows that all values for $s$ which remain relevant ( $s$ such that $s_{i} \leqq s \leqq s^{*}$ ) have already been considered. Thus, for fixed $i$ and $d$, at most $n+1$ values for $s$ need be considered and (a remark for future reference) at most one deadline modification occurs.

To show that at most $n$ values of $d$ need be considered in the outer loop involves a more complicated argument. The basic idea is that essentially every value of $d$ considered will be guaranteed to be a final deadline for some one of the $n$ tasks. In order to insure this, however, we need to be a bit more careful in the algorithm than we have indicated so far.

First, it will be useful to have the property that whenever $T_{j}$ is a predecessor of $T_{i}, d_{j} \leqq d_{i}$. Note that reducing $d_{j}$ so that this is the case will never preclude any possible valid schedules that meet the original deadlines. (In fact we could even reduce $d_{j}$ to $d_{i}-1$, but the weaker condition is sufficient for our purposes and is easier to maintain.) Some preprocessing is required to make this property hold initially; we postpone a detailed explanation of how this is done. Then, whenever a deadline $d_{i}$ is modified in the algorithm, we merely need to examine each predecessor $T_{j}$ of $T_{i}$ and set $d_{j}$ equal to the smaller of its current value and the new
value for $d_{i}$. This ensures that the desired property will hold throughout execution of the algorithm. (Note also that these extra modifications do not affect the property that permitted us to consider each $N(i, s, d)$ at most once, namely, that no deadline is ever modified when considering a value of $d$ less than that deadline.)

Having the abovementioned property, we always select the next value of $d$ to be the largest current task deadline which is less than all previously selected values of $d$. This immediately insures that no required modifications will be overlooked, since if $d^{\prime}$ is any integer between $d$ and the previous value for $d$, we have $N(i, s, d)=N\left(i, s, d^{\prime}\right)$ for all appropriate $i$ and $s$. Now suppose that, after considering all values of $i$ and $s$ for some $d$, no task remains with deadline $d$. We show that this implies no valid schedule can possibly meet all the deadlines. Let $j$ be the largest task index such that, when $d$ was selected, $T_{j}$ had deadline $d$ and had no successors with deadline $d$ (at least one such task must exist). By our property for deadlines, $T_{j}$ also has no successor with deadline less than $d$. Thus $S(j, s, d)$ contains no successors of $T_{j}, s_{j} \leqq s \leqq d$. Since $d_{j}$ was modified, there must have been some $s$ such that $N(j, s, d) \geqq 2(d-s)$. By our choice of $T_{j}$ and the above remark, when $N(j, s, d)$ was examined, every task in $S(j, s, d)$ had start-time $s$ or larger and either had deadline less than or equal to $d-1$ or else was a predecessor of $T_{j}$ with deadline $d$. Thus all tasks in $S(j, s, d)$ must in fact be executed in the time interval $[s, d-1]$ in any valid schedule that meets all the deadlines. However, by choice of $s$, we have $N(j, s, d) \geqq 2(d-s)>2(d-1-s)$, and so $S(j, s, d)$ contains more tasks than can possibly be executed in the time interval $[s, d-1]$. Hence no valid schedule can meet all the deadlines. Therefore, if we finish processing a deadline $d$ and have no task left with that deadline, we know that no such valid schedule can exist. Hence, if we terminate whenever this situation arises, we will not be overlooking any modification which can lead to a set of internally consistent deadlines. Moreover, by terminating in this fashion, we insure that at most $n$ values of $d$ need be considered.

The above arguments show that at most $O\left(n^{3}\right)$ triples $(i, s, d)$ need be considered. It remains to be shown that the various costs associated with preprocessing and with updating the values of $i, s, d$ and $N(i, s, d)$ are also $O\left(n^{3}\right)$. In order to do this, we must provide more specific details on how the algorithm is to be implemented.

First we describe and discuss the preprocessing that must be done. The first step is to sort and re-index the tasks so that $s_{1} \leqq s_{2} \leqq \cdots \leqq s_{n}$. This takes time $O(n \cdot \log n)$. Next we compute the transitive closure of the partial order so that, in constant time, we can determine whether or not $T_{i}$ precedes $T_{i}, 1 \leqq i, j \leqq n$. This can be accomplished with $O\left(n^{2.81}\right)$ operations using [5] or $O\left(n^{3}\right)$ operations using any of [2], [14], [16]. Then we perform the preliminary deadline modifications to ensure that $d_{i} \leqq d_{j}$ whenever $T_{i}$ precedes $T_{j}$. This can be done in $O\left(n^{2}\right)$ operations by working "backwards" in the partial order, examining a task $T_{i}$ only after examining all its successors and then setting $d_{i}$ to the minimum value in $\left\{d_{i}\right\} \cup$ $\left\{d_{j}: T_{j}\right.$ is a successor of $\left.T_{i}\right\}$. Finally we initialize the variable $d$ to a value that exceeds the largest task deadline. The algorithm then proceeds as follows:

Step 1. If any task $T_{i}$ has $d_{i} \leqq s_{i}$, halt (no schedule is possible). If no task has a deadline less than $d$, halt (the current deadlines are internally consistent). Other-
wise set $d$ to the largest task deadline less than $d$ and set $i$ to the least task index for which $d_{i}$ is less than or equal to the new value of $d$.

Step 2. Scan the task list to compute $N\left(i, s_{i}, d\right)$. Set COUNT $\leftarrow N\left(i, s_{i}, d\right)$, $s \leftarrow s_{i}$, and set $k \leftarrow$ least $j$ such that $s_{j}=s_{i}$.

Step 3. If COUNT $\geqq 2(d-s)$ and $d_{i}>d-\lceil C O U N T / 2\rceil$, set $d_{i} \leftarrow$ $d-\lceil\mathrm{COUNT} / 2\rceil$ and, for each predecessor $T_{j}$ of $T_{i}$ whose deadline exceeds the new $d_{i}$, set $d_{j} \leftarrow d_{i}$.

Step 4. If $s \geqq d_{i}$, go to Step 5. Otherwise increment $k$ by 1 until either $k>n$ or $s_{k}>s$. During this scan, subtract 1 from COUNT for each $T_{j}$ (original $k \leqq j<$ new $k$ ) which is not a successor of $T_{i}$ and which satisfies $d_{j} \leqq d, s_{j}=s$, and $j \neq i$. If $k=n+1$ or $s_{k}>d_{i}$, set $s \leftarrow d_{i}$ and go to Step 3. Otherwise set $s \leftarrow s_{k}$ and go to Step 3.

Step 5. Find the least $j>i$ such that $d_{j} \leqq d$. If such a $j$ exists, set $i \leftarrow j$ and go to Step 2. If no such $j$ exists and some task has current deadline $d$, go to Step 1. Otherwise halt (no schedule is possible).

Step 1 checks two termination conditions, both of which can be verified in $O(n)$ operations by a simple scan through all the tasks. If both conditions fail, it then selects the next value for $d$ and the first relevant value of $i$ for $d$, again accomplished easily by simple scans in $O(n)$ operations. Since, by our previous comments, at most $n$ values of $d$ will be selected, this step will be entered at most $n+1$ times, for a total contribution of at most $O\left(n^{2}\right)$ operations.

Step 2 computes $N\left(i, s_{i}, d\right)$, stores it in COUNT, initializes $s$ to $s_{i}$, and initializes the variable $k$ which will be used in updating COUNT as $s$ changes. All of these can again be accomplished by simply scanning through all $n$ tasks, with a constant number of operations for each task (for instance, to determine whether it meets the membership conditions for $S\left(i, s_{i}, d\right)$ ). Thus each entry of this step uses $O(n)$ operations. Because it is entered at most $n$ times for each $d$, always with a new value for $i$, the total contribution to the algorithm is at most $O\left(n^{3}\right)$ operations.

Step 3 checks the internal consistency conditions for $N(i, s, d)=$ COUNT and, if necessary, modifies the appropriate deadlines. This step is entered at most $O\left(n^{3}\right)$ times, once for each choice of the three parameters $i, s$, and $d$. It requires only constant time unless deadline modification is necessary, in which case $O(n)$ operations may be required. However, since $d_{i}$ is modified at most once for a particular value of $d$, those $O(n)$ modification operations are required at most $n^{2}$ times. Thus this step contributes a total of at most $O\left(n^{3}\right)$ operations.

Step 4 first checks whether all relevant values of $s$ have been considered for the current $i$ (i.e., either $d_{i}$ has been modified or the last $s$ was equal to $d_{i}$ ). If not, it continues scanning the task list from $T_{k}$ to find the next relevant $s$. During this scan it continually updates COUNT, subtracting 1 for each task which belonged to the previous $S(i, s, d)$ but not the new $S(i, s, d)$. After resetting $s$, it returns to Step 3. This step is entered at most $O\left(n^{3}\right)$ times since it is entered only through Step 3. However, by using the variable $k$ to resume scanning the task list from where it left off, it only scans the task list once for each choice of $i$ and $d$. It follows that Step 4 contributes a total of at most $O\left(n^{3}\right)$ operations to the algorithm.

Finally, Step 5 selects the next relevant value of $i$, if any, and returns to Step 2. If all values of $i$ for this $d$ have been checked and some task deadline remained equal to $d$, it goes to Step 1 to determine the next $d$. Otherwise, by our previous
discussion, we know that no valid schedule can possibly meet all the deadlines and the algorithm halts. Since Step 5 is entered at most once for each choice of $i$ and $d$, it is entered a total of at most $O\left(n^{2}\right)$ times. The scanning of the tasks is a process which occurs only once for each $d$, although it is interrupted each time $i$ is updated. Thus this step contributes a total of at most $O\left(n^{2}\right)$ operations.

From our discussion preceding the algorithm, the reader should have little difficulty in verifying that the algorithm works properly. It terminates either with a set of internally consistent deadlines equivalent to the original deadlines, or with the conclusion that no valid schedule can meet all the deadlines. Furthermore, since each step contributes at most $O\left(n^{3}\right)$ operations to the total procedure, and all required preprocessing can be done in at most $O\left(n^{3}\right)$ operations, the algorithm takes total time $O\left(n^{3}\right)$ as claimed. Although we know of no method for doing this faster than proportional to $n^{3}$, we note that the algorithm as described could probably be improved by a constant factor in a careful implementation. We chose not to incorporate such details into the description of our algorithm since that would have served primarily to further complicate an already complicated algorithm, without substantially improving its performance.
4. Conclusion. The algorithm described in $\S \S 2$ and 3 is designed only to test for feasible schedules and to generate such a schedule whenever one exists. Given that feasible schedules exist, however, one might wish to find such schedules that, for example, minimize maximum finishing time. This can be done using our algorithm in a simple iterative procedure as follows.

First observe that, for any integer $D$, we can decide whether there exists a valid schedule that meets all deadlines and has maximum finishing time at most $D$, by applying our algorithm after setting equal to $D$ all deadlines that exceed $D$. The least possible maximum finishing time can then be found using a binary search on $D$. Since the only values of $D$ that need be considered are those integers that exceed the largest start-time by no more than $n$, this involves only $O(\log n)$ applications of our basic algorithm, and the complete procedure requires $O\left(n^{3} \log n\right)$ operations. In case all start-times or all deadlines are the same, the simpler procedure described in [9] can be used.

A similar approach, using binary search, can be used to find a valid schedule that minimizes maximum tardiness (the tardiness of a task in a schedule is the maximum of zero and its finishing time minus its deadline), in case no valid schedule meeting all the deadlines is possible. To check whether a valid schedule exists with maximum tardiness $D$ or less, merely replace each deadline $d_{i}$ by $D+d_{i}$ and apply our basic algorithm.

Unfortunately, the problem of minimizing the number of tardy tasks, even if we have only one processor and all start-times (or all deadlines) are the same, is $N P$-complete [9] and hence probably computationally intractable (see [1], [11], [12] for comprehensive treatments of " $N P$-completeness"). A number of other simple generalizations of our scheduling problem are also $N P$-complete.

First let us consider relaxing the constraint that all $\tau_{i}=1$ by allowing $\tau_{i} \in\{1,2\}$. In this case, with all $s_{i}=0$ and all $d_{i}=D$, Ullman [15] has shown that the problem of deciding whether there exists a valid schedule meeting all deadlines is
$N P$-complete. If we further relax the constraint on task times to allow them to be arbitrary integers, then the problem of deciding whether there exists a valid schedule meeting all deadlines is $N P$-complete even for one processor and no precedence constraints. This result has not appeared previously but can be proved easily from the $N P$-complete 3-PARTITION problem [8], [10]. The 3PARTITION problem is, given $3 n$ integers $a_{1}, a_{2}, \cdots, a_{3 n}$ and an integer $B$ such that each $a_{i}$ satisfies $B / 4<a_{i}<B / 2$, to determine whether the $\left\{a_{i}\right\}$ can be partitioned into $n 3$-element sets which each sum exactly to $B$. It follows, as in [10], that this scheduling problem is $N P$-complete even if input size is measured by the sum of the task execution times, rather than the number of bits required to encode them. This means that any algorithm that always finds the desired schedule, if it exists, will probably require time exponential in the sum of execution times rather than just exponential in the number of tasks, a significant difference when tasks with large execution times are present.

Returning now to our original problem, suppose we relax the constraint that all start-times must be integers. (Allowing arbitrary rational start-times is equivalent to allowing all tasks to have arbitrary, but identical, integer execution times). In this case little is yet known. In fact, the complexity of determining the existence of valid schedules meeting all deadlines for the case of one processor, unit execution times, no precedence constraints, and arbitrary start-times and deadlines is still open. (In the very special case with all $s_{i}$ multiples of $\frac{1}{2}$, we $c a n$ give a polynomial-time algorithm).

Returning again to our original problem with integer start-times (and hence integer deadlines), consider the effect of increasing the number of processors. If the number of processors is arbitrary, the problem is $N P$-complete even with all $s_{i}=0$ and all $d_{i}:=D[15]$. It is not known whether this problem is $N P$-complete for any fixed number $m$ of processors, although $m=2$ is the largest value for which a polynomial time algorithm is known. Our algorithm can be used to solve a significant special case of the 3-processor problem (with all $s_{i}=0$ and all $d_{i}=D$ ) in which we ask whether there exists a valid schedule with maximum finishing time $D$, where $D$ is the length of the longest chain ("critical path") in the partial order. Choosing one such chain, there is no loss of generality in assigning all tasks in the chain, in order, to the third processor. Then all remaining tasks must be executed on the remaining two processors, with the precedence constraints between these tasks and the tasks on the third processor serving merely to impose individual integer start-times and deadlines on the remaining tasks. Hence we are reduced to precisely the problem our algorithm was designed to solve. The solvability of this special case is particularly interesting because the authors (and others) have made numerous attempts to prove the general 3-processor problem $N P$-complete by proving that this special case was $N P$-complete. If, as is generally believed, the $N P$-complete problems are intractable, this particular approach was doomed to fail.
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# A 2.5n-LOWER BOUND ON THE COMBINATIONAL COMPLEXITY OF BOOLEAN FUNCTIONS* 
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#### Abstract

Consider the combinational complexity $L(f)$ of Boolean functions over the basis $\Omega=\left\{f \mid f:\{0,1\}^{2} \rightarrow\{0,1\}\right\}$. A new method for proving linear lower bounds of size $2 n$ is presented. Combining it with methods presented in Savage [13, (1974)] and Schnorr [18, (1974)], we establish for a special sequence of functions $f_{n}:\{0,1\}^{n+2 \log (n)+1} \rightarrow\{0,1\}: 2.5 n \leqq L(f) \leqq 6 n$. Also a trade-off result between circuit complexity and formula size is derived.
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1. Introduction. The interest in lower bounds for the combinational complexity of Boolean functions stems from two facts:
(i) practical interest: the hardware of a computer consists largely of switching networks;
(ii) theory of algorithms: proving lower bounds for the run time of algorithms has been reduced to the problem of proving lower bounds for the combinational complexity of Boolean functions [2], [15], [17]. However, for this purpose lower bounds of size greater than $O(n \log (n))$ would be needed.

Several functions with exponential combinational complexity are known [8], [20]. If one measures the complexity of the definition of a sequence of functions $f_{n}:\{0,1\}^{n} \rightarrow\{0,1\}$ by the complexity of a Turing machine which accepts $\left\{x \mid f_{\text {length }(x)}(x)=1\right\}$, then all functions which can presently be shown to have exponential complexity are defined by Turing machines of exponential tape complexity.

The proof relies on the fact that (for reasonable functions $s: \mathbb{N} \rightarrow \mathbb{N}$ ) a Turing machine with tape complexity $s(n) \log s(n)$-or a formal system with equivalent descriptive power-can construct an optimal circuit with complexity $s(n)$.

There is however a great interest in nonlinear lower bounds for functions which are definable by Turing machines with polynomial time complexity or even with complexity around $n \log n$ (e.g., multiplication). Also, if by proving a lower bound on circuit size one wishes, say, to settle the $P=N P$ ? question [1], [4] in a negative sense, one has to prove a lower bound which grows faster than any polynomial for a sequence of functions definable in $N P$. The best lower bounds known for sequences of functions definable in $N P$ and relative to the full basis of 2 -input 1 -output gates are of size $2 n$ [18].

We first list some basic notations and facts. In Theorem 1, with known techniques a $2 n$-lower bound is derived for a function which describes reading in a storage of $n$ cells of 1 bit each.

To prove a lower bound better than $2 n$, new methods are needed whichunlike the known ones-assert the existence of gates which are not necessarily near the inputs of the circuit. Theorem 2 is proven with such a method. Applied alone, the method yields $2 n$-lower bounds.

[^60]In Theorem 3, extension of the known techniques together with the new method are applied to prove a $2.5 n$-lower bound. This proof turns out to be considerably more difficult than proofs of $2 n$-lower bounds.

In the last section we point out a relation to Neciporuk's test [9] and prove a trade-off result between formula size and circuit complexity.
2. Basic notations and facts. Let $K=\{0,1\}$.
$\Omega=\left\{f \mid f: K^{2} \rightarrow K\right\}$ is the set of basic operations. A switching circuit $N$ is a directed, acyclic graph, each node having indegree 0 or 2 . A node with indegree 0 is an input node. A node with outdegree 0 is an output node. $X_{n}=\left\{x_{1}, \cdots, x_{n}\right\}$ is the set of input nodes of $N$.

Each node with indegree 2 is labeled by an $f \in \Omega$. Associate with each node $C$ of $N$ a function $\operatorname{res}_{N}(C): K^{n} \rightarrow K$ in the obvious way. In the same way associate functions $\operatorname{res}_{N}(e)$ with the edges $e$ of $N$. If it is clear, which circuit is meant, the subscript $N$ in $\operatorname{res}_{N}(\cdot)$ is dropped.

For $f: K^{s} \rightarrow K, N$ computes $f$ if there is a node $n$ in $N$ such that res $(n)=f$. Define the combinational complexity of $f$ by $L(f)=\min \{\#$ nodes in $N$ which are no input nodes $\mid N$ computes $f\}$.

Assigning values 0 or 1 to the variables of a subset $S \subset X_{n}$ allows us to concentrate on subfunctions as well as on the subcircuit of $N$, which consists only of paths from an $x_{i} \in S$ to a terminal node.

A partial assignment (P.A.) is a set of assignments $\alpha=$ $\left\{x_{i}:=c_{i} \mid c_{i} \in K, i \in J \subseteq[1: n]\right\}$.

Given $f: K^{n} \rightarrow K$, a P.A. $\alpha$ implies in a natural way a subfunction $f_{A}: K^{n-\nexists \alpha} \rightarrow$ $K$ of $f$. Functions res $(C)_{\alpha}$ will be of special interest.

A path $\left(n \Rightarrow n^{\prime}\right)$ is a path from node $n$ to node $n^{\prime}$. Let $p$ be a path ( $n \Rightarrow n^{\prime}$ ). Denote by $\left[n, n^{\prime}\right]_{p}$ the set of nodes of $p$. If there is only one path ( $n \Rightarrow n^{\prime}$ ), the subscript $p$ is dropped. Define

$$
\begin{aligned}
{\left[n, n^{\prime}\right)_{p} } & =\left[n, n^{\prime}\right]_{p}-\left\{n^{\prime}\right\}, \\
\left(n, n^{\prime}\right]_{p} & =\left[n, n^{\prime}\right]_{p}-\{n\}, \\
\left(n, n^{\prime}\right)_{p} & =\left[n, n^{\prime}\right]_{p}-\left\{n, n^{\prime}\right\} .
\end{aligned}
$$

For sets of nodes $S, S^{\prime}$ define

$$
\exists \text { path }\left(S \Rightarrow S^{\prime}\right): \exists n \in S, n^{\prime} \in S^{\prime}: \exists \text { path }\left(n \Rightarrow n^{\prime}\right) .
$$

Example. In Fig. $1, \exists$ path $(A \Rightarrow C) ; \exists$ path $([A, C] \Rightarrow[D, F])$.


Fig. 1

Denote by $\wedge, \vee, \oplus$ and $\neg$ logical AND, OR, $+\bmod 2$, and negation, respectively.

For Boolean variables or functions $x$ and $a \in K$, denote by

$$
x^{a}= \begin{cases}x & \text { if } a=1, \\ \neg x & \text { if } a=0 .\end{cases}
$$

We sum up some simple facts which will be used later, often without being mentioned explicitly.

Lemima 1.
(i) $(\neg a) \oplus b=a \oplus(\neg b)=\neg(a \oplus b)$.
(ii) In an optimal circuit all labelings of nodes are of the form

$$
\left(y_{1}^{a} \wedge y_{2}^{b}\right)^{c} \quad(\text { AND-type gate })
$$

or

$$
\left(y_{1} \oplus y_{2}\right)^{d} \quad(\oplus \text {-type gate }) \quad(a, b, c, d \in K)
$$

(All other gates compute trivial functions and can be "absorbed" into adjacent nontrivial gates.)
So one can consider an optimal circuit as consisting of $\Lambda, \oplus$ and $\neg$, where $L$ counts only the number of $\Lambda$ 's and $\oplus$ 's. A function of two variables, which can be computed by an AND-type gate ( $\oplus$-type gate) we call an AND-like function $(\oplus$-like function).
(iii) No AND-like function is $\oplus$-like and vice versa.
(iv) An opimal circuit for a single function f has exactly one output node $t$ with res $(t)=f$.
From now on the letter $t$ stands always for the output node of the circuit under consideration.
(v) If one output of a gate is constant, independent of the assignments of values to the input nodes, this gaie can be eliminated.
(vi) In an optimal circuit no two edges, starting from one node, go into the same node.
(vii) If two functions $f$ and $g$ are equal, then $f_{\alpha}=g_{\alpha}$ for all P.A.'s $\alpha$.

In the various upcoming figures the symbolism of Fig. 2 will be used. Occasionally branching points of splitting paths will be treated like nodes without cost. Negations will not be drawn in figures.
3. Two $2 \boldsymbol{n}$-lower mounds. The first theorem has a practical aspect. It gives an answer to the question: how much does it cost to read from storage? On the other hand, its proof introduces some techniques, which will be used later.

For $\mathbf{a}=a_{1} \cdots a_{r} \in K^{*}$ denote by

$$
(\mathbf{a})=\text { binary number represented by } \mathbf{a}+1 .
$$

Theorem 1. Define $f_{n}: K^{n+\log (n)} \rightarrow K$ by:

$$
f_{n}\left(a_{1}, \cdots, a_{\log (n)}, x_{1}, \cdots, x_{n}\right)=x_{(\mathbf{a})} .
$$

Then $2 n-2 \leqq L\left(f_{n}\right) \leqq 3 n-3$.
Proof. We first prove the lower bound. Define for $1 \leqq s \leqq n$ the statement $E_{s}$ :
$E_{s}:$ For any function $f: K^{n+\log n} \rightarrow K$ with the property $[\exists S \subseteq[1: n], \# S=s$
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such that for all a with $\left.(\mathbf{a}) \in S: f\left(\mathbf{a}, x_{1}, \cdots, x_{n}\right)=x_{(\mathbf{a})}\right]$ holds: $2 s-2 \leqq$ $L(f)$.
$E_{1}$ is trivially true. We show that $E_{s}$ holds if $E_{s-1}$ holds.
Consider an optimal realization $N$ of a function $f$ as defined in $E_{s}$ :
Case 1 . $\exists i \in S$ : outdegree(input node $\left.x_{i}\right) \geqq 2$. Thus setting $x_{i}:=$ const. eliminates at least two gates. The new circuit $N$ obtained by elimination of the gates computes a function $f^{\prime}$ for which $E_{s-1}$ applies with $S^{\prime}=S \backslash\{i\}$. If $N$ was cheaper than $2 s-2$, then $N^{\prime}$ is cheaper than $2(s-1)-2$, thus contradicting $E_{s-1}$.

Case $2 . \exists i \in S$ : outdegree(input node $\left.x_{i}\right)=1$ and the edge from $x_{i}$ goes into an AND-type gate $C$, i.e., res $(C)=\left(x_{i}^{a} \wedge y^{b}\right)^{c}$ with $a, b, c \in K$ and $y$ some function of the other input variables. Claim: $C \neq t$ (recall that $t$ was defined to be the terminal node). As $s \geqq 2, \exists j \in S$ such that $j \neq i$. Fix the variables in a such that (a) $=j$. Call this P.A. $\alpha$. By definition of $f, f_{\alpha}=\operatorname{res}(t)_{\alpha}=x_{j}$. But setting $x_{i}:=(\neg a)$ yields (res $\left.(C)_{\alpha}\right)_{x_{i}:(\neg a)}=(\neg c)$ independent of $x_{j}$. Hence $C \neq t$. Fix $x_{i}:=(\neg a)$. This eliminates $C$ and its successor.

Case 3 . $\exists i \in S$ : outdegree(input node $x_{i}$ ) $=1$ and the edge from $x_{i}$ goes into a $\oplus$-type gate $C$. For the P.A. $\alpha$ of Case 2 , res $(t)_{\alpha}$ is independent of $x_{i}$. But res $(C)_{\alpha}$ depends on $x_{i}$, hence $C \neq t$.

Consider Fig. 3. Identify $x_{i}$ with $y$. In the new circuit $N^{\prime}$, $\operatorname{res}_{N^{\prime}}(C)=$ const. This eliminates $C$ and its successor. $\operatorname{res}_{N^{\prime}}(t)$ is again a function in the sense of $E_{s-1}$ with $S^{\prime}=s \backslash\{i\}$.

This completes Case 3 and the proof of the lower bound.
In order to obtain the upper bound first observe that if $n$ is not a power of two, $f_{n}$ is not completely specified. We give a realization of a function which takes the same values as $f_{n}$ where $f_{n}$ is specified.
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Let $n=n_{1}+n_{2}$ where $n_{1}$ is a power of two and $2 n_{1} \geqq n$. Let $k=\left\lceil\log \left(n_{2}\right)\right\rceil$. Then

$$
\begin{aligned}
f_{n}\left(a_{1}, \cdots, a_{\log (n)},\right. & \left.x_{1}, \cdots, x_{n}\right) \\
= & \left(\left(\neg a_{1}\right) \wedge f_{n_{1}}\left(a_{2}, \cdots, a_{\log (n)}, x_{1}, \cdots, x_{n_{1}}\right)\right) \\
& \bigvee\left(a_{1} \wedge f_{n_{2}}\left(a_{\log (n)-k+1}, \cdots, a_{\log (n)}, x_{n_{1}+1}, \cdots, x_{n}\right)\right) .
\end{aligned}
$$

Thus $L\left(f_{n}\right) \leqq L\left(f_{n_{1}}\right)+L\left(f_{n_{2}}\right)+3$. Also $L\left(f_{1}\right)=0$. By induction follows $L\left(f_{n}\right) \leqq$ $3 n_{1}-3+3 n_{2}-3+3=3 n-3$.

While the argument in the proof of Theorem 1 was limited to the top of the circuit (i.e., near the input nodes), the next proof establishes the existence of branching points, which may be deep in the circuit.

Theorem 2. Ifforf: $K^{n} \rightarrow K \exists S \subseteq[1: n]$ such that $\left[\forall i, j \in S, i \neq j \exists P\right.$.A.'s $\alpha_{i j}^{1}$, $\alpha_{i j}^{2}$ which fix all variables except $x_{i}$ and $x_{j}$ such that

$$
\begin{aligned}
& f_{\alpha_{i j}^{1}}\left(x_{i}, x_{j}\right)=\left(x_{i}^{a} \wedge x_{j}^{b}\right)^{c}, \\
& \left.f_{\alpha_{i j}^{2}}\left(x_{i}, x_{j}\right)=\left(x_{i} \oplus x_{j}\right)^{d} \quad(a, b, c, d \in K)\right],
\end{aligned}
$$

then $L(f) \geqq 2(\# S)-2$.
We first prove two lemmas.
Lemma 2. Let G be a directed acyclic graph such that:
(i) $G$ has $n$ input nodes;
(ii) G has m output nodes;
(iii) Any interior node (i.e., which is not an input node) has indegree $\leqq 2$;
(iv) $G$ contains $p$ nodes with outdegree $\geqq 2$.

Then $G$ has at least $n-m+p$ interior nodes.
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Proof. Begin to construct $G$ from the input nodes by inserting node after node. In the beginning one has $n$ "wires hanging down" from the input nodes. One interior node decreases the "number of down hanging wires" only by one. The number is increased during the construction by at least $p$. In the end it is $m$. Hence $G$ contains at least $n+p-m$ interior nodes.

Lemma 2 will be applied several times to certain subgraphs of circuits. The next lemma helps to establish the existence of branching points in circuits for functions $f$, to which the hypothesis of Theorem 2 applies:

Lemma 3. $\forall i, j \in S, i \neq j$ : before a path $\left(x_{i} \Rightarrow t\right)$ meets a path $\left(x_{j} \Rightarrow t\right)$, one of these paths splits.

Proof. Suppose the lemma is false for $i$ and $j$. Consider Fig. 4. Let $C$ be the node where the paths meet. Let $e_{1}, e_{2}$ be the input wires of $C$. Let res $(t)$ be the function computed by the circuit. We show: if $C$ is an AND-type gate, then all subfunctions of res $(t)$, which depend only on $x_{i}$ and $x_{j}$ are AND-like or constant. If $C$ is a $\oplus$-type gate, all such subfunctions are $\oplus$-like or constant. But $f$ has subfunctions of both types. More precisely:

Take any P.A. $\alpha$ which fixes all inputs except $x_{i}, x_{j}$. As-by assumptionneither path $\left(x_{i} \Rightarrow C\right)$ nor path $\left(x_{j} \Rightarrow C\right)$ splits:

$$
\begin{aligned}
\operatorname{res}\left(e_{1}\right)_{\alpha} & =x_{i}^{a_{1}} \text { or } 0 \text { or } 1, \\
\operatorname{res}\left(e_{2}\right)_{\alpha} & =x_{j}^{a_{2}} \text { or } 0 \text { or } 1, \\
\operatorname{res}(t)_{\alpha} & =\operatorname{res}(C)_{\alpha}^{a_{3}} \text { or } 0 \text { or } 1 .
\end{aligned}
$$

Suppose $C$ is an AND-type gate. Then

$$
\operatorname{res}(t)_{\alpha}=\left(x_{i}^{a_{4}} \bigwedge x_{j}^{a_{5}}\right)^{a_{6}} \text { or } 0 \text { or } 1 \neq f_{\alpha}
$$

by Lemma 1.3.
In the same way one excludes: $C$ is a $\oplus$-type gate.

Proof of Theorem 2. There are \#S-1 input nodes $x_{i}, i \in S$, such that any path $\left(x_{i} \Rightarrow t\right)$ splits. Suppose that this is false. Then there are $i_{0}, j_{0} \in S$ such that there is only one path $\left(x_{i_{0}} \Rightarrow t\right)$ and one path $\left(x_{j_{0}} \Rightarrow t\right)$. This contradicts Lemma 3. Hence on $\# S-1$ paths $\left(x_{i} \Rightarrow t\right)$ there are first nodes $D_{i}$ with outdegree $\left(D_{i}\right) \geqq 2$. Again by Lemma 3 these are mutually distinct. Now the theorem follows from Lemma 2.

That the branching points need not be directly under the input nodes is shown in Fig. 5.

Example. For any $c \in[1: n-1]$ and any

$$
f_{c}: K^{n} \rightarrow K \quad \text { such that } \quad f_{c}\left(x_{1}, \cdots, x_{n}\right)=1 \text { if } \sum x_{i}=c,
$$

the following is true:

$$
L\left(f_{c}\right) \geqq 2 n-2 .
$$

4. A $2.5 n$-lower bound. Notation:

$$
\begin{aligned}
& \mathbf{a}_{1}=a_{1}, \cdots, a_{\log (n)} \\
& \mathbf{a}_{2}=a_{\log (n)+1} \cdots a_{2 \log (n)} \quad\left(a_{i} \in K\right) .
\end{aligned}
$$

Theorem 3. For $f: K^{n+2 \log (n)+1} \rightarrow K$,

$$
\begin{gathered}
f\left(a_{1}, \cdots, a_{2 \log (n)}, q, x_{1}, \cdots, x_{n}\right)= \begin{cases}x_{\left(\mathbf{a}_{1}\right)} \wedge x_{\left(\mathbf{a}_{2}\right)} & \text { if } q=1, \\
x_{\left(\mathbf{a}_{1}\right)} \oplus x_{\left(\mathbf{a}_{2}\right)} & \text { if } q=0,\end{cases} \\
2.5 n-2 \leqq L(f) \leqq 6 n+C \quad(C \in \mathbb{N} \text { independent of } n)
\end{gathered}
$$

Proof. Note that each of Theorem 1 and Theorem 2 implies $2 n$-lower bounds for $f$. The upper bound is an easy consequence of Theorem 1. As in the proof of Theorem 1, we first make $f$ independent of all inputs $x_{i}$, which allows us to
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eliminate 3 gates (see Cases I-IV). When that is no longer possible, we will know quite exactly how the "top" of the circuit looks. For the remaing $s$ inputs, we prove the existence of $5 s / 2-2$ gates without an inductive argument. Define for $1 \leqq s \leqq n$ the statement $E_{s}$ :
$E_{s}$ : For any function $f: K^{n+2 \log (n)+1} \rightarrow K$ with the property
$\left[\exists S \subseteq[1: n], \# S=s\right.$ such that for $\mathbf{a}_{1}, \mathbf{a}_{2}$ with $\left(\mathbf{a}_{1}\right),\left(\mathbf{a}_{2}\right) \in S$ :

$$
f\left(\mathbf{a}_{1}, \mathbf{a}_{2}, q, x_{1}, \cdots, x_{n}\right)=\left\{\begin{array}{ll}
x_{\left(\mathbf{a}_{1}\right)} \wedge x_{\left(\mathbf{a}_{2}\right)} & \text { if } q=1, \\
x_{\left(\mathbf{a}_{1}\right)} \oplus x_{\left(\mathbf{a}_{2}\right)} & \text { if } q=0
\end{array}\right]
$$

holds, $2.5 s-2 \leqq L(f)$.
$E_{1}$ is trivially true. To see that $E_{s-1}$ implies $E_{S}$, consider an optimal realization $N$ of a function $f$ as defined in $E_{S}$ :

Case I: $\exists i \in S$ such that outdegree(input node $\left.x_{i}\right) \geqq 3$. This is similar to Case 1 in the proof of Theorem 1.

Case II: $\exists i \in S$ such that outdegree(input node $\left.x_{i}\right)=2$ and one of the edges $e_{1}, e_{2}$ going out from $x_{i}$ goes into an AND-type gate. This is almost like Case 2 in the proof of Theorem 1. A small difficulty occurs in the case of Fig. 6.

If the edge ( $g_{1} \rightarrow g_{2}$ ) does not split, $N$ is not optimal. Hence it splits. Now the method of Case 2 of the proof of Theorem 1 work, no matter if $g_{1}$ or $g_{2}$ is the AND-type gate.

Case III. $i \in S$ : outdegree(input node $x_{i}$ ) $=2$ and both edges from $x_{i}$ go into $\oplus$-type gates $A_{1}$ and $A_{2}$. Consider Fig. 7. Let $B(C)$ be the first place on a path $\left(A_{1} \Rightarrow t\right)$ (on a path $\left(A_{2} \Rightarrow t\right)$ ) which is an AND-type gate or a branching point. The existence of $B$ or $C$ will be shown in a moment. Denote by $f_{1}, \cdots, f_{s}\left(g_{1}, \cdots, g_{t}\right)$ the functions associated with the other input wires to this path. By definition of $B$


Fig. 6
and $C$, there is only one path $\left(A_{1} \Rightarrow B\right)$ and only one path $\left(A_{2} \Rightarrow C\right)$. Because of Lemma 1 (part (i)) one can assume that all gates in [ $\left.A_{1}, B^{\prime}\right]$ and in $\left[A_{2}, C^{\prime}\right]$ are $\oplus$-gates (all occurring negations can be removed by possibly negating $f_{1}$ or $g_{1}$ or both).

Lemma 4. $\left[A_{1}, B^{\prime}\right] \cap\left[A_{2}, C^{\prime}\right]=\varnothing$.
Proof. Suppose not. Then the situation is like that in Fig. 8. Hence

$$
\operatorname{res}(D)=f_{1} \oplus \cdots \oplus g_{q} \oplus x_{i} \oplus x_{i}=f_{1} \oplus \cdots \oplus g_{q}
$$

As no other path goes out of $\left[A_{1}, D\right)$ and $\left[A_{2}, D\right), f_{1}, \cdots, g_{q}$ are independent of $x_{i}$. Hence res ( $D$ ) is independent of $x_{i}$. By the same reasoning, res $(t)$ depends on $x_{i}$ only via res $(D)$. Hence res $(t)$ is independent of $x_{i}$. But as $i \in S, f$ depends on $x_{i}$.

Corollary 1. $B^{\prime}$ and $C^{\prime}$ are different.
Corollary 2. Bor Cexists.
Proof. Suppose not; then $B^{\prime}=C^{\prime}=t$, contradicting Lemma 4.
Lemma 5. If $B$ and Cexist:

$$
\left(\neg \exists \text { path }\left(B \Rightarrow\left[A_{2}, C^{\prime}\right]\right)\right) \bigvee\left(\neg \exists \text { path }\left(C \Rightarrow\left[A_{1}, B^{\prime}\right]\right)\right) ;
$$

if without loss of generality only $C$ exists:
$\neg \exists$ path $\left(B^{\prime} \Rightarrow\left[A_{2}, C^{\prime}\right]\right)$.


$$
\square=\Lambda \text { or } \Lambda
$$

Fig. 7


FIG. 8

Proof. If $B$ and $C$ and both paths exist, the graph $N$ contains a cycle.
If only $C$ exists, the existence of a path $\left(B^{\prime} \Rightarrow\left[A_{2}, C^{\prime}\right]\right)$ implies the existence of $B$.

From now on without loss of generality $C$ exists and if $B$ exists, then $\neg \exists$ path ( $B \Rightarrow\left[A_{2}, C^{\prime}\right]$ ).

Lemma 6. $C \neq t$.
Proof. Suppose $C=t$. Then $C$ is an AND-type gate and $\exists$ path $\left(A_{1} \Rightarrow C\right)$. This implies the existence of $B$. Hence if $B$ does not exist, the lemma is true. If $B$ exists, proceed as follows: Since $\# S \geqq 2, \exists j \in S, j \neq i$. Fix $\mathbf{a}_{1}, \mathbf{a}_{2}$ such that $\left(\mathbf{a}_{1}\right)=\left(\mathbf{a}_{2}\right)=j$, $q=1$. Fix all other variables except $x_{i}$ and $x_{j}$ arbitrarily. Call this P.A. $\alpha$. Then $f_{\alpha}\left(x_{i}, x_{j}\right)=x_{j}$ independent of $x_{i}$. We prove that the output res $(t)_{\alpha}$ still depends on $x_{i}$ and that, by fixing $x_{i}$ to the right constant, one can produce a false output:

$$
\neg \exists \text { path }\left(B \Rightarrow\left[A_{2}, C^{\prime}\right]\right) \quad \text { implies } \quad g_{1}, \cdots, g_{t} \text { do not depend on } x_{i} \text {. }
$$

Hence

$$
\operatorname{res}_{\alpha}\left(C^{\prime}\right)=x_{i} \oplus h\left(x_{j}\right)
$$

where $h$ is some Boolean function of one variable. Furtnermore because $C$ is an AND-type gate:

$$
\operatorname{res}_{\alpha}(C)=\left(\operatorname{res}_{\alpha}\left(C^{\prime}\right)^{a} \bigwedge y\left(x_{i}, x_{j}\right)^{b}\right)^{c}
$$

for some constants $a, b, c \in K$ and some Boolean function $y$. Fix $x_{j}:=c$ and then
$x_{i}:=d$ such that $\left(x_{i} \oplus h(c)\right)^{a}=0$. Then

$$
\operatorname{res}_{\alpha}(C)(d, c)=\left(0 \bigwedge y(d, c)^{b}\right)^{c}=0^{c}=(\neg c) \neq f_{\alpha}(d, c)
$$

Elimination step. Change the circuit $N$. Compute $\left(g_{1} \oplus \cdots \oplus g_{t}\right)^{a}$ for some $a \in K$ and connect the result with $x_{i}$. This increases the costs by $t-1$. The new graph $N^{\prime}$ is cycle free because $\neg \exists$ path $\left(B \Rightarrow\left[A_{2}, C^{\prime}\right]\right)$. But now $\operatorname{res}_{N^{\prime}}\left(C^{\prime}\right)=\neg a$. Hence delete $\left[A_{2}, C^{\prime}\right]$, decreasing the costs by $t$. If $C$ is a branching point, this eliminates at least two more gates. If $C$ is an AND-type gate, choose $a$ such that $\operatorname{res}_{N^{\prime}}(C)=$ const. This eliminates $C$ and a successor which must exist by Lemma 6 .

Case IV. $\exists i \in S$ : outdegree(input node $x_{i}$ ) $=1$ and the edge from $x_{i}$ goes into a $\oplus$-type gate $g$. This case is slightly easier than Case III: treat $g$ and the $\oplus$ 's immediately following it like [ $A_{2}, C^{\prime}$ ] and don't worry about $\left[A_{1}, B^{\prime}\right]$.

If none of the Cases I-IV are applicable, we cannot eliminate enough gates by decreasing $S$. But we know: $\forall i \in S$ : input node $x_{i}$ has exactly one outgoing edge. This goes into an AND-type gate. Call this gate $G_{i}$. Define $\mathbf{G}=\left\{G_{i} \mid i \in S\right\}$.

Lemma 7. $\forall i, j, i \neq j: G_{i} \neq G_{j}$.
Proof. The proof follows immediately from Lemma 3.
Definition. A path $n \rightarrow n_{1} \rightarrow \cdots \rightarrow n_{t} \rightarrow n^{\prime}$ is free if $\forall i: n_{i} \notin \mathbf{G}$. A superscript f in expressions like $\left[n, n^{\prime}\right]^{\mathrm{f}}$ will denote that the path, which defines this set of nodes, is free.

Lemma 8. $\forall i \in S: \exists$ free path $\left(G_{i} \Rightarrow t\right)$.
Proof. Suppose for $i \in S$ : $\neg \exists$ free path $\left(G_{i} \Rightarrow t\right)$. Then all paths $\left(G_{i} \Rightarrow t\right)$ go through a $G_{j}, j \neq i$ (Fig. 9).


Fig. 9

Fix all variables except $x_{i}$ such that $\left(\mathbf{a}_{1}\right)=\left(\mathbf{a}_{2}\right)=i, q=1$ and such that by the induced P.A. $\alpha$, res $\left(G_{j}\right)_{\alpha}=$ const. for all $j \neq i$. Then $f_{\alpha}=x_{i}$ but, as there is no free path $\left(G_{i} \Rightarrow t\right)$ : res $(t)_{\alpha}$ independent of $x_{i}$.

Definition. Let $p$ be a free path $\left(n \Rightarrow n^{\prime}\right)$. $p$ splits into a free path to $n^{\prime \prime}$ if $\exists C \in\left[n, n^{\prime}\right]_{p}, D \notin\left[n, n^{\prime}\right]_{p} \cup \mathbf{G}$, such that there is an edge from $C$ to $D$ and a free path ( $D \Rightarrow n^{\prime \prime}$ ).

Definition. $\mathbf{E}=\left\{e \mid \exists i\right.$ such that $e$ is node on a free path $\left.\left(G_{i} \Rightarrow t\right), e \notin \mathbf{G}\right\}$.
Clearly $E \cap G=\varnothing$. If we would show that there are $\# S-1$ nodes in $E$ where a free path $\left(G_{i} \Rightarrow t\right)$ splits into another free path to $t$, an application of Lemma 2 to determine the size of $E$ would yield a $3 n$-lower bound. But Fig. 10 shows that it might be the case that no free path $\left(G_{i} \Rightarrow t\right)$ splits into another free path to $t$.

By placing gates on places like $\alpha$, whose other input is an appropriate function of the $a_{i}$ 's and $q$, one would still be able to compute $x_{i} \wedge x_{j}$ as well as $x_{i} \oplus x_{j}$ for all $i$ and $j$. But such gates contribute to the costs. Though we are not able to locate these gates exactly in the circuit, we can find a certain number, say $n$, of distinct places, where paths to such gates start. Then, we will conclude, there must be at least $n / 2$ such gates (as one gate has only two inputs).

The following lemma is the counterpart to Lemma 3.
Lemma 9. Let $x_{i}, x_{j}(i, j \in S)$ be such that a free path $\left(x_{i} \Rightarrow t\right)$ and a free path ( $x_{j} \Rightarrow t$ ) meet before any of them splits into another free path to $t$. Let $C$ be the node where these paths meet; then
(i) either $\exists$ free path $\left(G_{i} \Rightarrow G_{j}\right)$ or $\exists$ free path $\left(G_{j} \Rightarrow G_{i}\right)$;
(ii) each such path goes through a gate $g, g \notin\left[G_{i}, C\right]^{\mathrm{f}} \cup\left[G_{j}, C\right]^{\mathrm{f}}$.

Proof. Consider Fig. 11. First note that by the hypothesis $\neg \exists$ free path $\left(\left[G_{i}, C\right)^{f} \Rightarrow\left(G_{j}, C\right)^{f}\right)$ or vice versa.


Fig. 10


Fig. 11

Fix all variables except $x_{i}, x_{j}$ and $q$ such that $\left(\mathbf{a}_{1}\right)=i,\left(\mathbf{a}_{2}\right)=j$ and such that by the induced P.A. $\alpha$ : res $\left(G_{k}\right)_{\alpha}=$ const. for all $k \notin\{i, j\}$.
(i) Both types of paths cannot be present, because then the graph would contain a cycle. Suppose no path $\left(G_{i} \Rightarrow G_{j}\right)$ and no path $\left(G_{j} \Rightarrow G_{i}\right)$ is present or all such paths are not free. Then exclude, as in the proof of Lemma 3, the cases $C=$ AND-type gate and $C=\oplus$-type gate.
(ii) Without loss of generality $\exists$ free paths $\left(G_{i} \Rightarrow G_{j}\right)$. Suppose one such path contains no gate $g \notin\left[G_{i}, C\right]^{\mathrm{f}} \cup\left[G_{j}, C\right]^{\mathrm{f}}$. Denote by $D$ the last node this path has in common with the free path $\left(G_{i} \Rightarrow C\right)$ (the first candidate for $D$ is $\left.G_{i}\right)$. Then there is an edge $e_{j}$ from $D$ to $G_{j}$. Fix $q:=0$.

As $\left(\operatorname{res}(t)_{\alpha}\right)_{q:=0}$ depends only on $x_{i}$ and $x_{j}$,

$$
\left(\operatorname{res}(D)_{\alpha}\right)_{q:=0}=x_{i}^{a} \text { or } 0 \text { or } 1 .
$$

If $\left(\operatorname{res}(D)_{\alpha}\right)_{q:=0}=0$ or 1 , then

$$
\left(\operatorname{res}(t)_{\alpha}\right)_{q:=0} \quad \text { is independent of } x_{i} .
$$

Hence $\left(\operatorname{res}(D)_{\alpha}\right)_{q:=0}=x_{i}^{a}$. Now fix $x_{i}:=c$ such that

$$
\left(\operatorname{res}\left(G_{j}\right)_{\alpha}\right)_{\left\{q:=0, x_{i}:=c\right\}}
$$

is independent of $x_{j}$. Hence $\left(\operatorname{res}(t)_{\alpha}\right)_{\{q:=0, x:=c\}}$ is independent of $x_{j}$. But $\left(f_{\alpha}\right)_{\left\{q:=0, x_{i}=c\right\}}=x_{j} \oplus c$.

Definition. For $i, j \in S: i R j: \Leftrightarrow$ free path $\left(G_{i} \Rightarrow t\right)$ and free path $\left(G_{j} \Rightarrow t\right)$ meet before any of them splits into another free path to $t$.

Lemma 10. $R$ is an equivalence relation.
$R$ partitions $S$ into, say, $k$ groups: $S=S_{1} \cup \cdots \cup S_{k}$. The free paths $\left(G_{i} \Rightarrow t\right)$ of the group $r$ meet in a point $t_{r}$ before splitting into other free paths to $t$. So the free paths $\left(G_{i} \Rightarrow t\right)$ for $i \in S_{r}$ form a tree with root $t_{r}$. Call this tree the free tree of group $r$.

If $S=\{i\}$, then we consider the node $G_{i}$ as the free tree as well as $G_{i}=t_{r}$.
Let $\mathbf{A}=\{g \mid g$ is a node in the circuit and $\neg \exists$ free path $(g \Rightarrow t)\}$. Clearly by Lemma 8 and by the definition of $\mathbf{E}$ :

$$
\mathbf{G} \cap \mathbf{A}=\mathbf{E} \cap \mathbf{A}=\varnothing
$$

Let $T=\left\{i \in S \mid \exists r\right.$ such that $i \in S_{r}$ and $\left.\# S_{r} \geqq 2\right\}, k=\#\left\{r \mid \# S_{r} \geqq 2\right\}$.
Lemma 11. \# $\mathbf{A} \geqq(\# T-k) / 2$.
Proof. We clairn: on any free tree with $n$ leaves ( $n \geqq 2$ ), there are at least $n-1$ nodes $D$ such that a free path $(D \Rightarrow \mathbf{A})$ leaves the free tree in $D$. As for different trees such sets of nodes $D$ are disjoint, summing over all free trees one finds at least $\# T-k$ paths going into $\mathbf{A}$; hence $\# \mathbf{A} \geqq(\# T-k) / 2$.

To prove the claim, observe that in the free tree of group $r$ there is a node $F$ such that a free path ( $G_{i} \Rightarrow t$ ) and free path ( $G_{j} \Rightarrow t$ ) meet in $F ; i, j \in S_{r}$ but $\neg \exists l \in S_{r}$ such that a free path $\left(G_{l} \Rightarrow t\right)$ goes through $F$. Apply to $i$ and $j$ Lemma 9. This implies the existence of one node $D$-without loss of generality, $D \in\left(G_{i}, F\right)^{\mathrm{f}}$-a gate $g \notin\left[G_{i}, F\right]^{f} \cup\left[G_{j}, F\right]^{\mathrm{f}}$ and a path $(D \Rightarrow g)$. If there was a free path $(g \Rightarrow t)$, then $=\neg i$ Rj. Hence $g \in \mathbf{A}$.

Now mark $\left[G_{i}, F\right)$ in the free tree and repeat the above argument. As the unmarked paths are disjoint from the marked ones, all new nodes $D$ are disjoint from the old ones.

Repearing this argument $n-1$ times proves the claim.
Proof of Theorem 3. Consider free paths $\left(t_{r} \Rightarrow t\right)$ and suppose there is a free path $\left(t_{r} \Rightarrow t\right)$ and a free path $\left(t_{r^{\prime}} \Rightarrow t\right)$ which both don't split into another free path to $t$. Then there are two cases:
(i) The free path $\left(t_{r} \Rightarrow t\right)$ meets the irree path $\left(t_{r} \Rightarrow t\right)$. Then by definition of $R$ and as none of the paths splits into another free path to $t$, neither $t_{r}$ nor $t_{r}$ is root of a free tree.
(ii) There is a free path $\left(t_{r} \Rightarrow t_{r^{\prime}}\right)$ or a free path $\left(t_{r^{\prime}} \Rightarrow t_{r}\right)$. Then $t_{r}$ or $t_{r^{\prime}}$ is not a root of a free tree.

Hence all but one of the free paths $\left(t_{r} \Rightarrow t\right)$ must split into another free path to $t$.

This implies the existence of a set $B^{\prime}$ of nodes, in which free paths $\left(t_{r} \Rightarrow t\right)$ split into other free paths to $t$. Observe that there are $s-\# T+k$ roots $t_{r}$ of free trees.

As in the proof of Theorem 2 one concludes that these must be $s-\# T+k-$ 1 first such nodes on free paths $\left(t_{r} \Rightarrow t\right)$.

Apply Lemma 2 to the graph which consists of input nodes $G$, interior nodes $E$, and the free paths between them. By Lemma 7 it has $s$ input nodes. $t$ is the output node. Hence

$$
\# \mathbf{E} \geqq 2 s-\# T+k-2
$$

Finally by Lemma 7 and 11 :

$$
L(f) \geqq \# \boldsymbol{G}+\# \boldsymbol{E}+\# \boldsymbol{A} \geqq 3 s-\frac{\# T-k}{2}-2
$$

As \# $T \leqq s$ the theorem follows.

## 5. A trade-ofi result.

Definition. A tree nerwork is a circuit with the property that all interior nodes (i.e., which are not input nodes) have ourdegree 1.

Tree networks are isomorphic to Boolean formulas. For a switching function $f$ define

$$
T(f)=\min \{\# \text { interior nodes in a tree nerwork } N \mid N \text { computes } f\}
$$

$T$ is called the (minimal) formula size. If one allows only AND-like connectives in circuits and tree networks, the minimal formula size of the parity function $x_{1} \oplus \cdots \oplus x_{n}$ is $n^{2}-1$ [5] and the circuit complexity is $3 n-3$ [18]. We prove a similar result for the case in which $\oplus$-like connectives are also allowed in formulas.

Notation. Let $N$ be a circuit, $X$ the set of input variables and $S \subset X$. A node $C$ in $N$ is called $S$-node if there are nodes $C_{1}, C_{2}$ in $N, C_{1} \neq C_{2}$ (possibly $C_{1}, C_{2} \in S$ ) such that there is an edge $\left(C_{1} \Rightarrow C\right)$, an edge ( $C_{2} \Rightarrow C$ ), a path ( $S \Rightarrow C_{1}$ ) if $C_{1} \notin S$ and a path $\left(S \Rightarrow C_{2}\right)$ if $C_{2} \notin S$.

The following lemma is proved by a method very similar to the proof of Lemma 3.

Lemina 12. Let $f: K^{-n} \rightarrow K$ be a switching function, $X$ the set of input variables, $S \subset X$ and P.A.'s $\alpha_{1}, \cdots, \alpha_{M}$ which fix all variables in $X \backslash S$ such that

$$
f_{\alpha_{i}} \neq f_{\alpha_{j}} \quad \text { for } i \neq j \quad(1 \leqq i, j \leqq M)
$$

Let $N$ be a circuit for $f$. Then
(i) $P_{s}:=\#\{C \mid C$ is an $S$-node in $N\} \geqq(\log (M)) / 4-1$.
(ii) (Neciporuk) If $N$ is a tree network, then

$$
\sum_{j \in S} \text { outdegree } x_{j} \geqq \frac{\log (M)}{4}-1 \text {. }
$$

Proof. (ii) follows trom (1) and the derinition of a tree network.
(i) Let $N^{\prime}$ be the subcircuit of $N$ which consists only of the paths $(S \Rightarrow t) . \operatorname{In} N^{\prime}$ the nodes with indegree 2 are exactly the $S$-nodes of $N$.

Let $\alpha$ be a P.A. which fixes all variables in $X \backslash S$. Then res $(n)_{\alpha}=$ const. for all nodes not in $N^{\prime}$.

Let $A$ be an $S$ node or $A \in S$, let $B$ be an $S$-node or $B=t$, and suppose $\exists$ path $(A \Rightarrow B)$ which contains no other $S$-node. Let $e$ be the edge on this path which goes into $B$. We call such a path $(A \Rightarrow B)$ a programmable edge of $N^{\prime}$. Why this nanue?

Consider how res $(e)_{\alpha}$ depends on res $(A)_{\alpha}$ for different P.A.'s $\alpha$. No matter how many gates are on this path, one can "program"-by choice of $\alpha$-this
dependence in at most 4 ways:

$$
\operatorname{res}(e)_{\alpha}=\operatorname{res}(A)_{\alpha} \text { or } \neg \operatorname{res}(A)_{\alpha} \text { or } 0 \text { or } 1 .
$$

(Compare with the proof of Lemma 3.)
$N^{\prime}$ contains at most $2 P_{S}+1$ programmable edges. Hence there are at most $4^{2 P_{s}+1}$ different subfunctions $f_{\alpha}$ which can be "programmed" by different P.A.'s $\alpha$.

By the hypothesis: $4^{2 P_{s}+1} \geqq M$. This proves the lemma.
We apply Lemma 11 to the function $f: K^{n} \rightarrow K$, defined as follows: let $n=\log (s)-\log \log (s)+2 s\left(s=2^{2 \tau}, \tau \in N\right)$.

Partition the input variables into

$$
\left\{a_{1}, \cdots, a_{\log (s)-\log \log (s)}\right\},\left\{x_{1}, \cdots, x_{s}\right\},\left\{y_{1}, \cdots, y_{s}\right\}
$$

Denote by a the string

$$
a_{1}, \cdots, a_{\log (s)-\log \log (s)}
$$

Denote by b the string

$$
x_{(\mathbf{a}) \log (s)+1} \cdots x_{((\mathbf{a})+1) \log (s)} .
$$

Define $f\left(a_{1}, \cdots, y_{s}\right)=y_{(\mathbf{b})}$.
THEOREM 4. (i) $T(f) \geqq O\left(n^{2} / \log (n)\right)$. (ii) $L(f)=O(n)$.
Proof. (i) For $0 \leqq i \leqq s / \log (s)-1$ define

$$
S_{i}=\left\{x_{i \cdot \log (s)+1}, \cdots, x_{(i+1) \log (s)}\right\} .
$$

Fix a such that $(\mathbf{a})=i$ and fix the $x_{j}, j \notin S_{i}$, arbitrarily. Now each of the $2^{s}$ different assignments for the variables in $y_{1}, \cdots, y_{s}$ produces a different subfunction of $f$ which depends only on the variables in $S_{i}$.

Applying Lemma 12 (ii) yields

$$
\forall i \sum_{x_{j} \in S_{i}} \text { outdegree }\left(x_{j}\right) \geqq \frac{s}{4}-1 .
$$

As $S_{i} \cap S_{j}=\varnothing$ for $i \neq j:$

$$
\begin{aligned}
T(f) & \geqq \sum_{i} \sum_{x_{j} \in S_{i}}\left[\text { outdegree }\left(x_{j}\right)\right] \\
& \geqq\left(\frac{s}{4}-1\right)(s / \log (s))=O\left(n^{2} /(\log (n)) .\right.
\end{aligned}
$$

(ii) Realize $f$ in a circuit as follows: for $1 \leqq k \leqq \log (s)$ realize the functions

$$
\begin{aligned}
& f_{k}: K^{s / \log (s)+\log (s)-\log \log (s)} \rightarrow K \\
& f_{k}\left(\mathbf{a}, x_{k}, x_{\log (s)+k}, x_{2 \log (s)+k}, \cdots, x_{s-\log (s)+k}\right)=x_{(\mathbf{a}) \log (s)+k} .
\end{aligned}
$$

By Theorem 1 each $f_{k}$ can be realized with cost $3 \cdot s / \log (s)$.
Let $\left\{c_{1}, \cdots, c_{\log (s)}\right\}$ be a set of new variables. Denote by $\mathbf{c}$ the string $c_{1} \cdots c_{\log (s)}$. Construct a circuit for

$$
f^{\prime}: K^{s+\log (s)} \rightarrow K: f^{\prime}\left(\mathbf{c}, y_{1}, \cdots, y_{s}\right)=y_{(\mathbf{c})} .
$$

By Theorem $1 f^{\prime}$ has cost $\leqq 3 s$. For $1 \leqq k \leqq \log (s)$ connect the terminal node of the circuit $f_{k}$ with the input $c_{k}$ of $f^{\prime}$. This gives a realization of $f$ with cost $6 s$ and the theorem is proven.
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# ON RESOLUTION WITH CLAUSES OF BOUNDED SIZE* 

ZVI GALIL $\dagger$


#### Abstract

Several procedures based on (not necessarily regular) resolution for checking whether a formula in CF3 is contradictory are considered. The procedures use various methods of bounding the size of the clauses which are generated. The following results are obtained: 1. All of the proposed procedures which are forced to run in polynomial time do not always work-i.e., they do not identify all contradictory formulas. 2. Those which always work must run in exponential time. The exponential lower bounds for these procedures do not follow directly from Tseitin's lower bound for regular resolution since these procedures also allow nonregular resolution trees.
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1. Introdnction. We assume that there is an unbounded set $\left\{x_{1}, x_{2}, \cdots, y, \cdots\right\}$ of variables. A literal is either a variable or the complement of a variable, denoted $x$ and $\bar{x}$ respectively (or $x^{1}$ and $x^{0}$ ). A clause is a finite set of literals $\left(l_{1}, \cdots, l_{k}\right)$ such that no variable appears more than once, and is denoted by $l_{1} \bigvee l_{2} \bigvee \cdots \bigvee l_{k}$. A formula (in conjunctive form (CF)) is a finite set of clauses. A valuation (or assignment) is a function $v$ from the set of literals to $\{0,1\}$. (Zero is to be thought of as meaning false and one as meaning true.) The value (relative to $v$ ) of the literal $x(\bar{x})$ is $v(x)(1-v(x))$. The value of the clause $l_{1} \bigvee l_{2} \bigvee \cdots \bigvee l_{k}$ is maximum of the values of the $l_{i}$ 's. (By convention if $k=0$ we denote the clause by $\Lambda$, and define its value to be 0 .) The value of a formula is 1 if the values of all its clauses are 1 , and 0 otherwise.

A formula is satisfiable is there is some valuation for which the value of the formula is 1 , and unsatisfiable (contradictory) otherwise. It is well known that any 0,1 valued function of $k$ arguments may be represented by a formula in CF with variables $\left\{x_{1}, \cdots, x_{k}\right\}$. Cook [2] has observed that any formula (not necessarily in CF) of length $n$ can be transformed, using additional variables, into another formula of length $O(n)$ in CF with at most three literals per clause, and that the second formula is satisfiable if and only if the original formula is satisfiable. (This also appears implicitly in [8] and explicitly in [1].) We denote the latter by CF3.

In this paper we are interested in the following problem: given a formula in CF (i.e. a set of clauses), it is contradictory? The dual problem is the well-known "tautology problem". The existence of a good algorithm for either problem is closely related to the " $P=N P$ ?" problem [2].

Two clauses $C_{1}$ and $C_{2}$ are said to conflict if there are literals in $C_{1}$ which appear complemented in $C_{2}$. If $C_{1}$ and $C_{2}$ do not conflict, then we denote by $C_{1} \bigvee C_{2}$ the clause which contains all literals in $C_{1}$ and $C_{2}$. The clauses $C_{1}$ and $C_{2}$ are said to clash if there is exactly one literal in $C_{1}$ which appears complemented in $C_{2}$. If $C_{1} \bigvee x$ and $C_{2} \bigvee \bar{x}$ clash, then their resolvent is the clause $C_{1} \bigvee C_{2}$. We shall say that $C_{1} \bigvee C_{2}$ is obtained from $C_{1} \bigvee x$ and $C_{2} \bigvee \bar{x}$ by applying the resolution rule, or by annihilating $x$.

[^61]A resolution proof of unsatisfiability of a set of clauses $S$ is a sequence of clauses $C_{1}, \cdots, C_{k}$ such that $C_{k}=\Lambda$ ard for $0 \leqq i \leq k-1, C_{i+1}$ is the resolvent of some pair from $S \cup\left\{C_{1}, \cdots, C_{i}\right\}$.

Robinson [6] introduced the resolution principle and showed that a set of clauses is unsatisfiable if and only if there is a resolution proof of its unsatisfiability.

A (resolution) proof tree for a clause $C$ (using $S$ ) is a binary tree $T$ whose vertices contain clauses in such a way that (i) $C$ appears at the root of $T$; (ii) every leaf of $T$ contains one of the clauses in $S$, and (iii) the clause at any vertex which is not a leaf is the resolvent of the clauses at its sons.

A resolution proof tree (using $S$ ) is a proof tree for the empty clause using $S$. The complexity of a proof tree $T, N(T)$, is the number of distinct clauses which appear on vertices of $T$. Note that a proof tree $T$ using $S$ is just a way to represent a resolution proof of the unsatisfirbility of $S$, and that $N(T)$ is actually the length of the resolution (straight line) proof defined above.

The (unrestricted) resolution procedure is the procedure that nondeterministically constructs a resolution proof tree using the given set of clauses $S$. It can be viewed as representing the class of deterministic procedures which use various heuristics for choosing the clauses to be resolved. The complexity of the resolution procedure is not known at present.

For a proof tree $T$ using $S$ and vertex $i$ in $T$ let $C_{i}$ be the clause at $i$ and $T_{i}$ the subtree with root $i$. Obviously $T_{i}$ is a proof tree for $C_{i}$ using $S$. The root of a proof tree (for $\Lambda$ ) will always be denoted by 1 . The height of $T$ is the length of the longest path in $T$ (i.e. between its root and one of the leaves).

Let $T$ be a proof tree for some clause $C . T$ is regular [8] if there is no vertex $i$ in $T$ such that $C_{i}$ contains some literal which is annihilated in $T_{i}$. Note that a proof tree $T$ is regular if and only if no path from a leaf to the root of $T$ contains the annihilation of any variable more than once. Regular resolution is the procedure which nondeterministically constructs a regular resoluticn froof tree using $S$.

One should note that a set of clauses is unsatisfiable if and only if it has a regular proof tree. The "if" part is obvious. The "only if" part holds because the inductive proof of the completeness of resolution happens to construct a regular tree.

In [8], Tseitin introduced regular resolution. He described a method of associating contradictory sets of clauses with graphs. Tseitin investigated what happens in the graph when we walk along a regular proof tree using a set of clauses which corresponds to it. This enabled him to show, after choosing specific set of graphs, that regular resolution is exponential. Unfortunately his proof is formal, unintuitive, and does not contain most of the details. In [3] we give a simplified, hopefully intuitive, and detailed proof for a slightly improved vers'on of Tseitin's main result.

We shall use Tseitin's method to generate contradictory sets of clauses. We shall apply it to a different set of graphs. Similarly to Tseitin we shall investigate what happens in the graph when we walk along a (not necessarily regular) proof tree using a set of clauses which corresponds to it. To that end, (i) we shall prove a correspondence between clauses on a regular tree and connected subgraphs of the given graph; and (ii) we shall prove an assertion made by Tseitin b't without
proof. These will enable us to prove our main result-a cn lower bound on the size of clauses in resolution trees. ( $n$ is the number of variables.)

We shall extensively use sets of clauses corresponding to graphs. We present below the notation which we use for dealing with graphs. All graphs will be connected, undirected, and without self loops. Thus a graph is a pair $\bar{G}=(\bar{V}, \bar{E})$, where $\bar{V}$ is its set of vertices $(u, v, w \cdots)$ and $\bar{E}$ its set of edges (where an edge is an unordered pair $(u, v), u, v \in \bar{V}, u \neq v)$. A graph $G=(V, E)$ is a subgraph of $\bar{G}$ if $V \subseteq \bar{V}$ and $E \subseteq \bar{E}$. (In the literature $G$ is sometimes called a partial subgraph of $\bar{G}$.

Let $G=(V, E)$ be a subgraph of $\bar{G}$. The boundary of $G, F$ (or $F_{G}$ when $G$ is not clear from the context) is the set of edges of $\bar{G}$ which are incident with at least one vertex of $G$ and do not belong to $E$. The exterior boundary (interior boundary) of $G, F^{\text {ext }}\left(F^{\text {int }}\right)$, consists of those edges in the boundary of $G$ which are incident with exactly one vertex (two vertices) of $G$. A graph $G=(V, E)$ is bipartite if $V=V_{1} \cup V_{2}, V_{1} \cap V_{2}=\phi$ and $E \subseteq\left\{(u, v) \mid u \in V_{1}, v \in V_{2}\right\} . V_{1}$ and $V_{2}$ will be called the two sides of $G$. A vertex is of degree $k$ if there are exactly $k$ edges incident with it. A graph is of degree $k$ if all its vertices are of degree at most $k$.

The outline of the paper is as follows: In § 2 we introduce several versions of bounded resolution and iterated bounded resolution. We ask several questions about them and prove that all the versions of bounded resolution are equivalent. In § 3 we describe Tseitin's ingenious construction of sets of clauses associated with graphs. In § 4 we prove two general lemmas which will be used in the sequel. Although we have not been able to show that the unrestricted resolution procedure has an exponential lower bound, we believe that such lemmas as those in § 4 might be used to prove this result. In § 5 we describe a specific set of graphs and prove some of its properties. We shall use all these in § 6 , where we prove the main theorem. Some easy corollaries of the main theorem settle the questions asked in § 2.
2. Bounded resolution. One way to force resolution procedure to run in polynomial time is to generate clauses only up to size $k$, where $k$ is a given constant. (Note that there are at most $3^{k}\binom{n}{k} \leqq 5 n^{k}$ distinct clauses of size up to $k$ over $n$ variables.) This approach was suggested to us by J. Hopcroft and this paper investigates the validity and complexity of several procedures which use this approach. We assume that the inputs are formulas in CF3. Otherwise, if one allows all formulas in CF, one cannot restrict attention to clauses of size $\leqq k$. For example, consider $S=\left\{x_{1} \bigvee x_{2} \bigvee \cdots \bigvee x_{m}, \bar{x}_{1}, \bar{x}_{2}, \cdots, \bar{x}_{m}\right\} m>k . S$ is contradictory, but if we delete the first clause from $S$ we get a satisfiable set of clauses.

We consider three versions of bounded resolution (BR): we assume that there is an integer $k$ such that the size of each clause generated is bounded by $k$. All three versions use an operation $\operatorname{RESOLVE}(k)$ which adds to the current set of clauses $\alpha$ all those clauses of size $\leqq k$ obtained from two of the clauses in $\alpha$ by the resolution rule. Two of the versions use the operation $\operatorname{EXPAND}(k)$ which replaces each clause $C$ of size less than $k$ by all terms $\hat{C}$ of size $k$ such that $C \subseteq \hat{C}$ (i.e. Csubsumes $\hat{C}$ ). Let $\operatorname{ALL}(k)$ be a predicate which is true if and only if all terms of size $k$ are present. The three routines are: ${ }^{1}$

[^62]```
BR1(k): repeat
            begin
                EXPAND(k)
                RESOLVE(k)
            end
    until no new clauses are generated;
    1
    if ALL(k) then output "unsatisfiable"
                else output "satisfiable"
BR2(k): repeat
        RESOLVE(k)
    until no new clauses are generated;
        2
    EXPAND(k);
    3
    if ALL(k) then output "unsatisfiable"
        else output "satisfiable"
BR2(k): repeat
    RESOLVE(k)
    until no new clauses are generated;
    if the empty clause is present
    then output "unsatisfiable"
    else output "satisfiable"
```

The three procedures discard clauses of size $>k$. $\mathrm{BR} 1(k)$ was suggested by J . Hopcroft. It uses only clauses of size $k$ exactly: Whenever a shorter clause is generated it is immediately replaced by all clauses of size $k$ which are subsumed by it. BR2 $(k)$ is obtained from $\mathrm{BR} 1(k)$ by a small modification. It allows also clauses shorter than $k$ and the expansion to size $k$ is executed only once-at the end. The third alternative $(\operatorname{BR} 3(k))$ is not to expand at all. Note that the empty clause is generated if and only if there exists a resolution proof tree with clauses of size $\leqq k$. Note also that the number of clauses generated by the three procedures is not uniform. But they all generate $O\left(n^{k}\right)$ distinct clauses, where $n$ is the number of variables. Hence they all run in polynomial time. We shall say that a procedure works correctly if it outputs "satisfiable" iff the input is satisfiable. For each of these procedures we would like to know:
(I) Does the procedure work correctly for some constant integer $k$ ? and if not,
(II) Does it work correctly for $k=k(m)$, some slowly growing function of $m$, where $m$ is the size of the input? (Obviously $k=n$ will do.)

A positive answer to (I) would imply $P=N P$. A positive answer to (II) would yield a subexponential algorithm for the tautology problem (and hence to all $P$-complete problems) provided $k(m)$ grows asymptotically slower than $m^{\varepsilon}$ for every $\varepsilon$.

If $k$ is not large enough, these procedures might give a wrong answer-they might decide that the input is satisfiable while it actually is unsatisfiable. The possibility of such an error can be detected. Obviously, if upon termination of

BR 1 ( $\mathrm{BR} 2, \mathrm{BR} 3$ ) all terıns of size $k$ are present (the enıpry clause is present), the inpur is unsarisfiable. Otherwise, if a new term can be generated (by the resolution rule) which is latger than $k$ and does not contain any of the present clauses, one carnor conclude that the input is satisfiable, but rather that the bound $k$ is too sniall. This leads to the tterated bourded resolution (IBR): IBR1 (IBR2, IBR3) is simply iteranng $\operatorname{BR} 1(k)(\mathrm{BR} 2(k), \mathrm{BR} 3(k))$ with increasing $k$ if the case mentioned above occurs.

These iterared bounded resolution procedures always give the correct answer. The queston about them is:
(III) What is the time bound for the iterated bounded resolution procedures?

Example 2.1. Consider

$$
\begin{aligned}
\beta_{5,3}=\left\{x_{1} \bigvee x_{2} \bigvee x_{3}\right), & \left(x_{1} \bigvee x_{2} \bigvee x_{4}\right), \cdots,\left(x_{3} \bigvee x_{4} \bigvee x_{5}\right), \\
& \left.\left(\bar{x}_{1} \bigvee \bar{x}_{2} \bigvee \bar{x}_{3}\right),\left(\bar{x}_{1} \bigvee \bar{x}_{2} \bigvee \bar{x}_{4}\right), \cdots,\left(\bar{x}_{3} \bigvee \vee \bar{x}_{4} \bigvee \bar{x}_{5}\right)\right\} .
\end{aligned}
$$

One cau see imınediareiy that $\beta_{5,3}$ is unsatisinable, that BR(3) would not work and that $\operatorname{BR}(4)$ will work (where BR is any one of the versions).

Our atrempts to answer questions (I)-(III) by first considering simple examples have failed. The seemingly simple question, "Is the bound $k=4$ sufficient for $n=6$ ?" (where $n$ is the number of variables) was answered by J . Simıon [7]. However, the proof is complicated and does not generalize.

Example 2.2. Let $\beta_{n, l}$ be a fommula in CF over $n$ variables which contains all clauses of size $l$ such that the variables in any term are either all complemented or all noncomplemented. For every $n>0$ and $l \leqq\lceil n / 2\rceil,{ }^{2} \beta_{n, l}$ is unsatisfiable since every assignment has either $l$ zeros or $l$ ones, and thus at least one of the clauses must have the value 0 . Consider $\beta_{n, l} l \leqq\lceil n / 2\rceil$. Obviously a bound $k \geqq 2 l-2$ is necessary for $\operatorname{BR}(k)$ to work for $\beta_{n, l}$. However, after using the usual trick of converting $\beta_{n, l}$ to CF3 it is no longer clear that a smaller bound would not suffice. Even if this method worked it would have settled question (I), but not questions (II) and (III), since the input is of length $m \approx\binom{n}{l}$ and the number of distinct clauses generated is $<l 2^{2 l}\binom{n}{2 l-2}<m^{4}$ since one can show that the bound $k=2 l-2$ sứfices.

In Theorem 2.1, we prove the equivalence of BR1, BR2, and BR3. This will enabie us to speak about BR which will stand for any one of them.

Theorem 2.1. For a fixed $k$, all proposed bounded resolution versions give the same answer to any given input.

Proof. First we show that BR1 and BR2 are equivalent. Let term ${ }_{1}$, term ${ }_{2}$ and term $_{3}$ be the clauses present at points 1, 2 and 3 in BR1 and BR2. One shows that (i) for very $\hat{C}$ in term ${ }_{1}$ there is $C \in \operatorname{term}_{2}$ such that $C \subseteq \hat{C}$; and (ii) for every $C$ in terin $_{2}$ every $\hat{C}$ of size $k$ such that $C \subseteq \hat{C}$ is in term ${ }_{1}$. This will imply (by definition of $\operatorname{EXPAND}(k))$ that term ${ }_{1}=\operatorname{term}_{3}$ and will complete the proof. Parts (i) and (ii) may be proved by induction on the depth of the resolution.

[^63]Now we show that BR2 and BR3 are equivalent. We prove that $\Lambda \in \operatorname{term}_{2}$ if and only if $\operatorname{ALL}(k)$ is true for term ${ }_{3}$. Since up to point 2 BR2 and BR3 are the same, this completes the proof.

If $\Lambda \in \operatorname{term}_{2}$, then $\operatorname{ALL}(k)$ is true for term ${ }_{3}$ by definition of $\operatorname{EXPAND}(k)$. To prove the converse we need the following definition: A set of terms satisfies $\mathrm{ALL}^{\prime}(l)$ if, for every clause $\hat{C}$ of size $l$, there is a term $C$ in the set such that $C \subseteq \hat{C}$. If $\operatorname{ALL}(k)$ is true for $\operatorname{term}_{3}$, than $\operatorname{ALL}^{\prime}(k)$ is true for term ${ }_{2}$. One then shows that if $\operatorname{ALL}^{\prime}(i), i>0$, is true for a set of clauses, then $\operatorname{ALL}^{\prime}(i-1)$ is true for the set obtained by applying $\operatorname{RESOLVE}(k)$. But $\operatorname{RESOLVE}(k)$ does not change term ${ }_{2}$. Thus ALL' $^{\prime}(0)$ must be true for term 2 , i.e. $\Lambda \in$ term $_{2}$. For details see [3].

In our main theorem we shall prove a cn lower bound on the size of clauses generated by resolution proofs. An immediate corollary will settle questions (I) and (II) above in the negative. Another corollary will show that the time bound for IBR $\geqq 2^{\text {cn }}$ (answering question (III)). Note that all known procedures that check whether a given set of clauses is contradictory are exponential. We do not know how IBR performs in comparison to the other procedures. Note also that BR $(k)$ can still be used as a heuristic for showing that a set of clauses is contradictory (but not for showing that it is satisfiable). Thus, our main theorem gives examples where using this heuristic fails. We do not know how $\operatorname{BR}(k)$ compares with other heuristics for the same problem.
3. Sets of clauses corresponding to graphs. In this section we describe Tseitin's method of associating contradictory sets of clauses with graphs. The definitions and resuits are due to T'seitin.

Let $G=(V, E)$ be a given undirected graph without loops (i.e. there is no edge $(v, v)$ ). Let $l$ be a labeling which assigns to every vertex $v$ a label $\varepsilon_{v} \in\{0,1\}$, the parity of $v$, and each edge a literal in such a way that no two edges are labeled by a literal corresponding to the same variable. $G(l)$ will stand for the labeled graph.

Consider a vertex $v$ in $V$. Assume that $v$ has degree $k$ and $z_{1}, z_{2}, \cdots, z_{k}$ are the lixerais which label the eages incident with $v$. A clause $C$ corresponds to the vertex $v$ if and only if

$$
C=z_{1}^{a_{1}} \bigvee \cdots \bigvee z_{k}^{a_{k}}
$$

and the number of complemented $z_{i}$ 's is of parity opposite to the parity of $v$ i.e.

$$
\sum_{i=1}^{k}\left(1-a_{i}\right) \neq \varepsilon_{v}
$$

which will be referred to as the parity condition with respect to $v .{ }^{3}$ Note that there are exactly $2^{k-1}$ distinct clauses which correspond to $v$.

Lemma 3.1. The assignment $\delta$ given by $z_{1}=\delta_{1}, \cdots, z_{k}=\delta_{k}$ satisfies all the clauses corresponding to $v$ if and only if $\sum_{i=1}^{k} \delta_{i}=\varepsilon_{v}$.

Proof. If $\sum_{i=1}^{k} \delta_{i} \neq \varepsilon_{v}$, then $C=z^{1-\delta_{1}} \bigvee \cdots \vee z_{k}^{1-\delta_{k}}$ corresponds to $v$ and is not satisfied by the assignment $\delta$.

[^64]Assume $\sum_{i=1}^{k} \delta_{i}=\varepsilon_{v}$ and let $C=z_{1}^{a_{1}} \bigvee \cdots \bigvee z_{k}^{a_{k}}$ be an arbitrary clause corresponding to $v$. The only assignment which does not satisfy $C$ is $z_{1}=$ $1-a_{1}, \cdots, z_{k}=1-a_{k}$. Since $\sum_{i=1}^{k}\left(1-a_{i}\right) \neq \varepsilon_{v}$ it must differ from the assignment $\delta$. Thus $\delta$ must satisfy $C$.

We denote by $\alpha(G(l))$ the set of all clauses which correspond to all vertices in $G$ ( $l$ is the labeling).

Claim. $\alpha(G(l))$ is unchanged if we apply the following transformations to the labeling:

Transformation 1. Change exactly one edge label (from $z$ to $\bar{z}$ ) and simultaneously change the vertex labels of its endpoints.

Transformation 2. Change all edge labels along a path from vertex $u$ to vertex $v$ and simultaneously change $\varepsilon_{u}$ and $\varepsilon_{v}$.

Transformation 2 is a sequence of applications of Transformation 1. The latter does not affect $\alpha(G(l))$ since if a clause $C$ corresponds to a vertex $w$ under the old labeling it does so under the new labeling: for $w \notin\{u, v\}$ this is obvious since nothing has changed; for $w=u(w=v)$ the change of $\varepsilon_{u}\left(\varepsilon_{v}\right)$ and of $z$ to $\bar{z}$ implies a double change in parity. Hence $C$ satisfies the parity condition with respect to $u(v)$ under the new labeling.

Let $\varepsilon(G(l))=\sum_{v \in V^{\varepsilon_{v}}}$.
Lemma 3.2. For a connected graph $G$ and a labeling $l, \alpha(G(l))$ is satisfiable if and only if $\varepsilon(G(l))=0$.

Proof. Assume $\varepsilon(G(l))$ is satisfiable. Using Lemma 3.1 and summing $(\bmod 2)$ all $\varepsilon_{v}$ 's we get $\varepsilon(G(l))=0$, since every $\delta_{i}$ appears twice (once for each endpoint of the edge labeled by $z_{i}$ ).

Assume $\varepsilon(G(l))=0$. Using Transformation 2 we can set all vertex labels to 0 . If the new edge labels are $z_{1}^{\prime}, \cdots, z_{n}^{\prime}$ the assignment $z_{i}^{\prime}=0$ for $1 \leqq i \leqq n$ satisfies $\alpha(G(l))$ (by Lemma 3.1).

From now on we consider a fixed connected graph $\bar{G}=(\bar{V}, \bar{E})$ with a fixed labeling $l$ such that $\varepsilon(\bar{G}(l))=1$. Thus $\alpha(\bar{G}(l))$ is unsatisfiable. We will refer to $\alpha(\bar{G}(l))$ as the original set of clauses. We will identify the edges and their labeling if no confusion will arise.
4. Two general lemmas. In this section we prove two general lemmas: (i) the correspondence lemma, which states the correspondence between operations on a graph $\bar{G}$ and a regular derivation using the clauses corresponding to $\bar{G}$, (ii) the regularity lemma, which states that if we can prove a given clause $C$ by a resolution tree, then we can prove a clause $C^{\prime}, C^{\prime} \subseteq C$, by a regular tree. The latter was stated without proof by Tseitin. These two lemmas will be used below for proving the main theorem. We still hope that by using these lemmas one will be able to prove an exponential lower bounds for the unrestricted resolution procedure.

Let $G=(V, E)$ be a connected subgraph of $\bar{G}$. A clause $C$ is associated with $G$ if its variables are all the labels of the edges in the boundary of $G$. If $C$ is associated with $G$, then the parity of $C, \delta(C)$, is the parity of the number of complemented variables in $C$ which correspond to the exterior boundary of $G$, i.e. if $C=$
 the sum modulo 2 of the vertex labels of $G$. $C$ is a regular clause associated with $G$ if $C$ is associated with $G$ and the parity of $C$ is opposite the parity of $G$, i.e.
$\delta(C) \neq \varepsilon(G) . C$ is a regular clause if there is a connected subgraph $G$ of $\bar{G}$ such that $C$ is a regular clause associated with $G$.

Example. Consider the subgraph $G=(V, E)$ of $\bar{G}$ in Fig. 4.1. $V$ consists of the circles and $E$ consists of the dotted lines. Assume that all vertex labels are 0 ; thus $\varepsilon(G)=0, F^{\text {int }}=\{a\}$ and $F^{\mathrm{ext}}=\{x, y, z\}$. Let $C_{1}=a \bigvee x \bigvee y \bigvee z, C_{2}=$ $\bar{a} \bigvee x \bigvee y \bigvee z$ and $C_{3}=a \bigvee x \bigvee y \bigvee \bar{z}$. All three clauses are associated with $G$, but only $C_{3}$ is a regular clause since $\delta\left(C_{3}\right)=1$ while $\delta\left(C_{1}\right)=\delta\left(C_{2}\right)=0$.

One can immediately make the following observation: If $C$ is one of the original clauses which corresponds to a vertex $v$ in $\bar{G}$, then $C$ is a regular clause associated with the subgraph $G=(v, \phi)$ consisting of an isolated vertex. (We identify the vertex $v$ and the singleton $\{v\}$.)

The next lemma proves that if $T$ is a regular proof tree for a clause $C$, then $C$ is a regular clause. The lemma specifies exactly the connected subgraph $G$ with which $C$ is associated.

Lemma 4.1 (the correspondence lemma). If $T$ is a regular proof tree for a clause $C$, then $C$ is a regular clause associated with some connected subgraph $G=(V, E)$ of $\bar{G}$ where $V=\{v \mid v \in \bar{V}$ and a clause corresponding to $v$ appears on $a$ leaf of $T\}$ and $E=\{x \mid x$ is annihilated in $T\}$.

Proof. Proof is by induction on the height $h$ of $T$. The basis of the induction ( $h=0$ ) follows immediately from the observation preceding the lemma.

Induction step. Let $T$ be the tree in Fig. 4.2 and assume $x \bigvee C_{1}\left(\bar{x} \bigvee C_{2}\right)$ is a regular clause associated with $G_{1}\left(G_{2}\right)$ which satisfies the hypothesis of the lemma.

Without loss of generality there are four cases. (For $i=1,2 G_{i}=\left(V_{i}, E_{i}\right), F_{i}^{\text {ext }}$, $F_{i}^{\text {int }}$ are defined in the obvious way.)

1. $G_{1}=G_{2}$ (the subgraphs are identical).
2. $V_{1} \cap V_{2}=\phi$ (they are vertex disjoint).
3. $V_{1}=V_{2}$ and there is $z \in E_{1}-E_{2}$.
4. $V_{1} \cap V_{2} \neq \phi$ and there is $u \in V_{1}-V_{2}$.

Claim. Cases 3 and 4 are not possible.
Proof. We show that in both cases $E_{1} \cap F_{2} \neq \phi$, i.e. there is a variable $z$ annihilated in $T_{1}$ such that either $z$ or $\bar{z}$ appears in $C_{2} \bigvee \bar{x}$-a contradiction since $T$ is regular. For case 3 it is obvious that $z \in E_{1} \cap F_{2}$. For case 4 let $v \in V_{1} \cap V_{2} . G_{1}$ is connected; thus there is a path in $G_{1}$ from $u$ to $v$. There must be an edge $z$ on this path such that one of its endpoints is in $V_{2}$ and one is not. Obviously $z \in$ $E_{1} \cap F_{2}$.


Fig. 4.1. A subgraph $G$ of $G$ and all edges of $G$ which are incident with its vertices


Fig. 4.2

To complete the proof of the lemma we now consider cases 1 and 2.
Case 1. $G_{1}=G_{2}$ and thus $F_{1}=F_{2} . x \bigvee C_{1}$ and $\bar{x} \bigvee C_{2}$ consist of the same variables and have exactly one conflict ( $x$ vs. $\bar{x}$ ); thus $C_{1}=C_{2}=C$. Since the parity of $C_{1} \bigvee x$ and $C_{2} \bigvee \bar{x}$ both differ from the parity of $G_{1}=G_{2}$, they must be the same. Hence $x \in F_{1}^{\mathrm{int}}=F_{2}^{\mathrm{int}}$. Let $G=\left(V_{1}, E_{1} \cup x\right)$. It is easy to check that the pair $(C, G)$ satisfies the induction hypothesis. The parity of $G$ differs from the parity of $C$ since $\varepsilon(G)=\varepsilon\left(G_{1}\right)$ and $\delta(C)=\delta\left(C_{1} \vee x\right)$.

Case 2. ${ }^{*} V_{1} \cap V_{2}=\phi$. Let $G=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2} \cup x\right)$. Obviously, $G$ is connected, $C$ is associated with $G, E=E_{1} \cup E_{2} \cup x$ consists exactly of the variables annihilated in $T$ and $V=V_{1} \cup V_{2}$ consists exactly of those vertices which correspond to the clauses on the leaves of $T$. To complete the proof that the pair $(C, G)$ satisfies the induction hypothesis we now show that $G$ has parity opposite to that of $C$. Since $\delta\left(C_{1} \bigvee x\right) \neq \varepsilon\left(G_{1}\right)$ and $\delta\left(C_{2} \bigvee x\right) \neq \varepsilon\left(G_{2}\right), \delta\left(C_{1} \bigvee x\right)+\delta\left(C_{2} \bigvee \bar{x}\right)=$ $\varepsilon\left(G_{1}\right)+\varepsilon\left(G_{2}\right)=\varepsilon(G)$. We show below that

$$
\begin{equation*}
\delta\left(C_{1} \bigvee x\right)+\delta\left(C_{2} \bigvee \bar{x}\right) \neq \delta(C) \tag{1}
\end{equation*}
$$

which will imply that $\delta(C) \neq \varepsilon(G)$ and will complete the proof of the lemma.
To prove (1), recall that if $C=z_{1}^{a_{1}} \bigvee \cdots \vee z_{r}^{a_{r}}$, then $\delta(C)=\sum_{z_{i} \in F^{\text {ext }}}\left(1-a_{i}\right)$. But $F_{1}^{\text {ext }} \cap F_{2}^{\text {ext }} \equiv x \cup F_{12}$ and $F_{12} \subseteq F^{\text {int }}$. (See Fig. 4.3.) In $\delta\left(C_{1} \bigvee x\right)+\delta\left(C_{2} \bigvee \bar{x}\right)$ the terms corresponding to $F^{\text {ext }}$ appear exactly once, the terms for $F_{12}$ appear exactly twice (hence they can be dropped) and since $x$ appears once as $x$ and once as $\bar{x}$, $\delta\left(C_{1} \bigvee x\right)+\delta\left(C_{2} \bigvee \bar{x}\right)=\delta(C)+0+1$ and (1) follows.


Fig. 4.3

We now show that every clause in every proot tree contains a regular clause.
Lemina 4.2 (the reguiarity lemma). Let $T^{\prime}$ be a proof tree for the clause $C^{\prime}$. Then there is a $C \subseteq C^{\prime}$ and a reguiar proof tree $T$ for $C$.

Proof. Proof is by induction on the height of $T^{\prime}$. The basis of the induction is trivially true.

Induction step: Let $T^{\prime \prime}$ be the tree shown in Fig. 4.4. Apply the induction hypothesis to $T_{1}^{\prime}\left(T_{2}^{\prime}\right)$ to obtain a regular tree $T_{1}^{\prime \prime}\left(T_{2}^{\prime \prime}\right)$ which proves $\hat{C}_{1}\left(\hat{C}_{2}\right)$ with $\hat{C}_{1} \subseteq x \bigvee C_{1}^{\prime}\left(\hat{C}_{2} \subseteq \bar{x} \bigvee C_{2}^{\prime}\right)$.

If $x \rightarrow \hat{C}_{1}\left(\bar{x} \notin \hat{C}_{2}\right)$ then $T=T_{1}^{\prime \prime}\left(T=T_{2}^{\prime \prime}\right)$ and $C=\hat{C}_{1}\left(C=\hat{C}_{2}\right)$ satisfy the hypothesis of the lemma. Otherwise, let $\hat{C}_{1}=\hat{C}_{1}^{\prime \prime} \bigvee x$ and $\hat{C}_{2}=C_{2}^{\prime \prime} \backslash \bar{x}$ and let $T^{\prime \prime}$ be the tree shown in Fig. 4.5. $T^{\prime \prime}$ need not be regular because a literal which appears in $C_{1}^{\prime \prime} \bigvee x\left(C_{2}^{\prime \prime} \bigvee \bar{x}\right)$ might be annihilated in $T_{2}^{\prime \prime}\left(T_{1}^{\prime \prime}\right)$. So let

$$
\begin{aligned}
P=\left\{z \mid z \in C_{1}^{\prime \prime}, z\right. & \text { is annihilated in } \left.T_{2}^{\prime \prime}\right\} \\
& \cup\left\{z \mid z \in C_{2}^{\prime \prime}, z \text { is annihilated in } T_{1}^{\prime \prime}\right\} .
\end{aligned}
$$

If $P=\phi$ then $T^{\prime \prime}$ is regular and $T=T^{\prime \prime}$ and $C=C^{\prime \prime}$ will do. Otherwise, we eliminate in $T^{\prime \prime}$ all annihilations of $z^{\prime}$ s in $P$ by deleting corresponding subtrees. $T^{\prime \prime}$ decomposes into a collection of separate subtrees and we construct from them a new tree $T$ by performing all possible annilations.

More precisely, we construct $T$ by the following inductive process: If $T_{i}^{\prime \prime}$ consists of a single vertex, then $T_{i}=T_{i}^{\prime \prime}$. If $T_{i}^{\prime \prime}$ is the tree shown in Fig. 4.6, then
(i) If $z \in P(\bar{z} \in P)$, then $T_{i}=T_{i_{1}}\left(T_{i}=T_{i_{2}}\right)$, i.e., the other subtree is deieted to
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prevent annihilation; otherwise
(ii) If $z \notin C_{i_{1}}\left(\bar{z} \notin C_{i_{2}}\right)$, then $T_{i}=T_{i_{1}}\left(T_{i}=T_{i_{2}}\right)$, i.e., the other subtree is deleted since we do not need to annihilate $z$ in the new tree; otherwise
(iii) $T_{i}$ is obtained by combining $T_{i_{1}}$ and $T_{i_{2}}$ (i.e., by resolving $C_{i_{1}}$ and $C_{i_{2}}$ ).

Let $T=T_{1}$ (where 1 is the root) and $C=C_{1}$. For $i$ in $T$, an easy induction on the height of $T_{i}$ proves that
(a) $T_{i}$ is regular,
(b) $C_{i} \subseteq C_{i}^{\prime \prime} \vee P$. (Recall that a clause is a set of literals.)

Thus $T$ is regular and $C \subseteq C^{\prime \prime} \subseteq C^{\prime}$, since $P \subseteq C^{\prime \prime}$. Hence $T$ and $C$ satisfy the required properties.

Example 4.1. Figure 4.7 illustrates the induction step in the proof of Lemma 4.3. Although the two main subtrees of $T^{\prime}$ are regular $T^{\prime}$ itself it not regular


Fig. 4.7
$(P \neq \phi)$. The circled subtrees are eliminated to prevent annihilation of literals in $P$ ((i) above). The third subtree is eliminated because $y$ does not appear in the corresponding clause ((ii) above). As expected (a) and (b) above hold. Note that $\bar{x} \bigvee \bar{u} \bigvee z$ is longer than its corresponding clause in $T^{\prime}(\bar{x} \bigvee \bar{u})$.

Tseitin used the regularity lemma to show that every nonregular proof tree $T$ can be transformed to a smaller regular tree $T^{\prime}$. However $T^{\prime}$ might have many more distinct clauses than $T$. Hence, the regularity lemma and the fact that regular resolution is exponential do not imply that resolution is exponential.
5. The specific collection of graphs. We consider a graph $\bar{G}=(\bar{V}, \bar{E})$ which depends on a parameter $m$ and hence it actually represents a collection of graphs. When speaking on constants (like $c, d$ below) we shall mean constants with respect to $m . \bar{G}$ is defined by a transformation on a graph $H_{m}=(\tilde{V}, \tilde{E})$ which was introduced by Margulis [5]. We do not describe $H_{m}$ below. We only mention some of its properties. $H_{m}$ is a bipartite graph of degree 5, such that each of its sides contains $m^{2}$ vertices. Theorem 5.1 below is a rewording of a special case of Margulis' main theorem. (Namely, taking $\alpha=\frac{1}{2}$ in Theorem 2.3 in [5].)

Theorem 5.1. There is a constant $d>1$, such that if $\hat{V}_{1}$ is contained in one side of $H_{m}\left|\hat{V}_{1}\right| \leqq m^{2} / 2$, and $\hat{V}_{2}$ consists of all the vertices in the other side of $H_{m}$ which are connected to vertices of $\hat{V}_{1}$ by an edge, then $\left|\hat{V}_{2}\right| \geqq d\left|\hat{V}_{1}\right|$.

Corollary 5.1. There is a constant $c>0$, such that if $G=(V, E)$ is a subgraph of $H_{m}$ and $m^{2} / 4 \leqq|V|<m^{2} / 2$, then $\left|F_{G}^{\text {ext }}\right| \geqq \mathrm{cm}^{2}$.

Proof. Assume $V=V_{1} \cup V_{2}$ and $V_{1}\left(V_{2}\right)$ consists of vertices in the first (second) side of $H_{m}$. Without loss of generality $\left|V_{1}\right| \geqq\left|V_{2}\right|$. Let $\hat{V}_{1}=V_{1}$ and $\hat{V}_{2}$ be as in Theorem 5.1. It follows that $\left|\hat{V}_{2}\right| \geqq d\left|\hat{V}_{1}\right|$. Hence,

$$
\left|F_{G}^{\mathrm{ext}}\right| \geqq\left|\hat{V}_{2}\right|-\left|V_{2}\right| \geqq(d-1)\left|V_{1}\right| \geqq \frac{d-1}{2}|V| \geqq \frac{d-1}{8} m^{2} .
$$

Using a trick which was introduced by Kirkpatrick [4], we transform $H_{m}$ to a graph of degree 3 to obtain $\bar{G}$ : if $v$ is a vertex in $H_{m}$ of degree $l(3 \leqq l \leqq 5)$ it is represented in $\bar{G}$ by a cycle of $l$ vertices $v^{(1)}, \cdots, v^{(l)}$. If $(u, v)$ is the $i$ th ( $j$ th) edge emerging from $u(v)$ in $H_{m}$, it is represented by the edge $\left(u^{(i)}, v^{(j)}\right)$ in $\bar{G}$. (See Fig. 5.1.)

Let $G$ be a connected subgraph of $\bar{G}$. $\hat{G}$ is the projection of $G$ in $H_{m}$ if its vertices and edges correspond to those of $G$. ( $\tilde{G}$ is obtained from $G$ by shrinking the cycles which were introduced in the definition of $\bar{G}$.) Obviously $\tilde{G}$ is a connected subgraph of $H_{m}$.


Fig. 5.1. The transformation from $H_{m}$ to $\bar{G}$

We take a labeling $l$ such that $\varepsilon(\bar{G}(l))=1$, and $\alpha(\bar{G}(l))$ is our set of clauses. (It is contradictory by Lemma 3.2). Obviously $n=O\left(m^{2}\right)$, and $\alpha(\bar{G})$ contains $O(n)$ clauses of size 3 .

Lemma 5.1. Let $T$ be a tree such that each vertex $i$ in $T$ is labeled by $G_{i}=\left(V_{i}, E_{i}\right)$, a connected subgraph of $\bar{G}$. Assume that (i) $G_{1}=\bar{G}$, (ii) $\left|V_{j}\right|=1$ if $j$ is a leaf and (iii) $V_{i} \subseteq V_{i_{1}} \cup V_{i_{2}}$ if $i_{1}$ and $i_{2}$ are the sons of $i$. Then, there is a vertex in $T$, such that $\left|F_{G_{i}}^{\mathrm{ext}}\right| \geqq c n$ for some $c>0$.

Proof. Let $\tilde{G}_{i}=\left(\tilde{V}_{i}, \tilde{E}_{i}\right)$ be the projection of $G_{i}$ in $H_{m}$. By (iii) we can go along a path from the root 1 to a leaf, choosing the son $j^{\prime}$ of $j$ with $\left|\tilde{V}_{j^{\prime}}\right| \geqq\left|\tilde{V}_{j}\right| / 2$. So $\left|\tilde{V}_{j}\right|$ decreases from $2 m^{2}$ to 1 and never decreases by more than half in any one step. Thus, there must be an $i$ on the path with $m^{2} / 4 \leqq\left|\tilde{V}_{i}\right|<m^{2} / 2$. By Corollary 5.1, $\left|F_{\tilde{G}_{i}}^{\mathrm{ext}}\right| \geqq c m^{2} \geqq c^{\prime} n$. But if any one of the edges which is incident with $v$ is in $F_{\tilde{G}_{i}}^{\mathrm{ext}}$, then at least one edge which is incident with some $v^{(j)}$ is in $F_{G_{i}}^{\text {ext }}$. Hence $\left|F_{\tilde{G}_{i}}^{\mathrm{ext}}\right| \geqq\left|F_{\tilde{G}_{i}}^{\mathrm{ext}}\right| / 5 \geqq c^{\prime \prime} n$.

## 6. The main theorem.

Theorem 6.1. For infinitely many $n \geqq 1$, there are unsatisfiable formulas $\alpha_{n}$ in CF3 over $n$ variables which contain $O(n)$ clauses such that every resolution tree using $\alpha_{n}$ contains clauses of size $>c n$ for some $c>0$.

Note that a theorem similar to Theorem 6.1 concerning regular resolution follows from Lemma 5.1 and the correspondence lemma. By applying the regularity lemma to a given proof tree we obtain a regular proof tree. But the latter can contain longer clauses (as in Example 4.1) and thus Theorem 6.1 does not follow immediately from the regularity lemma. Yet, the theorem does follow from careful application of the regularity lemma and its proof.

Proof. Let $\alpha_{n}$ be the set of clauses which corresponds to the graph $\bar{G}$, and let $T^{\prime}$ be an arbitrary resolution proof tree using $\alpha_{n}$. By the regularity lemma we can associate with each vertex $i$ in $T^{\prime}$ a regular clause $C_{i} \subseteq C_{i}^{\prime}$. Let $G_{i}=\left(V_{i}, E_{i}\right)$ be the subgraph of $\bar{G}$ which correspond to $C_{i}$ by the correspondence lemma. ( $V_{i}=\{v \mid \mathrm{a}$ clause corresponding to $v$ appears on a leaf of $T_{i}$, the regular tree for $\left.C_{i}\right\}_{\text {: }}$ ) Consider $T^{\prime}$ and the subgraphs $\left\{G_{i}\right\}$. By the proof of the regularity lemma, the conditions for Lemma 5.1 hold. By the conclusion of Lemma 5.1, there is a vertex $i$ with $\left|F_{i}^{\text {ext }}\right| \geqq c n$. Hence, $\left|C_{i}^{\prime}\right| \geqq\left|C_{i}\right| \geqq\left|F_{i}^{\text {ext }}\right| \geqq c n$.

Theorem 6.1 answers questions (I) and (II) about the bounded resolution procedures:

Corollary 6.1. $\mathrm{BR}(k)$ works for $\alpha_{n}$ only if $k \geqq c n$.
It also answers question (III) about that iterated bounded resolution procedures:

Corollary 6.2. The run-times of IBR1, IBR2 and IBR3 are all greater than $2^{\text {cn. }}$.

Proof. Corollary 6.1 for BR3 follows from Theorem 6.1. But by Theorem 2.1, the same holds for BR1 and BR2. Corollary 6.2 is obvious for IBR1 and IBR2 since $2^{c n}$ is a lower bound for the number of distinct clauses of size $c n$. Also, it is easy to see that if IBR3 generates a regular clause associated with some subgraph $G$, it must generate all regular clauses associated with $G$. Since a $G$ with $\left|F_{G}^{\text {ext }}\right|>c n$ must exist, at least $2^{c n}$ distinct clauses are generated by IRR3.
7. Concluding remarks. For three literals $x, y, z$ and a Boolean function $f$ over 2 variables, let $\alpha(f, z, x, y)$ be the set of clauses over $x, y$, and $z$ which is equivalent to $z \equiv f(x, y)$. One can verify that $\alpha(f, z, x, y)$ exists for all 16 possible choices of $f$.

Example.

$$
\begin{aligned}
\alpha(\bigvee, z, x, y) & =\{\bar{x} \bigvee z),(\bar{y} \bigvee z),(\bar{z} \bigvee x \bigvee y)\} \\
\alpha(+, z, x, y) & =\{(\bar{x} \bigvee y \bigvee z),(x \bigvee \bar{y} \bigvee z),(x \bigvee y \bigvee \bar{z}),(\bar{x} \bigvee \bar{y} \bigvee \bar{z})\}, \\
\alpha\left(U_{1}, z, x, y\right) & =\{(\bar{z} \bigvee x),(\bar{x} \bigvee z)\} \quad \text { where } U_{1}(x, y)=x .
\end{aligned}
$$

The extension rule [8] is applied by choosing $f, x$ and $y$, creating a new variable $z$, and adding $\alpha(f, z, x, y)$.

We saw that allowing only clauses of size up to a certain constant may prevent the procedure from working correctly. The question which naturally arises is: What happens if we consider bounded resolution with extension. The following theorem answers this question. Its proof appears in the Appendix.

Theorem 7.1. Let T be a resolution proof tree (with or without extension). Let $N=N(T)$ be the number of distinct clauses, and $m$ the number of distinct variables in T. Suppose the original set of clauses has at most l literals per clause. Then, using extension, we can transform Tinto a proof tree $T^{\prime}$ with clauses of size $\leqq l, T^{\prime}$ contains at most $\mathrm{O}(\mathrm{Nm})$ distinct clauses.

Hence if the input $S$ is in CF3, then every resolution proof tree using $S$ can be transformed into another tree which uses extension and with clauses of size $\leqq 3$. The latter, however, does not necessarily contain a number of clanses which is bounded by a polynomial in the number of the variables in $S$, since the number of variables which are introduced by the extension rule may be very large.

We conclude by considering Fig. 7.1 which considers four related problems: Problem 1-showing a cn lower bound on the size of clauses in regular resolution. It follows directly from the correspondence lemma and Lemma 5.1. Problem 2-the analogous problem for unrestricted resolution was the subject of this paper. Problem 3-showing exponential lower-bound for regular resolution was settled by Tseitin. Problem 4-getting a lower-bound on the number of distinct clauses in resolution is still open. We hope that the techniques used to solve Problems 2 and 3 will held to settle Problem 4.


Fig. 7.1. Lower bounds on $A$ using B

## Appendix.

Proof of Theorem 7.1. Without loss of generality $l \geqq 3$. For every clause $C$ in $T$ we have a new variable $z^{(C)}$ such that $z^{(C)} \equiv C$. Using additional variables, we show that if $E$ is derived from $C$ and $D$ in $T$, then given trees for $z^{(C)}$ and $z^{(D)}$, we can derive $z^{(E)}$. We also indicate how to derive $z^{(C)}$ for every input clause $C$. If the top of $T$ looks like

then it follows by induction from the claim above that we can derive $z^{(y)}$ and $z^{(\bar{y})}$. But $z^{(y)} \equiv y$ and $z^{\bar{y}} \equiv \bar{y}$, and using the available clauses expressing these facts we get the top of $T^{\prime}$ :


Since we shall use only clauses of size $\leqq l$ this will complete the construction of $T^{\prime \prime}$.
Let $x_{1}, x_{2}, \cdots, x_{m}$ be the variables used in $T$. Assume $C=y_{i_{1}} \vee \cdots \vee y_{i_{r}}$ where $1 \leqq i_{1}<\cdots<i_{r} \leqq m$. Let $C_{j} \equiv y_{i_{1}} \bigvee \cdots \bigvee y_{i_{j}}\left(C_{r}=C\right)$. Thus,

$$
\begin{equation*}
z^{\left(C_{1}\right)} \equiv y_{i_{1}} \tag{A.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
z^{\left(C_{j}\right)} \equiv z^{\left(C_{j-1}\right)} \bigvee_{y_{i j}}, \quad 1<j \leqq r \tag{A.1b}
\end{equation*}
$$

As in the example in $\S 7$, we add the clauses corresponding to (A.1) and call them the additional clauses.

We now show how to obtain $z^{(E)}$ from $z^{(C)}$ and $z^{(D)}$. Let $C=u_{1} \bigvee \cdots \bigvee u_{r}$, $D=v_{1} \bigvee \cdots \bigvee v_{s}, x$ is $u_{p}, \bar{x}$ is $v_{q}$. Assume $\bar{z} \bigvee z^{\prime}$, is an additional clause. $C \bigvee z \rightarrow$ $C \bigvee z^{\prime}$ will stand for deriving $C \bigvee z^{\prime}$ from $\bar{z} \bigvee z^{\prime}$ and $C \bigvee z$, and let $\xrightarrow{*}$ be the transitive closure of $\rightarrow$. Note that if $w \in E$, then $w \bigvee C^{\prime *} z^{(E)} \bigvee C^{\prime}$ : If $w$ is the $j$ th literal in $E$ then,

$$
w \bigvee C^{\prime} \rightarrow z^{\left(E_{j}\right)} \vee C^{\prime} \rightarrow z^{\left(E_{i+1}\right)} \vee C^{\prime} \rightarrow \cdots \rightarrow z^{(E)} \vee C^{\prime}
$$

(The clauses $\bar{w} \bigvee z^{\left(E_{i}\right)}, \bar{z}^{\left(E_{i}\right)} \bigvee z^{\left(E_{i+1}\right)}, \cdots$ are additional clauses.)

$$
\begin{aligned}
& z^{\left(C_{r-1}\right)} \vee u_{r} \rightarrow \\
& u^{\left(C_{r}\right)} z^{\left(C_{r-1}\right)} \vee u_{r} \vee z^{\left(C_{r-1}\right)} \\
& z^{(E)} \underbrace{\left(C_{r-2}\right)} \vee z^{(E)} \vee u_{r-1} \xrightarrow{\left(C_{r-1}\right)} \vee u_{r-1} \vee z^{\left(C_{r-2}\right)} \\
& z^{\left(C_{r-2}\right)} \vee z^{(E)}
\end{aligned}
$$

since $u_{r} u_{r-1} \cdots \in E$.

Thus, by repeating the above we derive $z^{\left(C_{p-1}\right)} \bigvee z^{(E)} \bigvee x$ and $z^{\left(D_{a-1}\right)} \bigvee z^{(E)} \bigvee \bar{x}$. We resolve them to get $z^{\left(C_{p-1}\right)} \bigvee z^{\left(D_{q-1}\right)} \bigvee z^{(E)}$. If we continued as before we would get clauses of size 4 . So, we define a new variable $\hat{z} \equiv z^{\left(D_{a-1}\right)} \bigvee z^{(E)}$. We use the new additional clauses to derive $z^{\left(C_{p-1}\right)} \vee z^{\left(D_{q-1}\right)} \vee z^{(E)} \xrightarrow{*} z^{\left(C_{p-1}\right)} \bigvee \hat{z}$. Then as before we continue the decomposition to get $z^{\left(C_{p-2}\right)} \bigvee z^{(E)} \bigvee \hat{z}$; then "substituting" back $\hat{z}$ we get


This process (using new $\hat{z}$ 's) is repeated. The reader can easily see that $z^{(E)}$ is obtained at the end.

For an input clause $C$ one can easily verify that $z^{(C)}$ can be derived using $C$ and the additional clauses $\left(C \xrightarrow{*} z^{(C)}\right)$.

Obviously, all the clauses on the tree $T^{\prime}$ are of size $\leqq l$ and $N\left(T^{\prime}\right)=$ $O(m \cdot N)$.
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#### Abstract

Aosaract. In tnis paper we discuss lower and upper bounds for the tape complexity of 'Turing macnines which recognize some classes of Szilard languages. The main resuits are as follows: $\log n$ is the opinnar tape bound for on-line deterministic Turing machines which recognize Szilard languages of coniexi-free grammars, and it is also the optimal tape bound for off-line determınistic Turing machines which recognize leftmost Szilard languages of phrase struccure grammars. The Szilard language of an arbitrary phrase structure grammar is a deterministic context-sensitive language.


Key woras. associate language, computational compiexity, context-free grammar, derivation language, label language, phrase structure grammar, Szilard language, tape-complexity, Turing macnine

Intruduccion. There seems to be no agreement on the precise name of the coricept which is discussed in this paper. The term "Szilard language" is used in [6] and [14], and in [3], [10] and [12] the terms "label language", "associate larguage" and "derivation language" are respectively used as synonyms for "Szilard language".

There are several interesting observacions to make about Szilard languages. For exampie, the scudy of granmars with concrol sets [4] can be considered as a siudy of $\mathrm{Sz}(G) \cap C$, wnere $G$ is a grammar, $\mathrm{Sz}(G)$ is the Szilard language of $G$ and $C$ is a coniroi set. Another interesting example, which is relevant to many areas in theorecical con puier science, is the reachability probiem for vector-addition systens. Parcial soiduons to this probiem have deen obiained [2], [8], out the gentral probrern which was proposed by Karp and Miller [7] is still unsolved. The reachability probiem can be reduced to the decision problem of the emptiness for $\mathrm{Sz}(G) \cap R$, where $G$ is a context-free granmer and $R$ is a regular set. We can also consider Szilard languages to be useful tools in the study of extensions of context-free grammars such as matrix grammars [1], [6], [14] and programmed graınnars [13], [14]. Some properties of Szilard languages have been already stuciied [3], [6], [10], [12], [14]. However, no references on their computational compiexity seem to exist. It would therefore seem that further investigation of Szilard ianguages from a compuiaional conpiexity viewpoint is required.

In this paper we describe the foilowing results:

1) $\log n$ is the optımal tape bound for on-line determınistic Turing macnines whicn recognize Szilard languages of context-free grammars, and it is also the opanial tape bound for off-line deterministic Turing machines which recognize leftmost Szilard languages of phrase structure grammars.
2) $n$ is the optinial tape bound for on-line deterministic Turing macnines which recognize leftmost Szilard languages of context-free grammars, and it is aiso the opimal tape bound for on-line deterministic Turing machines which recogrize lettmost Szilard languages of phrase structure grammars.
(The above $n$ and $\log n$ are also the optimal bounds for the corresponding probierns for nondeterministic Turing machines.)

[^65]3) The Szilard language of an arbitrary phrase structure grammar is a deterministic context-sensitive language.

1. Preliminaries. In this section, we shall describe the basic definitions and terminology necessary for an understanding of this paper. It is assumed that the reader is familiar with the fundamental concepts of formal languages, automata theory and computational complexity [5], [14].

Let $S^{*}$ be the set of all finite sequences of elements from the set $S$ including the empty word $\lambda$, and $S^{+}=S^{*}-\{\lambda\}$. If $u$ and $v$ are strings, then $u v$ denotes the concatenation of $u$ and $v$, and $\varnothing$ denotes the empty set.

Definition 1. A phrase structure grammar (abbreviated PSG) is a quadruple $G=\left(V_{N}, V_{T}, P, \sigma\right)$, where

1. $V_{N}$ is a finite set of nonterminals,
2. $V_{T}$ is a finite set of terminals,
3. $P$ is a finite set of productions whose forms are $u \rightarrow V$, with $u$ in $V_{N}^{+}$and $v$ in $\left(V_{N} \cup V_{T}\right)^{*}$, and
4. $\sigma \in V_{N}$ is the initial symbol.

Definition 2. Let $G=\left(V_{N}, V_{T}, P, \sigma\right)$ be a PSG. For $w$ and $y$ in $\left(V_{N} \cup V_{T}\right)^{*}$, write $w \Rightarrow{ }^{(G)} y$ (or $w \Rightarrow y$ when $G$ is understood) if there exist $z_{1}, z_{2}, u$ and $v$ such that $w=z_{1} u z_{2}, y=z_{1} v z_{2}$ and $u \rightarrow v \in P$. If either $w=y$ or there exist $w_{0}, \cdots, w_{r}$ such that $w_{0}=w, w_{r}=y$ and $w_{i} \Rightarrow w_{i+1}$ for each $i$, the sequence $w_{0}, \cdots, w_{r}$ is called a derivation from $w$ to $y$, and is denoted by $w_{0} \Rightarrow_{q_{1}} \cdots \Rightarrow_{q_{r}} w_{r}$ (or $w_{0} \Rightarrow \cdots \Rightarrow w_{r}$ ) or $w_{0} \stackrel{*}{\Rightarrow}_{\alpha} w_{r}\left(\right.$ or $\left.w_{0} \stackrel{*}{\Rightarrow} w_{r}\right)$, where $q_{i}(1 \leqq i \leqq r)$ is a production applied to derive $w_{i}$ from $w_{i-1}$, and $\alpha=q_{1} \cdots q_{r} . \alpha$ is called the associate word of the derivation. A string $\beta$ is called a sentential form (abbreviated SF) if $\sigma \stackrel{*}{\Rightarrow} \beta$. The subset of $V_{T}^{*}, L(G)=\left\{x \in V_{T}^{*} \mid \sigma \stackrel{*}{\Rightarrow} x\right\}$ is called a phrase structure language (abbreviated PSL). The subset of $P^{*}, \operatorname{Sz}(G)=\left\{\alpha \in P^{*} \mid \sigma \stackrel{*}{\alpha}_{\alpha} w, w \in V_{T}^{*}\right\}$ is called the Szilard language of $G$.

Definition 3. Let $G=\left(V_{N}, V_{T}, P, \sigma\right)$ be a PSG, and let $q$ be a production $u \rightarrow v$. Then $x u y \Rightarrow{ }_{a}^{(G, L)} x v y$ (or $x u y \Rightarrow{ }_{q}^{L} x v y$ when $G$ is understood, or $x u y \Rightarrow^{L} x v y$ when $G$ and $q$ are understood) if $x$ is in $V_{T}^{*}$. The relation ${ }_{\Rightarrow}^{*}{ }_{\alpha}^{(G, L)}\left(\right.$ or $\stackrel{*}{\Rightarrow}{ }_{\alpha}^{L}$ when $G$ is understood, or ${ }_{\Rightarrow}^{*}{ }^{L}$ when $G$ and $\alpha$ are understood) is defined in the same manner as $\stackrel{*}{\Rightarrow}$, and is called a leftmost derivation. $\mathrm{Sz}_{\mathrm{left}}(G)=\left\{\alpha \mid \sigma \stackrel{*}{\Rightarrow}{ }_{\alpha}^{L} w, w \in V_{T}^{*}\right\}$ is called the leftmost Szilard language of $G$. xuy $\Rightarrow{ }_{q}^{(G, R)} x v y$ (or xuy $\Rightarrow{ }_{q}^{R} x v y$ when $G$ is understood, or $x u y \Rightarrow^{R}$ when $G$ and $q$ are understood) if $y$ is in $V_{T}^{*}$. The relation $\stackrel{*}{\Rightarrow}{ }_{\alpha}^{(G, R)}\left(\right.$ or $\stackrel{*}{\Rightarrow}{ }_{\alpha}^{R}$ when $G$ is understood, or ${ }^{*}{ }^{R}$ when $G$ and $\alpha$ are understood) is defined in the same manner as $\stackrel{*}{\Rightarrow}$, and is called a rightmost derivation. $\mathrm{Sz}_{\text {right }}(G)=$ $\left\{\alpha \mid \sigma \stackrel{*}{\Rightarrow}{ }_{\alpha}^{R} w, w \in V_{T}^{*}\right\}$ is called the rightmost Szilard language of $G$.

In the following, rightmost Szilard languages will not be described because each result on leftmost Szilard languages can be restated for right most Szilard languages.

We do not describe the definition of a Turing machine (abbreviated TM) in this paper. The reader is refered to [5] for formal definitions and detailed
descriptions of several types of Turing machines. We use the following abbreviations:

OFF-DSPACE $(f)=\{L \mid L$ is a language accepted by an off-line deterministic TM which operates within tape bound $f\}$.
$\operatorname{OFF}-\operatorname{NSPACE}(f)=\{L \mid L$ is a language accepted by an off-line nondeterministic TM which operates within tape bound $f\}$.
ON-DSPACE $(f)=\{L \mid L$ is a language accepted by an on-line deterministic TM which operates within tape bound $f\}$.
ON-NSPACE $(f)=\{L \mid L$ is a language accepted by an on-line nondeterministic TM which operates within tape bound $f\}$.
The base of the logarithm is immaterial to our discussion. It is convenient to define $\log n=\left\lceil\log _{2} n\right\rceil$, where $\lceil r\rceil$ is the least positive integer not less than $r$. If $\sup _{n \rightarrow \infty}(f(n) / n)>0$, ON-DSPACE $(f)=\operatorname{OFF}-\operatorname{DSPACE}$ and ON-NSPACE $(f)=$ $\operatorname{OFF}-\operatorname{SPACE}(f)$. Therefore if $\sup _{n \rightarrow \infty}(f(n) / n)>0$, we shall write $\operatorname{DSPACE}(f)$ instead of OFF-DSPACE $(f)$ or ON-DSPACE $(f)$ and $\operatorname{NSPACE}(f)$ instead of OFF-NSPACE $(f)$ or ON-NSPACE $(f)$.
2. Tape requirements of on-line TM's. Interesting observations on Szilard languages have been made in several papers [3], [6], [10], [12]. The reader is refered to Salomaa [14] which contains a comprehensive description of known facts about Szilard languages [14, pp. 185-186]. For example, it is known that there is a context-free language (abbreviated CFL) $L$ such that no grammar for $L$ has a context-free Szilard language [14]. Stearns, Hartmanis and Lewis [15] showed that if $\sup _{n \rightarrow \infty}(f(n) /(\log n))=0$, any member of ON-DSPACE $(f)$ is a regular set. Therefore $\log n$ is a lower bound on $f$ such that ON-DSPACE $(f)$ includes the set of all Szilard languages of context-free grammars (abbreviated CFG's), because there is a CFG $G$ such that $\operatorname{Sz}(G)$ is not a CFL[10][14]. We shall shown that $\log n$ is the optimal bound on such functions.

Theorem 1. The class of Szilard languages of CFG's is included in ONDSPACE $(\log n)$.

Proof. Let $G=\left(V_{N}, V_{T}, P, \sigma\right)$ be an arbitrary CFG, where $V_{N}=\left\{x_{1}, \cdots, x_{k}\right\}$ and $\sigma=x_{1}$. Let $M$ be a TM which operates in the following way. Let $\beta=b_{1} \cdots b_{n}$ be an input string to $M$, and let $b_{i}=\left(x_{t(i)} \rightarrow \gamma_{i}\right)$ and $m_{i}(j)$ be the number of occurrences of $x_{j}$ in $\gamma_{i}(i=1, \cdots, n ; j=1, \cdots, k)$. The construction of $M$ is based on keeping track of the number of nonterminals in SF's, i.e. the Parikh-vector (in binary form) of SF's. Before starting the simulation of a derivation associated with $\beta, M$ constructs $k$ registers. $X_{j}$ is used to store the number of occurrences of $x_{j}$ in the SF at each stage of the derivation in binary form $(j=1, \cdots, k) . M$ operates as follows:

1. Set $i, X_{1}$ to 1 , and $X_{2}, X_{3}, \cdots, X_{k}$ to 0 .
2. Read $b_{i}$. If $X_{t(i)}=0$, then go to 7 .
3. For each $j$ such that $X_{j} \neq X_{t(i)}$, set $X_{j}$ to $X_{j}+m_{i}(j)$, and set $X_{t(i)}$ to $X_{t(i)}+m_{i}(t(i))-1$.
4. If $i \neq n$, then set $i$ to $i+1$ and go to 2 .
5. If there exists $j$ such that $X_{j} \neq 0$, then go to 7 .
6. $M$ halts and accepts $\beta$.
7. $M$ halts and rejects $\beta$.

The entire operation of $M$ described above is deterministic and $M$ recognizes $\mathrm{Sz}(G)$. Since the range of numbers stored in the registers $X_{1}, \cdots, X_{k}$ is from 0 to $n$, the working tape capacity used by $M$ is at most $c \log n$, where $c$ is a constant independent of $n$ Therefore $\operatorname{Sz}(G)$ is in ON-DSPACE $(\log n)$. Q.E.D.

The result given by Stearns, Hartmanis and Lewis [15] also holds for the nondeterministic case, i.e. any member of $\operatorname{ON}-\operatorname{NSPACE}(f)$ is regular if $\sup _{n \rightarrow \infty}(f(n) / \log n)=0$ (the proof is essentially the same as the proof for the deterministic case.). Therefore $\log n$ is also the optimal tape bound for on-line nondeterministic TM's which recognize Szilard languages of CFG's.

The result in Theorem 1 also holds for Szilard languages of $\lambda$-free contextfree programmed grammars under the free interpretation. The same construction as $M$ in the proof of Theorem 1 , together with a checking facility in the application of the productions, does not require more than $\log n$ working tape capacity.

We shall now look at leftmost Szilard languages. Let $G_{1}=\left(V_{N}, V_{T}, P, \sigma\right)$, where $V_{N}=\left\{\sigma, x_{1}, x_{2}\right\}, \quad V_{T}=\varnothing, P=\left\{a_{1}=\left(\sigma \rightarrow \sigma x_{1}\right), a_{2}=\left(\sigma \rightarrow x_{2}\right), c=(\sigma \rightarrow \lambda)\right.$, $\left.\hat{a}_{1}=\left(x_{1} \rightarrow \lambda\right), \hat{a}_{2}=\left(x_{2} \rightarrow \lambda\right)\right\}$. Let $h_{1}$ be a homomorphism such that $h_{1}\left(a_{1}\right)=\hat{a}_{1}$ and $h\left(a_{2}\right)=\hat{a}_{2}$. Then $\mathrm{Sz}_{\text {left }}\left(G_{1}\right)=\left\{x h_{1}\left(x^{R}\right) \mid x \in\left\{a_{1}, a_{2}\right\}^{+}\right\}$, where $x^{R}$ is the reversal of $x$. $\mathrm{Sz}_{\text {left }}\left(G_{1}\right)$ is essentially a palindrome language. It is well known that the palindromes take at least linear space to be recognized by on-line TM's [5]. It is apparent that for any PSG $G, \mathrm{Sz}_{\text {left }}(G)$ is in $\operatorname{ON}-\operatorname{DSPACE}(n)$. We therefore have the next theorem.

Theorem 2. The class of all leftmost Szilard languages of PSG's is included in $\operatorname{ON-DSPACE}(n)$, but is not included in $\operatorname{ON-NSPACE}(f)$ if $\sup _{n \rightarrow \infty}(f(n) / n)=$ 0 .

Since $G_{1}$ is a CFG, $n$ is also the optimal tape bound for both on-line deterministic and on-line nondeterministic TM's which recognize leftmost Szilard languages of CFG's.
3. Tape requirements of off-line TM's. We shall devote this section to a proof of the following theorem:

Theorem 3. Let $G$ be an arbitrary $P S G$. Then $\mathrm{Sz}_{\text {left }}(G)$ is in OFFDSPACE $(\log n)$.

It is well known that the palindromes take at least $\log n$ space to be recognized by off-line TM's. $\mathrm{Sz}_{\mathrm{left}}\left(G_{1}\right)$ which was given in $\S 2$ is essentially a palindrome language. Therefore the above theorem implies that $\log n$ is the optimal tape bound for off-line deterministic TM's which recognize leftmost Szilard languages of PSG's. It is known that any $\mathrm{Sz}_{\mathrm{left}}(G)$ is a CFL [10], [14]. The best upper bound on off-line deterministic tape-complexity of arbitrary CFL's presently known is $(\log n)^{2}$ [15]. However we suspect that large subclasses of CFL's are recognizable in less than $(\log n)^{2}$ tape bound. In fact, some subclasses of CFL's have been shown to be recognized in $\log n$ tape bound [9], [16]. The tape-complexity of off-line deterministic TM's for the class of leftmost Szilard languages of PSG's is now here improved to $\log n$ also.

Proof of Theorem 3. Let $G$ be an arbitrary PSG, and let $M$ be an off-line TM which simulates derivations of $G$ in the following manner: Let $\beta=b_{1} \cdots b_{n}$ be an input sequence to $M$, where each $b_{i}(1 \leqq i \leqq n)$ is a production of $G$. There is at most one leftmost derivation associated with $\beta$. Let $b_{k}=(\theta(k) \rightarrow \alpha(k))$. If $\gamma$ is a
string, $|\gamma|$ is the length of $\gamma$ and $\|\gamma\|$ is the number of nonterminals in $\gamma$. Suppose that $\theta(m)=A_{1} \cdots A_{|\theta(m)|}$, where each $A_{i}(1 \leqq i \leqq|\theta(m)|)$ is a nonterminal. In order to check whether the left side of the production $b_{m}(1<m \leqq n)$ is the leftmost nonterminal substring of the SF associated with $b_{1} \cdots b_{m-1}, M$ counts the following numbers (the test for $b_{1}$ can be easily done by using only internal memory of $M$ ):
(i) The number of nonterminals to the left of $A_{R}$ (which should be $R-1$ for each $R(1 \leqq R \leqq|\theta(m)|)$ if $b_{m}$ can be the $m$ th production of the leftmost derivation).
(ii) The number of symbols to the right of $A_{R}$ (which should be one smaller than the number of such symbols to the right of the same number for $A_{R-1}(2 \leqq R \leqq|\theta(m)|)$ if $b_{m}$ can be the $m$ th production of the leftmost derivation).
For each $R(1 \leqq R \leqq|\theta(m)|) M$ counts the number indicated in (i) above, and successively determines whether the first, second, third, $\cdots$ occurrence of $A_{R}$ generated satisfied the condition in (i). For each $R(1 \leqq R \leqq|\theta(m)|)$, if the condition indicated in (i) is satisfied, then $M$ counts the number indicated in (ii) and determines whether the condition indicated in (ii) is satisfied. If both the conditions indicated in (i) and (ii) are satisfied for all $R(1 \leqq R \leqq|\theta(m)|)$, then $\theta(m)$ is the leftmost substring of the SF associated with $b_{1} \cdots b_{m-1}$ and $b_{m}$ can be applied as the $m$ th production of the leftmost derivation.

We shall simply describe an algorithm to count the number indicated in (i) for the first, second, third, $\cdots$ occurrences of $A_{R}$ generated for an arbitrary $R(1 \leqq$ $R \leqq|\theta(m)|)$. Then an algorithm to count the number indicated in (ii) will be informally described. The reader can then easily construct a complete algorithm by using the algorithms indicated below sequentially. In the followng algorithm, $n_{A_{R}}(k)$ denotes the number of occurrences of the nonterminal $A_{R}$ in $\alpha(k), I$ keeps track of which occurrence of $A_{R}$ generated is checked, $J$ counts the number of nonterminals to the left of the $I$ th occurrence of $A_{R}$ generated, $L$ counts the number of occurrences of $A_{R}$ generated, $k$ counts the index of the production considered in the input sequence $b_{1} \cdots b_{m}$, and $m$ is the index of the production that we want to check.

1. Set $I$ to 0 .
2. Set $I$ to $I+1, J$ and $L$ to 0 , and $k$ to 1 .
3. If $I>L+n_{A_{R}}(k)$, then go to 6 ; else if $I \leqq L$, then go to 5 .
4. Set $J$ to the number of nonterminals in $\alpha(k)$ to the left of the $(I-L)$ th occurrence of $A_{R}$ in $\alpha(k)$, and go to 6 .
5. If $J<|\theta(k)|$, then go to 2 ; else set $J$ to $J+||\alpha(k)|-|\theta(k)|$.
6. Set $L$ to $L+n_{A_{R}}(k)$, and $k$ to $k+1$. If $k<m$, then go to 3 .
7. If $I>L$, then go to 9 ; else if $J=R-1$, then go to 8 ; else go to 2 .
8. The $I$ th occurrence $A_{R}$ is the $R$ th leftmost nonterminal in the SF associated with $b_{1} \cdots b_{m-1}$.
9. $A_{R}$ is not the $R$ th leftmost nonterminal in the SF associated with $b_{1} \cdots b_{m-1}$ (i.e. $\beta$ is rejected).
All the above operations are deterministic, and the range numbers stored in the registers is from 0 to $c n$, where $c$ is a constant independent of $n$. Therefore the
tape bound for counting the number indicated in (i) is $\log n$. We now show that the number indicated in (ii) can also be counted in $\log n$ tape bound. The argument is an induction on $m$. When $m=1$, the number should be 0 if $\theta(1)$ is the initial symbol. Suppose that for each $k(1 \leqq k<m)$ there exists the leftmost derivation associated with $b_{1} \cdots b_{k}$, and that $M$ can count each number indicated in (ii) for each $b_{k}(1 \leqq k<m)$ in $\log n$ tape bound. From the above algorithm for counting the number indicated in (i), $M$ can compute $I$ in $\log n$ tape bound such that the $I$ th occurrence of $A_{R}$ is the $R$ th nonterminal from the leftmost of the SF associated with $b_{1} \cdots b_{m-1}$ (we suppose that for $m$ and each $R(1 \leqq R \leqq|\theta(m)|)$ the condition indicated in (i) is satisfied). Then by checking $b_{1} \cdots b_{m-1}$ of the input sequence, $M$ knows which production has produced the $I$ th occurrences of $A_{R}$. Say that $b_{j}$ has produced the $I$ th occurrence of $A_{R}$, and that the number of symbols to the right of the $A_{R}$ in $\alpha(j)$ is $Q_{1}$. From the induction hypothesis, $M$ can count the number of symbols to the right of the $\theta(j)$ rewritten in the SF associated with $b_{1} \cdots b_{j-1}$ in $\log n$ tape bound. Say the number is $Q_{2}$. Then the number of symbols to the right of the $I$ th occurrence of $A_{R}$ in the SF associated with $b_{1} \cdots b_{m-1}$ is $Q_{1}+Q_{2}$. All these operations are deterministic, and can be performed in $\log n$ tape bound.

If there exists the leftmost derivation associated with $\beta, M$ checks whether the final SF is a terminal string. The algorithm for this computation is essentially the same as the algorithm in the proof of Theorem 1. This completes the proof. Q.E.D.

In this paper we employ a specific form of leftmost derivability which we defined in Definition 3. The definition seems to be most commonly used. The method of counting numbers recursively which we used in the above proof plays an essential role to derive the result of $\log n$ tape bound. This method seems to be widely applicable to similar problems. One may show that the above result holds for any interpretation of leftmost derivability by using this counting method with minor modification.
4. A tape bound on Szilard languages of PSG's. In this section, we shall show that the Szilard language of an arbitrary PSG is a deterministic context-sensitive language. Let $G=\left(V_{N}, V_{T}, P, \sigma\right)$ be an arbitrary PSG. We can construct a single tape nondeterministic TM $M$ which recognizes $\operatorname{Sz}(G)$ in time-complexity $n^{2}$ as follows: Let $a_{1} \cdots a_{n}$ be an input sequence to $M$, where each $a_{i}(1 \leqq i \leqq n)$ is in $P$. $M$ simulates nondeterministically a derivation associated with $a_{1} \cdots a_{n}$ in the following manner: Suppose that $M$ has simulated the derivation up to the $(i-1)$ st step and the $i$ th SF of the derivation is on the tape of $M$. Then $M$ guesses the position in which the ith production $a_{i}$ is applied to the SF by moving its head to the position, and replaces the substring which corresponds to the right side of $a_{i}$ by the left side of $a_{i}$. The rewritten part may be shortened, or may be lengthened. If so, $M$ shifts appropriately the nonrewritten part of the SF so that the SF is written on the tape without overlaps or gaps of any parts of it. It is obvious that all these operations can be performed in at most $c n$ steps, where $c$ is a constant independent of $n$. If $M$ cannot rewrite at the position which $M$ guessed, $M$ halts and rejects the input sequence. If $M$ could perform the rewriting and $i<n$, then $M$ starts the simulation of the next production $a_{i+1}$. If $M$ could perform the rewriting and $i=n$, and if the SF of the derivation is a terminal string, then $M$ halts and
accepts the input sequence. Otherwise, the input sequence is rejected. From the above explanation, the total computation time to decide whether $a_{1} \cdots a_{n}$ is a member of $\mathrm{Sz}(G)$ is nondeterministically at most $\mathrm{cn}^{2}$ steps. Therefore from Paterson's result [11, Thm. 1], there exists a deterministic TM which recognizes $\mathrm{Sz}(G)$ in tape-complexity $n$. Then we have the next theorem.

Theorem 4. The Szilard language of an arbitrary PSG is a deterministic context-sensitive language.

It is well known that the Szilard language of an arbitrary PSG is a contextsensitive language [10], [14]. However, it seems that no published literature includes the above result. In this view, it may be well that the above theorem is described here.
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# THE COMPUTATIONAL COMPLEXITY OF PROVABILITY IN SYSTEMS OF MODAL PROPOSITIONAL LOGIC* 
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#### Abstract

The computational complexity of the provability problem in systems of modal propositional logic is investigated. Every problem computable in polynomial space is log space reducible to the provability problem in any modal system between $K$ and $S 4$. In particular, the provability problem in $K, T$, and $S 4$ are log space complete in polynomial space. The nonprovability problem in S 5 is log space complete in nondeterministic polynomial time.
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Introduction. We investigate the computational complexity of deciding whether or not a modal propositional formula is provable in certain systems of modal propositional logic, including $K, T, S 4$, and $S 5$. In terms to be defined later we show (using a suggestion of S. K. Thomason) that if $S$ is a modal system between $K$ and $S 4$, then every problem computable in polynomial space is $\log$ space reducible to the provability problem in $S$. We then show that there are polynomial space bounded algorithms for deciding if a formula is provable in any one of $K, T$, and $S 4$. This implies that the provability problem for each of systems $K, T$, and $S 4$ is $\log$ space complete in polynomial space. We also obtain upper and lower bounds on the space complexity of the provability problem in each of the systems $K, T$, and $S 4$.

We show that the nonprovability problem for $S 5$ is $\log$ space complete in nondeterministic polynomial time. Hence the provability problem in $S 5$ and the provability problem in the classical propositional calculus have the same complexity modulo polynomial time.

All our proofs depend heavily on the semantic models for modal systems developed by Kripke [6].

As evidence that modal logic has some applications in Computer Science, we point to the work of V. R. Pratt and R. Moore [8], who have developed a system of modal logic as a basis for proving correctness and termination of programs. We briefly explain their application. Assume we have some underlying programming language and some underlying assertion language. For each program $p$ define a new syntactic object $[p]$ which is understood to be a modal operator. We can now form new assertions of the form $[p] A$ where $A$ is an arbitrary assertion. The intuitive meaning of $[p] A$ is that "if $p$ terminates, then $A$ holds." The fact that $p$ always terminates can be expressed by the assertion $\langle p\rangle$ true (where $\langle p\rangle A \xlongequal{\text { def }} \sim[p] \sim A)$. The Hoare formula $A\{p\} B$ is equivalent to the formula $A \supset[p] B$. An advantage of this modal system over the Hoare system is that more complicated assertions about programs are possible. For instance one can express the fact that "if a program $p$ terminates with $A$ true, then subsequently the

[^66]program $q$ can terminate with $B$ being true" by the assertion " $[p](A \supset\langle q\rangle B)$ ".
If $\Sigma$ is a finite alphabet, then define $\Sigma^{*}$ to be the set of all finite words from letters in $\Sigma$ and $\lambda$ to be the empty word and $\Sigma^{+}=\Sigma^{*}-\{\lambda\}$. If $x, y \in \Sigma^{*}$, then $|x|$ denotes the length of $x, x y$ denotes $x$ concatenated to $y,{ }^{\prime}$ and $x^{n}$ denotes $x$ concatenated to itself $n$ times $\left(x^{0}=\lambda, x^{k}=x \cdot x^{k-1}\right.$ for $\left.k \geqq 1\right)$. Let $N=$ $\{0,1,2, \cdots\}$. If $n \geqq 1$, then $\log n$ is defined to be $\left\lceil\log _{2} n\right\rceil$ and $\log 0=0$.

1. Modal logic. We define formulas so that they are words in a finite alphabet. A variable is a member of $\operatorname{VAR}=\not \subset\{0,1\}^{*} \$$. A Boolean formula is either a variable or has the form $(A \wedge B)$ or $\sim A$ where $A$ and $B$ are Boolean formulas. The set of Boolean formulas, denoted by BF, is a subset of $\Delta_{\mathrm{BF}}^{*}$ where $\Delta_{\mathrm{BF}}=$ $\{\varnothing, \$, 0,1, \wedge, \sim,()$,$\} . A modal formula is either a variable or has the form (A \wedge B)$, $\sim A$, or $\square A$ where $A$ and $B$ are modal formulas. The set of modal formulas, denoted by MF, is a subset of $\Delta_{\mathrm{MF}}^{*}$ where $\Delta_{\mathrm{MF}}=\Delta_{\mathrm{BF}} \cup\{\square\}$. A formula of the form $\square A$ is read "necessarily $A$ ". Another modal operator, $\diamond$, is defined by $\diamond A \equiv$ $\sim \square \sim A$ and $\diamond$ can be read as "possibly". Technically $\diamond$ and the standard logical operators $\wedge, \supset, \equiv$ do not appear in modal formulas, but for convenience they do appear in modal text. We also may drop parentheses from formulas to improve readability.

We will systematically use $\wedge, \vee, \sim$ as both logical symbols and as the Boolean operations on $\{T, F\}$ they represent.

Let PC (for propositional calculus) be some complete set of axioms for the valid Boolean formulas where the rules of inference are substitution and modus ponens. A modal system is a set of modal formulas. If $S$ is a modal system, then define the provability relation, $\vdash_{s}$, inductively as follows.
(i) $\vdash_{s} A$ if $A \in \mathrm{PCUS}$,
(ii) $\vdash_{s} A^{\prime}$ if $\vdash_{s} A$ and $A^{\prime}$ is the result of substituting uniformly in $A$ a modal formula for a propositional variable (Rule of Substitution),
(iii) $\vdash_{s} B$ if $\vdash_{s} A$ and $\vdash_{s} A \supset B$ (Modus Ponens),
(iv) $\vdash_{s} \square A$ if $\vdash_{s} A$ (Rule of Necessity),
(v) $\vdash_{S}$ is the smallest relation satisfying (i)-(iv).

If $\vdash_{s} A$, then we say that $A$ is provable in $S$ and we define $S$-PROVABLE $=$ $\left\{A \in \mathrm{MF}: \vdash_{S} A\right\}$.

There are at least four important modal systems, $K, T, S 4$, and $S 5$ which are defined by

$$
\begin{aligned}
K & =\{\square(X \supset Y) \supset(\square X \supset \square Y)\}, \\
T & =K \cup\{\square X \supset X\}, \\
S 4 & =T \cup\{\square X \supset \square \square X\}, \\
S 5 & =S 4 \cup\{\diamond X \supset \square \diamond X\},
\end{aligned}
$$

( $X$ and $Y$ are specific members of VAR.)
The reader unfamiliar with modal logic can appeal to Hughes and Cresswell [4].

Very useful semantic models for many modal systems were discovered by Kripke [6]. In particular, there are such semantics for the four systems $K, T, S 4$, and $S 5$. In the remainder of this section the facts we state are either due to Kripke [6] or are attributed to him.

A model structure is a triple ( $W, R, V$ ) where $W$ is a set, $R$ is a binary relation on $W$, and $V$ is a mapping from $\operatorname{VAR} \times W$ into $\{T, F\}$. The set $W$ is a set of "possible worlds", $R$ determines which worlds are "accessible" from other worlds, and $V$ determines what is true in each of the worlds. Given a model structure ( $W, R, V$ ) the mapping $V$ can be extended to MF $\times W$ inductively as follows:

$$
\begin{aligned}
& V(A \wedge B, w)=T \quad \text { iff } \quad V(A, w)=T \text { and } V(B, w)=T \\
& V(\sim A, w)=T \quad \text { iff } \quad V(A, w)=F \\
& V(\square A, w)=T \quad \text { iff } \quad \text { for all } w^{\prime} \in W, \text { if } w R w^{\prime}, \text { then } V\left(A, w^{\prime}\right)=T
\end{aligned}
$$

Define ( $W, R, V$ ) to be a $K$-model if it is a model structure and to be a (i) $T$-model, (ii) $S 4$-model, (iii) $S 5$-model if $R$ is respectively (i) reflexive, (ii) reflexive and transitive, (iii) reflexive, transitive and symmetric.

Let $S \in\{K, T, S 4, S 5\}$. Define a modal formula $A$ to be $S$-satisfiable if there is an $S$-model $(W, R, V)$ and a world $w \in W$ such that $V(A, w)=T$. Let $S$ SATISFIABLE $=\{A \in$ MF $: A$ is $S$-satisfiable $\}$. Define $A$ to be $S$-valid if $\sim A$ is not $S$-satisfiable. Let $S$-VALID $=\{A \in$ MF : $A$ is $S$-valid $\}$. The crucial fact we use later is:

FAct 1.1 (Kripke). For all $S \in\{K, T, S 4, S 5\} S$-VALID $=S$-PROVABLE.
The modal degree of a formula is defined inductively: the modal degee of a variable is 0 ; degree of $\sim A=$ degree of $A$; degree of $A \wedge B=\max \{$ degree of $A$, degree of $B\}$; and degree of $\square A=1+$ degree of $A$.
2. Computational complexity. We adopt the Turing machine model of computation to measure time and space complexity. The reader may refer to Hopcroft and Ullman [3, Chap. 10] for background.

To be specific, our Turing machines will have three tapes: a two-way read-only input tape, one-way write-only output tape, and a two-way read-write work tape. Associated with such a machine are finite alphabets: $\Sigma$ (input alphabet), $\Delta$ (output alphabet), and $\Gamma$ (work tape alphabet); also a finite set of states $Q$, a start state $q_{0}$ and a transition function

$$
\delta: Q \times \Sigma \times \Gamma \rightarrow 2^{Q \times \Gamma \times(\Delta \cup\{\lambda\}) \times\{R, L\}^{2}} .
$$

Given a state, a symbol being read on the input tape, a symbol being read on the work tape, the machine does one of a finite number of "moves" each of which consists of going to a new state, writing a symbol on the work tape, outputting either a symbol or $\lambda$ and moving the input tape and work tape heads. As defined, our Turing machines are nondeterministic. A Turing machine is deterministic if the cardinality of $\delta(q, \sigma, \tau) \leqq 1$ for each triple $(q, \sigma, \tau) \in Q \times \Sigma \times \Gamma$.

Given an input $x \in \Sigma^{*}$, a computation of $T$ on input $x$ is a finite sequence of configurations of the Turing machine which begins in the starting configuration (the machine is in state $q_{0}$, input tape contains $x$ with the input head on the first letter of $x$, and the other tapes empty), each other configuration follows from the previous one via the transition rule, and ends in a configuration from which no configuration can follow. A Turing machine Truns in time $t: N \rightarrow N$ if for each $n$ and each $x \in \Sigma^{*}$ such that $|x|=n$ every computation of $T$ on input $x$ has length $\leqq t(n)$. A Turing machine Truns in space s: $N \rightarrow N$ if for each $n$ and each $x \in \Sigma^{*}$ of
length $n$ at most $s(n)$ distinct tape cells on the work tape are scanned in each computation of $T$ on input $x$.

A set $L \subseteq \Sigma^{*}$ is computable in nondeterministic time (space) $r$ if there is a Turing machine $T$ that runs in time (space) $r$ such that for all $x \in \Sigma^{*}, x \in L$ iff there is a computation of $T$ on input $x$ such that $T$ outputs some symbol during that computation. A set $L$ is computable in time (space) $r$ if in the above definition the Turing machine is deterministic. A function $f: \Sigma^{*} \rightarrow \Delta^{*}$ is computable in time (space) $r$ if there is a deterministic Turing machine $T$ that runs in time (space) $r$ such that for all $x \in \Sigma^{*}$, when $T$ halts on input $x$ the machine has outputted the string $f(x)$.

We define $N P$-TIME ( $N P$-SPACE) to be the class of sets $L$ such that there is a polynomial $p$ such that $L$ is computable in nondeterministic time (space) $p$. Similarly $P$-TIME ( $P$-SPACE) is the class of sets $L$ such that there is a polynomial $p$ such that $L$ is computable in time (space) $p$. A result of Savitch [9] implies $P$ SPACE $=N P$-SPACE. There is the obvious containment relationship $P$ TIME $\subseteq N P-$ TIME $\subseteq P-$ SPACE. It is open whether or not either containment is proper.

If $s: N \rightarrow N$, then define $(\mathrm{N}) \operatorname{SPACE}(s(n))=$ the class of sets computable in (nondeterministic) space $s$. We don't define the analogous time complexity classes for the same reason that we don't bother with multiple work tapes; the methods we use cannot be used to distinguish polynomial time complexity up to the degree of the polynomial.

Given sets $L \in \Sigma^{*}$ and $M \in \Delta^{*}$ we say that $L$ is log space reducible to $M$ $(L \leqq \log M)$ if there is a function $f: \Sigma^{*} \rightarrow \Delta^{*}$ such that $f$ is computable in space log and for all $x \in \Sigma^{*}, x \in L$ iff $f(x) \in M$. We sometimes say $L \leqq{ }_{\log } M$ via $f$. The relation $\leqq_{\text {log }}$ is reflexive and transitive (cf. Stockmeyer and Meyer [12] or Jones [5]).

Let $\mathscr{S}$ be a class of sets. $A$ set $L$ is $\log$ space complete in $\mathscr{S}$ if $L \in \mathscr{S}$ and for all $M \in \mathscr{S}, M \leqq_{\log } L$. Cook [2] implicitly showed the existence of log space complete sets in NP-TIME while Stockmeyer and Meyer [12] showed the existence of log space complete sets in $P$-SPACE.

There is a well known relationship between complete problems and open problems concerning $P$-TIME, $N P$-TIME, and $P$-SPACE.

FAct 2.1. If $L$ is log space complete in NP-TIME, then $L \in P$-TIME if and only if $P$-TIME $=N P$-TIME.

FAct 2.2. If $L$ is log space complete in P-SPACE, then
(i) $L \in P$-TIME if and only if $P$-TIME $=P$-SPACE,
(ii) $L \in N P$-TIME if and only if $N P$-TIME $=P$-SPACE.

If $l: N \rightarrow N$ and $f: \Sigma^{*} \rightarrow \Delta^{*}$ then $f$ is length $l(n)$ bounded if for all $x \in \Sigma^{*}$, $|f(x)| \leqq l(|x|)$. The following fact due to Stockmeyer and Meyer [12] and Jones [5] is helpful later in establishing lower bounds.

FACT 2.3 (Stockmeyer and Meyer, and Jones). If $A \leqq \varliminf_{\log B} B$ via $f$ where $f$ is length $l(n)$ bounded, then $A$ is in $(\mathrm{N}) \operatorname{SPACE}(s(l(n))+\log n)$ should $B$ be in $(\mathrm{N}) \operatorname{SPACE}(s(n))$.

Let $\Delta_{\mathrm{QBF}}=\Delta_{\mathrm{BF}} \cup\{\forall, \exists\}$. A quantified Boolean formula $(\mathrm{QBF})$ is a member of $\Delta_{\text {QBF }}^{*}$ of the form $Q_{1} X_{1} Q_{2} X_{2} \cdots Q_{n} X_{n} A\left(X_{1}, \cdots, X_{n}\right)$ where $Q_{i} \in\{\forall, \exists\}, X_{i} \in$ VAR for $1 \leqq i \leqq n$ and $A\left(X_{1}, \cdots, X_{n}\right) \in \mathrm{BF}$ whose variables are contained in
$X_{1}, \cdots, X_{n}$. The propositional variables range over $\{T, F\}$ so that if $A \in \mathrm{QBF}$, then the value of $A$ is either $T$ or $F$.

Define

$$
\begin{aligned}
\mathbf{B}_{\boldsymbol{\omega}} & =\{A \in \mathrm{QBF}: A \equiv T\}, \\
\mathbf{B}_{\mathbf{1}} & =\left\{A \in \mathrm{QBF} \cap(\exists \mathrm{VAR})^{*} \mathrm{BF}: A \equiv T\right\} .
\end{aligned}
$$

The set $\mathbf{B}_{\boldsymbol{\omega}}$ is the set of all valid quantified Boolean formulas, while $\mathbf{B}_{\mathbf{1}}$ is essentially the set of all satisfiable Boolean formulas.

Stockmeyer and Meyer [12] have shown
FACT 2.4 (Stockmeyer and Meyer). $\mathbf{B}_{\omega}$ is $\log$ space complete in P-SPACE.
A more precise delineation of $\mathbf{B}_{\boldsymbol{\omega}}$ is given in Stockmeyer [11].
FACT 2.5 (Stockmeyer). Let $d$ be an integer $\geqq 1$. If $A \in \operatorname{NSPACE}\left(n^{d}\right)$, then there is a function $f$ and a constant $a>0$ such that $A \leqq_{10 g} \mathbf{B}_{\omega}$ via $f$ and $f$ is length $a n^{2 d} \log n$ bounded.

When we investigate the complexity of $S 5$ we will need a result of Cook [2].
FACt $^{2} .6$ (Cook). $\mathbf{B}_{1}$ is log space complete in NP-TIME.
Because of the transitivity of $\leqq_{\mathrm{log}}$ we can show that every problem computable in polynomial space is $\log$ space reducible to, say, $L$ if we can show that $\mathbf{B}_{\omega}$ is $\log$ space reducible to $L$. In what follows we use $\mathbf{B}_{\omega}$ as a cornerstone in analyzing the space complexity of modal systems between $K$ and $S 4$.

One useful fact that we use later is:
FACT 2.7. If $\mathbf{B}_{\omega} \leqq_{\log }$ A via a length l(n) bounded function, then $\mathbf{B}_{\omega} \leqq_{\log } \bar{A}$ via a length $l(n+5)$ bounded function.

Proof Let $f$ be such that $\mathbf{B}_{\omega} \leqq_{\log } A$ via $f$ and $f$ is length $l(n)$ bounded. There is a $g$ such that $\mathbf{B}_{\omega} \leqq_{\log } \overline{\mathbf{B}}_{\omega}$ via $g$ and $g$ is length $n+5$ bounded. Let $x \in \Delta_{\mathrm{OBF}}^{*}$ and let $n=|x|$. It can be determined in space $\log n$ whether or not $x \in \mathrm{QBF}$. If $x \notin \mathrm{QBF}$, then define $g(x)=(\exists \chi \$) \ell \$$. If $x \in \mathrm{QBF}$ then define $g(x)=\bar{Q}_{1} X_{1} \cdots \bar{Q}_{m} X_{m} \sim A$ where $x=Q_{1} X_{1} \cdots Q_{m} X_{m} A, A \in \mathrm{BF}, \bar{\forall}=\exists$ and $\bar{\exists}=\forall$. Clearly, $x \in \mathbf{B}_{\omega}$ if and only if $g(x) \notin \mathbf{B}_{\omega}$. Now, $\mathbf{B}_{\omega}$ is $\log$ space reducible via $f \cdot g$ which is length $l(n+5)$ bounded. Q.E.D.
3. Log space reduction of $B_{\omega}$ to modal systems between $K$ and $\boldsymbol{S} 4$. We say that a modal system $S$ is between $S_{1}$ and $S_{2}$ if $S_{1}$-PROVABLE $\subseteq S$ PROVABLE $\subseteq S_{2}$-PROVABLE. In this section we prove the following.

Theorem 3.1. If $S$ is between $K$ and $S 4$, then $\mathbf{B}_{\omega}$ is log space reducible to $S$-PROVABLE.

Proof. The crux of the proof is to show that given any quantified Boolean formula $A$, a modal formula $B$ can be constructed (using only logarithmic space) with the properties: (i) $A \in \mathbf{B}_{\omega}$ implies $B \in S 4$-SATISFIABLE and (ii) $B \in K$ SATISFIABLE implies $A \in \mathbf{B}_{\boldsymbol{\omega}}$.

In light of Fact 2.7, the following claim yields the theorem.
Claim. $A \in \mathbf{B}_{\omega}$ if and only if $\sim B \notin S$-PROVABLE.
If $A \in \mathbf{B}_{\omega}$, then by (i) $B \in S 4$-SATISFIABLE and hence $\sim \sim B \in S 4$ SATISFIABLE. By the definition of $S 4$-VALID, $\sim B \notin S 4$-VALID. By Fact 1.1, $\sim B \notin S 4$-PROVABLE. Since $S$-PROVABLE $\subseteq S 4$-PROVABLE, then $\sim B \notin S$ PROVABLE. On the other hand if $\sim B \notin S$-PROVABLE, then because $K$ PROVABLE $\subseteq S$-PROVABLE, then $\sim B \notin K$-PROVABLE. Again using Fact 1.1, $B \in K$-SATISFIABLE, which in turn implies by (ii) that $A \in \mathbf{B}_{\omega}$.

Let $A=Q_{1} X_{1} \cdots Q_{m} X_{m} A^{\prime}\left(X_{1}, \cdots, X_{m}\right) \in$ QBF where $Q_{i} \in\{\forall, \exists\}$ and $X_{i} \in$ $\operatorname{VAR}$ for $1 \leqq i \leqq m$, and $A^{\prime}\left(X_{1}, \cdots, X_{m}\right) \in \mathrm{BF}$. Let $Y_{0}, \cdots, Y_{m}$, and $Z_{1}, \cdots, Z_{1+\log m}$ be new variables an for $0 \leqq i \leqq m$ and $1 \leqq j \leqq 1+\log m$ define $\beta_{i j}=\sim$ if the $j$ th bit of $i$ written as a binary number of length $1+\log m$ is 1 and $\beta_{i j}=\lambda$ otherwise.

Define $B$ to be the conjunction of the following formulas:

$$
\begin{gather*}
\square^{(m)}\left(Y_{i} \equiv \beta_{i 1} Z_{i} \wedge \beta_{i 2} Z_{2} \wedge \cdots \wedge \beta_{i(1+\log m)} Z_{1+\log m}\right) \quad \text { for } 0 \leqq i \leqq m,  \tag{1}\\
Y_{0},  \tag{2}\\
\square^{(m)}\left(Y_{i} \supset \diamond Y_{i+1}\right) \quad \text { for } 0 \leqq i<m,  \tag{3}\\
\square^{(m)}\left(Y_{i} \supset\left(\left(X_{i} \supset \square^{(m)} X_{i}\right) \wedge\left(\sim X_{i} \supset \square^{(m)} \sim X_{i}\right)\right)\right) \text { for } 0<i \leqq m,  \tag{4}\\
\square^{(m)}\left(Y_{i} \supset\left(\diamond\left(Y_{i+1} \wedge X_{i+1}\right) \wedge \diamond\left(Y_{i+1} \wedge \sim X_{i+1}\right)\right)\right) \quad \text { if } Q_{i+1}=\forall \text { and } 0 \leqq i<m, \\
\square^{(m)}\left(Y_{m} \supset A^{\prime}\right), \tag{6}
\end{gather*}
$$

where $\square^{(m)} D \equiv D \wedge \square D \wedge \square^{2} D \wedge \cdots \wedge \square^{m} D$.
The intuitive meaning of $\square^{(m)} D$ is that in any model structure $(W, R, V)$, $V\left(\square^{(m)} D, w\right)=T$ if and only if $D$ is true in any world reachable from $w$ in $i$ steps where $0 \leqq i \leqq m$.

The idea behind the formula $B$ is to "simulate" the quantifiers of $A$. The variables $Y_{i}$ are used to set up levels corresponding to the levels of quantification in $A$. The formula $Y_{i}$ is true in each world on level $i$. If the $i$ th quantifier of $A$ is universal, then (5) guarantees a splitting for each of the two possibilities for $X_{i}$. At the final level, $m, A^{\prime}$ must be true. We begin by showing (i) mentioned earlier.
$A \in \mathbf{B}_{\omega}$ implies $B \in S 4$-SATISFIABLE. Suppose $A \in \mathbf{B}_{\omega}$; then $B$ is satisfied in the $S 4$-model, $\left(W_{A}, R_{A}, V_{A}\right)$. The set of worlds is a finite subset of $\{0,1\}^{*}$ defined inductively by
(a) $\lambda \in W_{A}$,
(b) if $w \in W_{A}$ and $|w|=i<m$, then
(b1) $w 0$ and $w 1 \in W_{A}$ if and only if $Q_{i+1}=\forall$,
(b2) $w 0 \in W_{A}$ if and only if $Q_{i+1}=\exists$,
(c) $W_{A}$ is the smallest set satisfying (a) and (b).

The members of $W_{A}$ form a tree with respect to extension. The tree is binary branching at level $i$ if $Q_{i+1}=\forall$ and is unary branching if $Q_{i+1}=\exists$. The accessibility relation $R_{A}$ is defined by

$$
x R_{A} y \quad \text { iff } \quad x \text { is a prefix of } y .
$$

Clearly $R_{A}$ is reflexive and transitive. Finally we define $V_{A}$ inductively on the length of $w$ in such a way that
( $\mathrm{a}^{\prime}$ ) if $|w|=i$, then $V_{A}\left(Y_{i}, w\right)=T$,
(b') if $|w 0|=|w 1|=i$ and $Q_{i}=\forall$, then $V_{A}\left(X_{i}, w 0\right) \neq V_{A}\left(X_{i}, w 1\right)$,
(c') if $|w|=i>j$, then $V_{A}\left(X_{j}, w\right)=V_{A}\left(X_{j}, w^{\prime}\right)$ where $w^{\prime}$ is the prefix of $w$ of length $i-1$,
(d') if $|w|=i$, then $Q_{i+1} X_{i+1} \cdots Q_{m} X_{m} A^{\prime}\left(V_{A}\left(X_{1}, w\right), \cdots, V_{A}\left(X_{i}, w\right)\right.$, $\left.X_{i+1}, \cdots, X_{m}\right)=T$.

Assume $\left(\mathrm{a}^{\prime}\right)-\left(\mathrm{d}^{\prime}\right)$ hold for all numbers $<i$. Let $|w|=i$. Set $V_{A}\left(Z_{j}, w\right)=T$ if $\beta_{i j}=\lambda, V_{A}\left(Z_{j}, w\right)=F$ if $\beta_{i j}=\sim, V_{A}\left(Y_{j}, w\right)=F$ if $j \neq i$, and $V_{A}\left(Y_{i}, w\right)=T$. If $1 \leqq j<i$, then set $V_{A}\left(X_{i}, w\right)=V_{A}\left(X_{j}, w^{\prime}\right)$ where $w^{\prime}$ is the prefix of $w$ of length $i-1$. If $j>i$, then set $V_{A}\left(X_{j_{2}} w\right)=T$.

If $i=0$, then ( $\left.\mathrm{a}^{\prime}\right)-\left(\mathrm{c}^{\prime}\right)$ hold by definition and ( $\mathrm{d}^{\prime}$ ) holds because $A \in \mathbf{B}_{\boldsymbol{\omega}}$. Assume then that $i>0$; then all that remains is the value of $V_{A}\left(X_{i}, w\right)$.

If $Q_{i}=\forall$, then set $V_{A}\left(X_{i}, w\right)=T$ if the last letter of $w$ is 1 and set $V_{A}\left(X_{i}, w\right)=F$ otherwise.

If $Q_{i}=\exists$, then set $V_{A}\left(X_{i}, w\right)=V$ where $Q_{i+1} X_{i+1} \cdots Q_{m} X_{m} A^{\prime}\left(V_{A}\left(X_{1}, w\right)\right.$, $\left.\cdots, V_{A}\left(X_{i-1}, w\right), V, X_{i+1}, \cdots, X_{m}\right)=T$. Such a $V \in\{T, F\}$ exists because of the induction hypothesis.

It is straightforward to check that the induction hypothesis holds at $i$.
To establish that $B \in S 4$-SATISFIABLE, we show that $V_{A}(B, \lambda)=T$. Clauses (1) through (5) in the definition of $B$ hold by the construction of $V_{A}$. Clause (6) holds because by ( $\mathrm{a}^{\prime}$ ) if $|w|<m$, then $V_{A}\left(Y_{m}, w\right)=F$ and by ( $\mathrm{d}^{\prime}$ ) if $|w|=m$, then $V_{A}\left(A^{\prime}, w\right)=T$.

As an example of the preceding proof consider the formula $\forall X_{1} \exists X_{2}\left(X_{1} \equiv\right.$ $X_{2}$ ). This formula is true and its modal companion $B$ is satisfied in the $S 4$-model graphically displayed in Fig. 1.


T -variables that must be true.
F -variables that must be false.
E -variables that can have either value.
The number in parentheses indicates the clause of B that forces the value of the variable.
The arrows represent the Hasse diagram of the accessibility relation.

FIG 1. S4-model satisfying $B$ associated with $\forall X_{1} \exists X_{2}\left(X_{1} \equiv X_{2}\right)$
$B \in K$-SATISFIABLE implies $A \in \mathbf{B}_{\boldsymbol{\omega}}$. Suppose that $B$ is $K$-satisfiable in a model structure ( $W, R, V$ ). We define a mapping, $\sigma$, of $W_{A}$ into $W$ inductively as follows.
$\left(\mathrm{a}^{\prime \prime}\right)$ Choose $\sigma(\lambda)$ such that $V(B, \sigma(\lambda))=T$,
$\left(\mathrm{b}^{\prime \prime}\right)$ if $|w|=i>0$ then choose $\sigma(w) \in W$ such that $\sigma\left(w^{\prime}\right) R \sigma(w)$ where $w^{\prime}$ is the prefix of $w$ of length $i-1$ and

1. $V\left(\square^{(m-i)}\left(Y_{j} \equiv \beta_{j 1} Z_{1} \wedge \cdots \wedge \beta_{j(1+\log m)} Z_{1+\log m}\right), \sigma(w)\right)=T$ for $0 \leqq$ $j \leqq m$ (by clause (1) of $B$ ),
2. $V\left(Y_{i}, \sigma(w)\right)=T$ (by clause (3) of $B$ ),
3. $V\left(\square^{(m-i)}\left(Y_{j} \supset \diamond Y_{j+1}\right), \sigma(w)\right)=T$ for $0 \leqq j<m$ (by clause (3) of $B$ ),
4. $V\left(\square^{(m-i)}\left(Y_{j} \supset\left(\left(X_{j} \supset \square^{(m)} X_{j}\right) \wedge\left(\sim X_{j} \supset \square^{(m)} \sim X_{j}\right)\right)\right), \quad \sigma(w)\right)=T$ for $0<j \leqq m$ (by clause (4) of $B$ ),
5. $V\left(\square^{(m-i)}\left(Y_{j} \supset\left(\diamond\left(Y_{j+1} \wedge X_{j+1}\right) \wedge \diamond\left(Y_{j+1} \wedge \sim X_{j+1}\right)\right)\right), \quad \sigma(w)\right)=T \quad$ if $Q_{j+1}=\forall$ and $0 \leqq j<m$ (by clause (5) of $B$ ),
6. $V\left(\square^{(m-i)}\left(Y_{m} \supset A^{\prime}\right), \sigma(w)\right)=T$ (by clause (6) of $B$ ),
7. either $V\left(\square^{(m-i)} X_{j}, \sigma(w)\right)=T$ or $V\left(\square^{(m-i)} \sim X_{j}, \sigma(w)\right)=T$ for $j \leqq i$ (by the induction hypothesis for $j<i$ and by 2 and 4 above for $j=i$ ),
8. $V\left(X_{j}, \sigma(w)\right)=V\left(X_{j}, \sigma\left(w^{\prime}\right)\right)$ if $j<i$ and $w^{\prime}$ is the prefix of $w$ of length $i-1$ (by 7 above),
9. $V\left(X_{i}, \sigma(w)\right)=T$ if $Q_{i}=\forall$ and $w$ ends in 1 (by 2 and 5 above),
10. $V\left(X_{i}, \sigma(w)\right)=F$ if $Q_{i}=\forall$ and $w$ ends in 0 (by 2 and 5 above).

We leave it to the reader to convince himself that such a mapping exists because $B$ is $K$-satisfiable.

We may show by induction on $m-i$ that if $|w|=i$, then

$$
Q_{i+1} X_{i+1} \cdots Q_{m} X_{m} A^{\prime}\left(V\left(X_{1}, \sigma(w)\right), \cdots, V\left(X_{i}, \sigma(w)\right), X_{i+1}, \cdots, X_{m}\right)=T
$$

If $|w|=m$ then $V\left(Y_{m}, \sigma(w)\right)=T$ and $\quad V\left(Y_{m} \supset A^{\prime}, \sigma(w)\right)=T . \quad$ Thus $V\left(A^{\prime}, \sigma(w)\right)=T$, which implies the equality for $m-i=0$.

Let $|w|=i-1$. It is straightforward to show that $8,9,10$ above and the induction hypothesis imply the equality for $w$.

It remains to be shown that $B$ can be constructed in logarithmic space given $A$. Technically speaking, we should be considering a mapping from $\Delta_{\mathrm{QBF}}^{*}$ to $\Delta_{\mathrm{MF}}^{*}$, but it takes only space $\log n$ to check that a member of $\Delta_{\mathrm{QBF}}^{*}$ is a member of QBF, so that we can essentially ignore non-well formed formulas. The ability to count the number of quantifiers in $A$ is really all that is necessary in order to construct $B$. This amounts to a $\log n$ space bound. We leave the details to the reader. Q.E.D.

We originally just showed that $\mathbf{B}_{\omega}$ was log space reducible to each of $T$ and $S 4$. Subsequently S. K. Thomason showed us how to extend the proof to obtain the result for all systems between $K$ and $S 4$.
4. Space lower bounds for provability in $K, T$, and $\boldsymbol{S 4}$. We begin by trying to find the most efficient $\log$ space reductions of $\mathbf{B}_{\omega}$ to each of $K, T$, and $S 4$.

Lemma 4.1. For each $S \in\{K, T, S 4\}$ there is a function $f_{S}$ such that $\mathbf{B}_{\omega} \leqq_{\log } S$ PROVABLE via $f_{s}$ where $f_{S}$ is length $l(n)$ bounded and
(i) $S=K$ implies $l(n)=O\left(n^{3} / \log ^{2} n\right)$,
(ii) $S=T$ implies $l(n)=O\left(n^{2} / \log ^{2} n\right)$,
(iii) $S=S 4$ implies $l(n)=O(n \log n)$.

Proof. Let $A=Q_{1} X_{1} \cdots Q_{m} X_{m} A^{\prime}$ where $A^{\prime} \in \mathrm{BF}$ and let $n=|A|$. Without loss of generality we can assume that $X_{i}=\not \subset \# i \$$ where $\# i$ is the $i$ th binary string in the ordering $\lambda, 0,1,00,01,10,11,000, \cdots$. It is important to notice that $\left|X_{i}\right| \leqq 2+\log i$. If the $Z_{i}$ 's and $Y_{i}$ 's are chosen as follows, $Y_{i}=\phi \#(m+i) \$$ for $1 \leqq i \leqq m$, and $Z_{i}=\varnothing \not \#(2 m+i) \$$ where $1 \leqq i \leqq 1+\log m$ then $\left|Y_{i}\right| \leqq 1+\log m$ and $\left|Z_{i}\right| \leqq 2+\log m$. Note that $m=O(n / \log n)$.

Technically speaking, in Theorem 3.1 we reduced $\mathbf{B}_{\omega}$ to the complement of $S$-PROVABLE. By Fact 2.7 there is no loss (except for constant factors) in using the length bound of the reduction of $\mathbf{B}_{\boldsymbol{\omega}}$ to the complement of $S$-PROVABLE as the length bound of the reduction of $\mathbf{B}_{\omega}$ to $S$-PROVABLE itself.

Case (i). $S=K$. To begin with we more efficiently encode $\square^{(m)} D$ as $D \wedge$ $\square(D \wedge \square(D \wedge \cdots(D \wedge \square D)) \cdots)$ so that $\left|\square^{(m)} D\right|=O(m|D|)$. Another improvement is to factor $\square^{(m)}$ out using the rule $\square^{(m)}(C \wedge D) \equiv \square^{(m)} C \wedge \square^{(m)} D$. Notice also that $\left|Y_{i} \equiv \beta_{i 1} Z_{1} \wedge \cdots \wedge \beta_{i(1+\log m)} Z_{1+\log m}\right|=O\left(\log ^{2} m\right)$. From this we can see that (4) and (6) dominate the length of $B$ with lengths $O\left(m^{3} \log m\right)$ and $O(m n)$ respectively. We have that $|B|$ is $O\left(n^{3} / \log ^{2} n\right)$,

Case (ii). $S=T$. We may replace $\square^{(m)}$ with just $\square^{m}$. Again (4) and (6) dominate with lengths $O\left(m^{2}\right)$ and $O(n)$ respectively. Hence $|B|$ is $O\left(n^{2} / \log n\right)$.

Case (iii). We replace $\square^{(m)}$ with simply $\square$. In this case (1) and (6) dominate with lengths $O(m \log m)$ and $O(n)$ respectively. Hence $|B|$ is $O(n \log n)$. Q.E.D.

In the spirit of Stockmeyer [11] we use the lemma to show lower bounds on the space complexity of provability in $K, T$, and $S 4$.

Theorem 4.2. If $S \in\{K, T, S 4\}$ and $S$-PROVABLE $\in \operatorname{NSPACE}(s(n))$, then there is a constant $c>0$ such that
(i) $S=K$ implies $s(n)>c(n / \log n)^{1 / 6}$ for infinitely many $n$,
(ii) $S=T$ implies $s(n)>c n^{1 / 4}$ for infinitely many $n$,
(iii) $S=S 4$ implies $s(n)>c\left(n / \log ^{2} n\right)^{1 / 2}$ for infinitely many $n$.

Proof. We begin with a proof of (i) which parallels almost exactly a proof of Stockmeyer [11, Cor. 6.6]. Suppose to the contrary that $K$-PROVABLE $\in$ $\operatorname{NSPACE}(s(n))$ where for all $c>0, s(n) \leqq c\left(n / \log ^{4} n\right)^{1 / 6}$ for all but finitely many $n$. We may assume that $s$ is a nondecreasing function.

By the hierarchy theorem of Seiferas, Fischer and Meyer [10], we can conclude that there is a set $A \in \operatorname{NSPACE}(n)$ such that for all $s^{\prime}$ if $\lim _{n}\left(s^{\prime}(n+\right.$ $1) / n)=0$, then $A \notin \operatorname{NSPACE}\left(s^{\prime}(n)\right)$. By Fact $2.5 A \leqq_{\log } \mathbf{B}_{\omega}$ via a length $O\left(n^{2} \log n\right)$ bounded function. By Lemma 4.1, $\mathbf{B}_{\omega} \leqq_{\log } K$-PROVABLE via a length $O\left(n^{3} / \log ^{2} n\right)$ bounded function. Hence $A \leqq \begin{aligned} & \text { log }\end{aligned} K$-PROVABLE via a length $O\left(n^{6} \log n\right)$ bounded function. By Fact 2.3, $A \in$ $\operatorname{NSPACE}\left(s\left(a n^{6} \log n\right)+\log n\right)$ for some constant $a>0$. For all $c>0$ $s\left(a n^{6} \log n\right) \leqq c n$ for all but finitely many $n$, contradicting the fact that $A \notin \operatorname{NSPACE}\left(s^{\prime}(n)\right)$ if $\lim _{n}\left(s^{\prime}(n+1) / n\right)=0$.

The proofs of (ii) and (iii) are analogous if we use the facts that if $A \in$ $\operatorname{NSPACE}(n)$, then $A \leqq \begin{aligned} & \log \\ & T \text {-PROVABLE } \\ & \text { via a length } O\left(n^{4}\right) \text { bounded }\end{aligned}$
 function. Q.E.D.
5. Space upper bounds for provability in $K, T$, and $S 4$. In this section we show that for $S \in\{K, T, S 4\}, S$-PROVABLE $\in P$-SPACE. In essence we actually
show that $S$-SATISFIABLE $\in P$-SPACE. This may be surprising to some since there are modal formulas $A_{n}$ of length $O(n \log (n) \log \log (n))$ with the property that $A_{n} \in S 4$-SATISFIABLE and if ( $W, R, V$ ) is an $S 4$-model of $A_{n}$, then the cardinality of $W$ is $\geqq 2^{n}$. What allows us to compute $S$-SATISFIABLE in polynomial space is the fact that if $A$ is $S$-SATISFIABLE, then it is in a tree-like model structure, with each branch of only polynomial length. Hence the structure can be constructed one branch at a time.

Theorem 5.1. For $S \in\{K, T, S 4\}, S$-PROVABLE $\in P$-SPACE.
Proof. The algorithms that we will give are simply reformulations of the corresponding algorithms of Kripke [6] in such a way to optimize the space used. We do not necessarily give the most efficient algorithms, because we wish to present algorithms that are both understandable and run in polynomial space.

We begin with a procedure $K$-WORLD which has parameters $(\mathscr{T}, \mathscr{F}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}})$, where each parameter is a finite set of modal formulas; the value of $K$-WORLD $(\mathscr{T}, \mathscr{F}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}})$ is true if there is a $K$-model $(W, R, V)$ and a $w \in W$ such that

$$
V\left(\bigwedge_{A \in \mathscr{T}} A \wedge \wedge_{A \in \mathscr{F}} \sim A \wedge \wedge_{A \in \tilde{\mathscr{T}}} \square A \wedge \bigwedge_{A \in \tilde{\mathscr{F}}} \sim \square A, w\right)=T
$$

otherwise its value is false. More intuitively, $K-\operatorname{WORLD}(\mathscr{T}, \mathscr{F}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}})$ is true if there is a world $w$ in which all the formulas of $\mathscr{T}$ are true, all the formulas of $\mathscr{F}$ are false, in each world accessible from $w$ each member of $\tilde{\mathscr{T}}$ is true, and for each member, $B$, of $\tilde{\mathscr{F}}$ there is a world accessible from $w$ where $B$ is false.
procedure $K$-WORLD $(\mathscr{T}, \mathscr{F}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}})$ :
begin
if $\mathscr{T} \cup \mathscr{F} \notin \mathrm{VAR}$ then begin

1. $\quad$ choose $A \notin \mathscr{T} \cup \mathscr{F}-\mathrm{VAR}$;
2. if $A=\sim B$ and $A \in \mathscr{T}$ then return $K-W O R L D(\mathscr{T}-\{A\}, \mathscr{F} \cup\{B\}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}})$;
3. $\quad$ if $\boldsymbol{A}=\sim \boldsymbol{B}$ and $\boldsymbol{A} \in \mathscr{F}$ then return $K-W O R L D(\mathscr{T} \cup\{B\}, \mathscr{F}-\{A\}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}})$;
4. if $A=B \wedge C$ and $A \in \mathscr{T}$ then return $K-W O R L D((\mathscr{T} \cup\{B, C\})-\{A\}, \mathscr{F}$, $\tilde{\mathscr{T}}, \tilde{\mathscr{F}})$;
5. if $A=B \wedge C$ and $A \in \mathscr{F}$ then return $K$-WORLD $(\mathscr{T},(\mathscr{F} \cup\{B\})-\{A\}, \tilde{\mathscr{T}}$, $\tilde{\mathscr{F}}) \vee K-\operatorname{WORLD}(\mathscr{T},(\mathscr{F} \cup\{C\})-\{A\}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}}) ;$
$\begin{array}{ll}\text { 6. } & \text { if } A=\square B \text { and } A \in \mathscr{T} \text { then return } K-\operatorname{WORLD}(\mathscr{T}-\{A\}, \mathscr{F}, \tilde{\mathscr{T}} \cup\{B\}, \tilde{F}) ; \\ \text { 7. } & \text { if } A=\square B \text { and } A \in \mathscr{F} \text { then return } K-\operatorname{WORLD}(T, F-\{A\}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}} \cup\{B\})\end{array}$
6. if $A=\square B$ and $A \in \mathscr{F}$ then return $K$-WORLD $(T, F-\{A\}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}} \cup\{B\})$ end;
if $\mathscr{T} \cup \mathscr{F} \subseteq$ VAR then

## begin

8. if $\mathscr{T} \cap \mathscr{F} \neq \varnothing$ then return false;
9. if $\mathscr{T} \cap \mathscr{F}=\varnothing$ then return $\bigwedge_{B \in \tilde{\mathscr{F}}} K-\operatorname{WORLD}(\tilde{T},\{B\}, \varnothing, \varnothing)$ end
end
(Note. The conjunction over the empty set is defined to be true.)
On line 1 we say "choose $A \in \mathscr{T} \cup \mathscr{F}-\mathrm{VAR}$ ". We do not intend this as a nondeterministic step; it is just that it does not matter in what specific order the lists $\mathscr{T}$ and $\mathscr{F}$ are maintained.

The proof that $K$-WORLD works is essentially the same as that for Kripke's corresponding algorithm [6]. We can now give an algorithm for testing whether or not a modal formula $A \in K$-PROVABLE.

Test for $A \in K$-PROVABLE.

```
begin
    read A;
    v\leftarrow~K-WORLD}({~\textrm{A}},\varnothing,\varnothing,\varnothing)
end
```

The value of $v$ determines if $A$ is $K$-provable. This of course exploits the fact that $A \in K$-PROVABLE if and only if $\sim A \notin K$-SATISFIABLE.

We now examine the space complexity of this algorithm. The recursive nature of the algorithm is implemented on a Turing machine by simulating a stack. At each level of recursion the members of $\mathscr{T}, \mathscr{F}, \mathscr{T}, \tilde{\mathscr{F}}$ are just sets of subformulas of $\sim A$ so that their values an be indicated by using "pointers" to $\sim A$.

To implement the pointers, copy the original formula onto the stack and place a mark on the major connective of each subformula pointed to. There are four types of marks, one for each of the four subsets. The storage at each level of recursion is $O(n)$. We will also show that the numbers of levels of recursion is $O(n)$ so that the total space used is $O\left(n^{2}\right)$.

If $\mathscr{S}$ is a finite set of formulas then define $|\mathscr{S}|=\sum_{A \in \mathscr{P}}|A|$. We show by induction on $n=|\mathscr{T}|+|\mathscr{F}|+|\tilde{\mathscr{T}}|+|\tilde{\mathscr{F}}|$ that $K$ - $\operatorname{WORLD}(\mathscr{T}, \mathscr{F}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}})$ has at most $2 n+1$ levels of recursion. Assume the result for all numbers $<n$. Let the first recursive call of $K$-WORLD $(\mathscr{T}, \mathscr{F}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}})$ be to $\left(\mathscr{T}^{\prime}, \mathscr{F}^{\prime}, \tilde{\mathscr{T}}^{\prime}, \tilde{\mathscr{F}}^{\prime}\right)$. If $\mathscr{T} \cup \mathscr{F} \neq \varnothing$, then by a case-by-case analysis $\left|\mathscr{T}^{\prime}\right|+\left|\mathscr{F}^{\prime}\right|+\left|\tilde{T}^{\prime}\right|+\left|\tilde{\mathscr{F}}^{\prime}\right|<n$. If $\mathscr{T} \cup \mathscr{F}=\varnothing$, then we must be at line 9 of the program, so that $\mathscr{F}^{\prime} \neq \varnothing$, which reduces us to the case $\mathscr{T}^{\prime} \cup \mathscr{F}^{\prime} \neq \varnothing$. Hence every two levels of recursion reduces $|\mathscr{T}|+|\mathscr{F}|+|\tilde{T}|+|\tilde{\mathscr{F}}|$ by at least 1. Thus $K$-WORLD $(\{\sim A\}, \varnothing, \varnothing, \varnothing)$ has recursion depth $\leqq 2|A|+1$.

We now argue that $T$-PROVABLE $\in \operatorname{SPACE}\left(n^{3}\right)$. Only slight modifications of the procedure $K$-WORLD are necessary to produce the analogous procedure $T$-WORLD.
( $T-1$ ) Replace all $K$ 's with $T$ 's.
(T-2) Replace line 6 with
"if $A=\square B$ and $A \in \mathscr{T}$ then return $T$-WORLD $((T \cup\{B\})-\{A\}, \mathscr{F}$, $\tilde{\mathscr{T}} \cup\{B\}, \tilde{\mathscr{F}}) . "$
If $\mathscr{S}$ is a set of modal formulas then define $\operatorname{deg}(\mathscr{Y})=$ max\{modal degree of $C: C \in \mathscr{S}\}$. In this case the storage at each level of recursion remains $O(n)$ but the recursion depth is $O\left(n^{2}\right)$. This can be seen by noticing that there can be at most $O(n)$ successive recursive calls all with $\mathscr{T} \cup \mathscr{F} \nsubseteq \mathrm{VAR}$; and if $\tilde{\mathscr{T}}^{\prime}, \tilde{\mathscr{F}}^{\prime}$ and $\tilde{\mathscr{T}}^{\prime \prime}, \tilde{\mathscr{F}}^{\prime \prime}$ are the values of $\tilde{\mathscr{T}}$ and $\tilde{\mathscr{F}}$ on successive calls with $\mathscr{T} \cup \mathscr{F} \subseteq \mathrm{VAR}$, then $\operatorname{deg}\left(\tilde{T}^{\prime \prime} \cup \tilde{\mathscr{F}}^{\prime \prime}\right)<\operatorname{deg}\left(\tilde{\mathscr{T}}^{\prime} \cup \tilde{\mathscr{F}}^{\prime}\right)$. Since the degree of any set of subformulas of $\sim A$ is $\leqq n$, then there can be at most $O\left(n^{2}\right)$ levels of recursion. The total space is $O\left(n^{3}\right)$.

More elaborate changes to $T$-WORLD are necessary to obtain an analogous procedure $S 4$-WORLD. We need the ability to check if the current world is exactly the same as a prior world. To do this we introduce a new parameter $\mathscr{L}$ which is a sequence $\left\{\left(\mathscr{T}_{1}, B_{1}\right),\left(\mathscr{T}_{2}, B_{2}\right), \cdots,\left(\mathscr{T}_{k}, B_{k}\right)\right\}$ where $\mathscr{T}_{1} \subseteq \mathscr{T}_{2} \subseteq \cdots \subseteq \mathscr{T}_{k}$ are sets of modal formulas and $B_{1}, \cdots, B_{k}$ are modal formulas. The value of
$S 4$-WORLD $(\mathscr{T}, \mathscr{F}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}}, \mathscr{L})$ is true if there is an $S 4$-model $(W, R, V)$ and a sequence of words $w_{1}, \cdots, w_{k}, w$ in $W$ with the properties: (a) $w_{i+1}$ is accessible from $w_{i}$ and $w$ is accessible from $w_{k} ;$ (b) $V\left(\bigwedge_{A \in \mathscr{T}_{i}} A \wedge \sim B_{i}, w_{i}\right)=T$ for each $i$; and (c) $V\left(\bigwedge_{A \in \mathscr{T}} A \wedge \bigwedge_{A \in \mathscr{F}} \sim A \wedge \bigwedge_{A \in \mathscr{F}} \square A \wedge \bigwedge_{A \in \tilde{F}} \sim \square A, w\right)=T$.

For clarity we give the entire algorithm for $S 4$-WORLD. The major changes are in lines 6 and 9.
procedure $S 4$-WORLD $(\mathscr{T}, \mathscr{F}, \tilde{T}, \tilde{F}, \mathscr{L})$;
begin
if $\mathscr{T} \cup \mathscr{F} \nsubseteq$ VAR then
begin

1. choose $A \in \mathscr{T} \cup \mathscr{F}$ - VAR;
2. if $A=\sim B$ and $A \in \mathscr{T}$ then return $S 4$-WORLD $(\mathscr{T}-\{A\}, \mathscr{F} \cup\{B\}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}}$, $\mathscr{L}$ );
3. if $A=\sim B$ and $A \in \mathscr{F}$ then return $S 4$-WORLD $(\mathscr{T} \cup\{B\}, \mathscr{F}-\{A\}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}}$, $\mathscr{L}$ );
4. if $A=B \wedge C$ and $A \in \mathscr{T}$ then return $S 4$-WORLD $((\mathscr{T} \cup\{B, C\})-\{A\}, \mathscr{F}$, $\tilde{\mathscr{T}}, \tilde{F}, \mathscr{L})$;
5. if $A=B \wedge C$ and $A \in \mathscr{F}$ then return $S 4$-WORLD $(\mathscr{T},(\mathscr{F} \cup\{B\})-\{A\}, \tilde{\mathscr{T}}$, $\tilde{F}, \mathscr{L}) \vee S 4$-WORLD $(\mathscr{T},(\mathscr{F} \cup\{C\})-\{A\}, \tilde{T}, \tilde{F}, \mathscr{L})$;
6. if $A=\square B$ and $A \in \mathscr{T}$ then return $S 4$-WORLD $((\mathscr{T} \cup\{B\})-\{A\}, \mathscr{F}$, $\tilde{\mathscr{T}} \cup\{B\}, \tilde{\mathscr{F}}, \mathscr{L}) ;$
7. if $A=\square B$ and $A \in \mathscr{F}$ then return $S 4$-WORLD $(\mathscr{T}, \mathscr{F}-\{A\}, \tilde{\mathscr{T}}, \tilde{\mathscr{F}} \cup\{B\}$, $\mathscr{L}$ )
end;
if $\mathscr{T} \cup \mathscr{F} \subseteq$ VAR then begin
8. if $\mathscr{T} \cap \mathscr{F} \neq \varnothing$ then return false;
9. if $\mathscr{T} \cap \mathscr{F}=\varnothing$ and $\tilde{\mathscr{F}} \neq \varnothing$ then return $\bigwedge_{B \in \tilde{\mathscr{F}},(\tilde{\mathscr{T}}, B) \notin \mathscr{L}} S 4-\operatorname{WORLD}(\tilde{\mathscr{T}},\{B\}$, $\tilde{\mathscr{T}}, \varnothing, \mathscr{L} \cdot(\tilde{\mathscr{T}}, B)) ;$
return true
end
end
(Note that $\mathscr{L} \cdot(\tilde{\mathscr{T}}, B)$ is the sequence $\mathscr{L}$ extended with $(\tilde{\mathscr{T}}, B)$ and the conjunction over the empty set defined to be true.)

Test for $A \in S 4$-PROVABLE.

```
begin
    read A
    v\leftarrow~S4-WORLD({~A}, \varnothing,\varnothing,\varnothing,\varnothing);
```

The value of $v$ determines if $A$ is $S 4$-provable. We leave the verification of the algorithm to the reader.

Let $n=|A|$. In order to improve the space complexity of the algorithm we should let $\mathscr{L}$ be a global stack. If $\mathscr{L}=\left\{\left(\mathscr{T}_{1}, B_{1}\right),\left(\mathscr{T}_{2}, B_{2}\right), \cdots,\left(\mathscr{T}_{k}, B_{k}\right)\right\}$ then $\mathscr{T}_{1} \subseteq \mathscr{T}_{2} \subseteq \cdots \subseteq \mathscr{T}_{k} \subseteq$ subformulas of $A$. Since no repetitions can occur in the sequence $\mathscr{L}$, then $k \leqq n^{2}$. Hence $O\left(n^{3}\right)$ storage suffices for $\mathscr{L}$. What remains is an analysis of the number of levels of recursion in $S 4$-WORLD. Since $\mathscr{L}$ is now a global stack, then $O(n)$ is all that is needed at each level of recursion. As before
there can be at most $O(n)$ successive recursive calls all with $\mathscr{T} \cup \mathscr{F} \nsubseteq$ VAR. Further, because the cardinality of $\mathscr{L}$ is bounded by $O\left(n^{2}\right)$ there can be at most $O\left(n^{2}\right)$ depth of recursive calls with $\mathscr{T} \cup \mathscr{F} \subseteq$ VAR. Thus the recursion depth is $O\left(n^{3}\right)$. Total space is bounded by $O\left(n^{4}\right)$. Q.E.D.

To summarize the specific space bounds we give this corollary to the proof of Theorem 5.1.

Corollary $\quad$ 5.2. $\quad K$-PROVABLE $\in \operatorname{SPACE}\left(n^{2}\right), \quad T$-PROVABLE $\in$ $\operatorname{SPACE}\left(n^{3}\right)$, and $S 4-\operatorname{PROVABLE} \in \operatorname{SPACE}\left(n^{4}\right)$.

We do not claim that these bounds are best possible, but they do guarantee that these problems are computable in polynomial space.

Corollary 5.3. For $S \in\{K, T, S 4\}, S$-PROVABLE is log space complete in $P$-SPACE.
6. The complexity of provability in $S 5$. The provability problem in $S 5$ seems to be easier than that for the systems we have considered so far. For example, in $T$, $K$ and $S 4$ we can construct satisfiable formulas which are only satisfiable in exponential size model structures. This phenomenon does not happen for $S 5$ satisfiability. Hence we can only show that $S 5$-SATISFIABLE is $\log$ space complete in NP-TIME.

Lemma 6.1. If $A \in S 5$-SATISFIABLE has modal connectives, then $A$ is $S 5$-satisfiable in an $S 5$-model with $\leqq m+1$ worlds.

Proof. Let $A$ be satisfied in an $S 5$-model ( $W, R, V$ ). We may assume that $u R v$ for all $u, v \in W$. We construct a mapping $\sigma$ from all instances of subformulas of $A$ into $W$ in such a way that $A$ is $S 5$-satisfied in (Range $(\sigma), R|\operatorname{Range}(\sigma), V| \operatorname{Range}(\sigma)$ ) and the cardinality of Range $(\sigma) \leqq m+1$.

The function $\sigma$ is defined inductively on the instances of subformulas of $A$.
(i) Choose $\sigma(A) \in w$ such that $V(A, \sigma(A))=T$,
(ii) $\sigma(C)=\sigma(B)$ if $B=\sim C$,
(iii) $\sigma(C)=\sigma(D)=\sigma(B)$ if $B=C \wedge D$,
(iv) $\sigma(C)=\sigma(B)$ if $B=\square C$ and $V(B, \sigma(B))=T$,
(v) if $B=\square C$ and $V(B, \sigma(B))=F$, then choose $\sigma(C) \in W$ in such a way that $V(C, \sigma(C))=F$.
Clearly the cardinality of Range $(\sigma) \leqq m+1$. Let $W^{\prime}=\operatorname{Range}(\sigma)$ and let $R^{\prime}$ and $V^{\prime}$ be respectively $R$ and $V$ restricted to $W^{\prime}$. We may show inductively that for each instance of a subformula $B$ of $A, V(B, \sigma(B))=V^{\prime}(B, \sigma(B))$. Q.E.D.

Theorem 6.2. S5-SATISFIABLE is log space complete in NP-TIME.
Proof. Trivially $\mathbf{B}_{1}$ is $\log$ space reducible to S5-SATISFIABLE, $\exists X_{1} \cdots \exists X_{m} A \in B_{1}$ if and only if $A \in S 5$-SATISFIABLE.

It remains to show that $S 5$-SATISFIABLE $\in N P$-TIME. Let $A \in M F$ and let $|A|=n$. By Lemma 6.1 $A \in S 5$-SATISFIABLE if and only if there is an $S 5$-model ( $W, R, V$ ) with the cardinality of $W \leqq n+1$ and a $w \in W$ such that $V(A, w)=T$. Such a model can be "guessed" nondeterministically and checked in polynomial time. Q.E.D.
7. Conclusion. It would be interesting to determine cut off points between $S 4$ and $S 5$ where the complexity of satisfiability changes from complete in $P$-SPACE to complete in $N P$-TIME. We conjecture that $S 4.3$-SATISFIABLE is log space complete in NP-TIME.

Another interesting area is the complexity of provability or validity in intuitionistic propositional logic (IC). J. Cherniavsky [1] claimed that the nonvalid formulas in IC can be determined in NP-TIME. He has since informed us of mistakes in his proof. We conjecture that provability in IC is log space complete in $P$-SPACE. There is a very simple reduction of IC to $S 4$ given by McKinsey and Tarski [7]. Define $\tau$ inductively:
(i) $\tau(A)=A$ if $A$ is a variable,
(ii) $\tau(A \wedge B)=\tau(A) \wedge \tau(B)$,
(iii) $\tau(A \supset B)=\square(\tau(A) \supset \tau(B))$,
(iv) $\tau(\sim A)=\square \sim \tau(A)$.

Now, $A$ is IC-provable if and only if $\tau(A)$ is $S 4$-provable. Thus ICPROVABLE $\in P$-SPACE. All that remains is to show that $\mathbf{B}_{\omega}$ or some other complete set is log space reducible to IC-PROVABLE.

Acknowledgments. We appreciate the suggestions of S. K. Thomason in obtaining the results of $\S 3$. Also we are indebted to J. Cherniavsky in providing helpful ideas that we used in our algorithms for $K, T$, and $S 4$.

Note added in proof. M. J. Fischer has suggested a new construction which improves the bounds of $\S 4$. For example $S=K$ implies $l(n)=O\left(n^{2} / \log n\right)$ in Lemma 4.1.
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# A LINEAR TIME ALGORITHM FOR A $2 \times n$ TRANSPORTATION PROBLEM* 

D. L. ADOLPHSON AND G. N. THOMAS $\dagger$


#### Abstract

This paper considers a special case of the standard transportation problem obtained by restricting the number of origins to two. Necessary and sufficient conditions are established which lead to a direct construction of the optimal solution. Using an extension of a recent selection algorithm, an algorithm is developed to solve this special case of the transportation problem in $O(n)$ time in the worst case. The algorithm applies to both capacitated as well as uncapacitated problems.
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1. Introduction. One of the most important problem structures in operations research is the standard transportation problem which can be described mathematically as follows: find a vector $x=\left(x_{i j}\right)$ which minimizes

$$
\begin{equation*}
z=\sum_{i=1}^{m} \sum_{j=1}^{n} c_{i j} x_{i j} \tag{1.1}
\end{equation*}
$$

while satisfying

$$
\begin{align*}
& \sum_{j=1}^{n} x_{i j}=a_{i}, \quad i=1,2, \cdots, m  \tag{1.2}\\
& \sum_{i=1}^{m} x_{i j}=b_{j}, \quad j=1,2, \cdots, n \tag{1.3}
\end{align*}
$$

and

$$
\begin{equation*}
x_{i j} \geqq 0 \quad i=1,2, \cdots, m ; \quad j=1,2, \cdots, n ; \tag{1.4}
\end{equation*}
$$

where $c=\left(c_{i j}\right), a=\left(a_{i}\right)$ and $b=\left(b_{i}\right)$ are known constant vectors. Furthermore, it is assumed that $\sum_{i=1}^{m} a_{i}=\sum_{j=1}^{n} b_{j}$ so that a feasible solution exists.

The usual interpretation of the model is that we are given a transportation network with $m$ origins and $n$ destinations in which $a_{i}$ represents the available supply at origin $i$ and $b_{j}$ represents the required demand at destination $j$. The constants $c_{i j}$ represent a unit transportation cost from origin $i$ to destination $j$. The objective is to find a minimum cost transportation schedule subject to the supply limitations at the origins and satifying the demand requirements at the destinations. Although this is the most common interpretation of the model, there are other problem situations such as production and inventory problems and scheduling problems which have the same mathematical structure.

An important variation of the transportation is obtained by assuming upper bounds on the $x_{i j}$ values. Constraint (1.4) would then be replaced by

$$
\begin{equation*}
0 \leqq x_{i j} \leqq u_{i j}, \quad i=1,2, \cdots, m ; \quad j=1,2, \cdots, n . \tag{1.4'}
\end{equation*}
$$

[^67]Because of the broad applicability of this model, there has been a great deal of effort towards development of efficient algorithms for solving this problem. The most common approaches to solving this problem are the primal dual transportation algorithm and the transportation simplex algorithm. Both of these approaches are iterative methods in which the computation time is at least a higher order polynomial function of the number of nodes in the model. The primal dual approach has been analyzed in detail by Edmonds and Karp [3]; there is no theoretically known bound on the transportation simplex method although empirical studies have shown that it is roughly comparable to the primal dual method in terms of computation time.

In this paper, we restrict our attention to the special case in which $m=2$ (or equivalently, $n=2$ ). The main theorem is stated and proved in $\S 2$ and provides a direct construction of an optimal solution. An implementation of the algorithm, given in § 3, is shown to require at most $O(n)$ steps. Section 4 provides a summary and conclusions.
2. The main theorem. The transportation problem with two rows is much simpler than the general problem. The reason for this can be seen by considering the numerical example in Fig. 1.
It can easily be verified that the solution given is an optimal solution for this problem. For this example the columns have been arranged so that the values of $d_{j}=c_{1 j}-c_{2 j}$ are nondecreasing. Given this ordering of the columns it will be shown by the following theorem that an optimal solution can be found by filling the top row from left to right and then filling in the values on the bottom row.

THEOREM 1. Let $x=\left(x_{i j}\right)$ be a vector satisfying (1.2), (1.3) and (1.4) for a $2 \times n$ transportation problem. Define index sets $J=\left\{j \mid x_{1 j}>0\right\}$ and $K=\left\{k \mid x_{2 k}>0\right\}$. If $d_{j}=c_{1 j}-c_{2 j}$, the solution $x$ is optimal if and only if $d_{j} \leqq d_{k}$ for all $j \in J$ and all $k \in K$.

Proof. The transportation problem can be viewed as a special case of the following minimum cost network flow problem:

$$
\begin{equation*}
\text { Minimize } \sum_{(i, j)} c_{i j} x_{i j} \text {, } \tag{2.1}
\end{equation*}
$$




Fig. 1

It is a well known result of minimum cost networks (see [4] for example) that a vector $x=\left(x_{i j}\right)$ satisfying (2.2) and (2.3) is optimal if and only if the network contains no negative cycles based on the costs $c_{i j}^{*}$ defined by

$$
c_{i j}^{*}=\left\{\begin{aligned}
c_{i j}, & \text { if } 0 \leqq x_{i j}<b_{i j}, \\
\infty, & \text { if } x_{i j}=b_{i j}, \\
-c_{i j}, & \text { if } 0<x_{j i} \leqq b_{j i} .
\end{aligned}\right.
$$

A "cycle" is used here to donate a sequence of edges $\left(i_{0}, j_{0}\right),\left(i_{1}, j_{1}\right), \cdots,\left(i_{p}, j_{p}\right)$ where $j_{k}=i_{k+1}, k=0, \cdots, p-1$ and $j_{p}=i_{0}$. We can assume without loss of generality that each $i_{k}$ is distinct (i.e., the cycle is a simple cycle) since the existence of a negative cycle implies the existence of a negative simple cycle.

For a $2 \times n$ transportation problem any negative simple cycle must have the form shown in Fig. 2.


Fig. 2
Note that $C_{k 2}^{*}<\infty$ implies $X_{2 k}>0$ which implies $k \in K$. Similarly $C_{j 1}^{*}<\infty$ implies $j \in J$. The total cost of the cycle is $\left(C_{2 j}^{*}+C_{k 2}^{*}\right)+\left(C_{2 j}^{*}+C_{j 1}^{*}\right)=$ $\left(C_{1 k}-C_{2 k}\right)+\left(C_{2 j}-C_{1 j}\right)=d_{k}-d_{j}$.

From this we see that a negative cycle exists if and only if $d_{k}-d_{j}<0$ for some $k \in K$ and $j \in J$. In other words a given solution is optimal if and only if no negative cycles exist which occurs if and only if $d_{j} \geqq d_{k}$ for all $j \in J$ and $k \in K$. Q.E.D.
3. The algorithm. One way to construct a solution to a $2 \times n$ transportation problem is to sort the columns according to $d_{j}$ values and then fill in the first row starting with the smallest $d_{j}$ value. However, we shall see that it is not necessary to sort the $d_{j}$ values. In order to see this we consider the following numerical example (see Fig. 3) which is similar to the example of the previous section except that here all $b_{j}$ values are 1 and the $a_{i}$ values have been changed accordingly.


Fig. 3

We see from this example that the following general procedure applies for the special case when $b_{j}=1$. We will assume for the present that the $n d_{j}$ values are distinct.

1. Given $d_{1}, d_{2}, \cdots, d_{n}$ find the $a_{1}$ st smallest element (i.e., apply a selection algorithm).
2. Letting $d_{k}$ be the value selected above set $x_{i j} \leftarrow 1$ if $d_{j} \leqq d_{k}$; otherwise set $x_{2 j} \leftarrow 1$.
Since selection can be done in $O(n)$ time (see [1] and [4]) and since step 2 involves a single pass through the data, the procedure is clearly $O(n)$ for this special case. For the more general case with $b_{j} \neq 1$ we need to be able to solve the following "weighted selection problem".

Given a set $S$ of reals and a function $W$ from $S$ into reals and given a nonnegative real number $w \leqq \sum_{x \in S} W(x)$, the weighted selection problem is to find an element $z \in S$ such that

$$
L(z)<w \leqq U(z)
$$

where

$$
\begin{aligned}
& L(z)=\sum\{W(x) \mid x \in S \text { and } x<z\} \\
& U(z)=\sum\{W(x) \mid x \in S \text { and } x \leqq z\} .
\end{aligned}
$$

The following recursive procedure WSELECT, which is an extension of the selection algorithm given in [5], may be used to solve the weighted selection problem.

Algorithm $\operatorname{WSELECT}(S, W, w, z)$.
Step 1 (find median). Use a median finding algorithm to select the $\lceil|S| / 2\rceil$ ranked element of $S$ (break ties arbitrarily). Let $y$ be this element.

Step 2 (discard or halt). If $w>U(y)$ then use WSELECT recursively with

$$
S:=\{x \in S \mid x>y\}
$$

and

$$
w:=w-U(y) .
$$

If $w \leqq L(y)$ then use WSELECT recursively with $S:=\{x \in S \mid x<y\}$ and $w$ unchanged. If $L(y)<w \leqq U(y)$ then $z:=y$, stop.

The following numerical example illustrates the workings of WSELECT.

$$
\begin{aligned}
S & =(1,2,3,4,5,6,7,8,9,10), \\
W(S) & =(15,7,9,22,3,12,18,14,9,16), \\
w & =105 .
\end{aligned}
$$

Step 1. $y=5, L(y)=53, U(y)=56$.
Step 2. $w>U(y), S:=\{6,7,8,9,10\}$

$$
w:=105-56=49 .
$$

Step 1. $y=8, L(y)=30, U(y)=4$.
Step 2. $w>U(y), S:=\{9,10\}$

$$
w:=49-44=5
$$

Step 1. $y=9, L(y)=0, U(y)=9$.
Step 2. $L(y)<w<U(y)$, so $z=9$, stop.
Now that we have a procedure for solving the weighted selection problem we can state the algorithm for solving a $2 \times n$ transportation problem.

Algorithm T. Given $\left(c_{i j}\right),\left(a_{i}\right),\left(b_{j}\right)$ for $i=1,2 ; j=1,2, \cdots, n$; find an optimal solution to the $2 \times n$ transportation problem.

Step 1 (compute differences). $d_{j}:=c_{i j}-c_{2 j}, j=1,2, \cdots, n$.
Step 2 (find breakpoint). Use WSELECT with $S=\left\{d_{1}, d_{2}, \cdots, d_{n}\right\}$,

$$
\begin{aligned}
w\left(d_{j}\right) & =b j \\
w & =a_{1} \\
z & =\text { the value of } d \text { returned }
\end{aligned}
$$

Step 3 (construct solution). For $j=1,2, \cdots, n$ :

$$
\text { if } d_{j}<z, \text { then } x_{1 j}:=b_{j}, x_{2 j}:=0
$$

if $d_{j}>z$, then $x_{1 j}:=0, x_{2 j}:=b_{j} ;$
if $d_{j}=z$, then

$$
\begin{aligned}
& x_{1 j}:=\min \left(b_{j}, a_{1}-L(z)\right), \\
& x_{2 j}:=\left(b_{j}-x_{1 j}\right), \\
& L(z):=L(z)-x_{1 j}
\end{aligned}
$$

The procedure above can also be used to solve the capacitated transportation problem defined in $\S 1$ when $m=2$. The key here is to realize that an upper bound on one row induces a lower bound on the other row. Given upper bounds $u_{i j}$ on the $x_{i j}$ values we can define lower bounds $l_{i j}$ as

$$
\begin{aligned}
& l_{1 j}=\max \left(0, b_{j}-u_{2 j}\right), \\
& l_{2 j}=\max \left(0, b_{j}-u_{1 j}\right),
\end{aligned} \quad j=1,2, \cdots, n
$$

Then we can apply Algorithm T using

$$
\begin{array}{lr}
b_{j}^{\prime}=b_{j}-l_{1 j}-l_{2 j}, & j=1,2, \cdots, n \\
a_{i}^{\prime}=a_{i}-\sum_{j=1}^{n} l_{i j}, & i=1,2
\end{array}
$$

to find

$$
x_{i j}^{\prime}=x_{i j}-l_{i j}, \quad i=1,2 ; \quad j=1,2, \cdots, n
$$

The solution to the original capacitated transportation problem is $\left(x_{i j}\right)=$ $\left(x_{i j}^{\prime}\right)+\left(l_{i j}\right)$.
4. Summary and conclusions. We have proved that the $2 \times n$ transportation problem can be solved in linear time. We can consider some possible extensions of these results. First of all, these ideas may possibley be extended to an efficient algorithm for $3 \times n$ or even $4 \times n$ transportation problems. Second, the ideas may
prove useful in a partitioning scheme for a $m \times n$ transportation problem by reducing the solution of these $m \times n$ problems to a series of $2 \times n$ transportation problems.

A third possible extension of these ideas involves the problem of scheduling $n$ jobs on $m$ machines so as to minimize mean finishing time. It has been shown by Bruno et al. [2] that this problem can be formulated as a transportation problem with $n \cdot m$ rows and $n$ columns. The ideas contained in this paper may be particularly useful in providing an efficient solution for this problem with $m=2$.
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# LINEAR-TIME COMPUTATION BY NONDETERMINISTIC MULTIDIMENSIONAL ITERATIVE ARRAYS* 
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#### Abstract

It is shown by simulation that every language accepted within time $n^{d}$ by a nondeterministic one-dimensional Turing machine is accepted in linear time by a nondeterministic $d$ dimensional iterative array. Conversely, every language accepted in linear time by such an iterative array is accepted within time $n^{d+1}$ by a nondeterministic one-dimensional Turing machine. It follows that the class of languages accepted in linear time by nondeterministic multidimensional iterative arrays is precisely Karp's class NP, that nondeterministic $(d+2)$-dimensional iterative arrays are more powerful than nondeterministic $d$-dimensional iterative arrays, and that nondeterministic twodimensional iterative arrays are more powerful than the entire class of nondeterministic multidimensional Turing machines. Related deterministic results are surveyed and summarized for comparison.
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1. Introduction. Let $N I A(d)$ be the family of languages accepted in linear time by nondeterministic $d$-dimensional iterative arrays. (Deterministic multidimensional iterative arrays have been studied by Cole [2] and Kosaraju [7].) It has been observed [10] that every language accepted by a one-dimensional single-head Turing machine simultaneously within time $n^{2}$ and space $n$ belongs to NIA(2). Our main result (Theorem 1) generalizes this observation to $\operatorname{NTIME}\left(n^{d}\right) \subseteq \operatorname{NIA}(d)$, where $\operatorname{NTIME}(T(n))$ is the family of languages accepted within time $T(n)$ by nondeterministic one-dimensional multihead Turing machines.

Conversely, we show that $N I A(d) \subseteq N T I M E\left(n^{d+1}\right)$ (Theorem 2). The two facts together show $\cup_{d} \operatorname{NIA}(d)=\cup_{d} N T I M E\left(n^{d}\right)$, which is the same as Karp's class NP [6]. We also use both facts in a proof that NIA $(d) \subsetneq N I A(d+2)$.

Let $N T M(d)$ be the family of languages accepted in linear time by nondeterministic $d$-dimensional multihead Turing machines. A real-time simulation of Turing machines by iterative arrays gives $N T M(d) \subseteq N I A(d)$ [7], [12], but a less direct simulation using Theorem 1 gives the stronger result $\cup_{d} N T M(d) \subsetneq$ NIA(2). Thus, in the nondeterministic case, two-dimensional iterative arrays outperform all multidimensional multihead Turing machines.

In § 8 we examine related deterministic questions and summarize.

## 2. Notation.

$Z$ is the set of integers.
$Z^{d}$ is the set of $d$-tuples of integers.
$N$ is the set of nonnegative integers.

[^68]$N^{d}$ is the set of $d$-tuples of nonnegative integers.
$|i|$ is the absolute value of the integer $i$.
$\pi_{i}(\mathbf{v})$ is the $i$ th component of the tuple $\mathbf{v}$.
$\mathbf{0} \in Z^{d}$ is the $d$-tuple with $\pi_{i}(\mathbf{0})=0$ for $1 \leqq i \leqq d$.
$\mathbf{1} \in Z^{d}$ is the $d$-tuple with $\pi_{i}(\mathbf{1})=1$ for $1 \leqq i \leqq d$.

$\mathbf{e}_{\mathbf{j}} \in Z^{d}$ is the $d$-tuple with $\pi_{i}\left(\mathbf{e}_{\mathbf{j}}\right)= \begin{cases}1 & \text { for } i=j, \\ 0 & \text { for } i \neq j\end{cases}$
$\Sigma^{*}$ is the set of finite strings of characters from $\Sigma$.
$|x|$ is the length of $x \in \Sigma^{*}$.
$\operatorname{dom}(f)$ is the domain of the function $f$.
3. String acceptance by Turing machines and iterative arrays. The basic $d$-dimensional h-head Turing machine consists of a finite-state control and a single $d$-dimensional worktape (infinite both ways in each dimension) on which the control reads, writes, and shifts with its $h$ (initially coincident) worktape heads (see [12] for a formal definition). A Turing machine is deterministic or nondeterministic, respectively, if its finite-state control is. The input-output terminal of a Turing machine is its finite-state control.

The basic $d$-dimensional iterative array [2], [7] is a synchronized $d$ dimensional array (infinite both ways in each dimension) of identical finite-state machines, each of which communicates only with its $2 d$ nearest neighbors in the array (see [12] for a formal definition). An iterative array is deterministic or nondeterministic, respectively, if each finite-state machine is. The input-output terminal of an iterative array is the finite-state machine at its origin. An iterative array is quiescent if every finite-state computing element is in the same designated quiescent state. For convenience, each identical finite-state machine of an iterative array may be thought of as a finite sequence of finite-state registers. If $R$ is a name for one of these registers, then we will write $R(\mathbf{v})$ for the contents of register $R$ of the computing element at location $\mathbf{v}$ in the array.

A Turing machine with initially blank tape or an initially quiescent iterative array $M$ acts as an acceptor by receiving an input string sequentially at its input-output terminal. If for input string $x$ the input-output terminal of $M$ eventually enters some designated accepting state, then Maccepts $x$. The language accepted by $M$ is

$$
L(M)=\{x \mid M \text { accepts string } x\} .
$$

The acceptor Maccepts within time $T: N \rightarrow N$ if it accepts each string $x \in L(M)$ by step number $T(|x|)$ in some computation on that input.

If an acceptor $M$ receives its input subject to the restriction that it must halt one step after detecting the end of the input string, then we say that $M$ is an on-line acceptor. Without the restriction, $M$ is an off-line acceptor (see [5]). Observe that the on-line restriction is no real restriction for nondeterministic acceptors; without spending extra time, they can anticipate the end of the input string by simply guessing. It is known, on the other hand, that the on-line restriction is a real
one for both deterministic Turing machines and deterministic iterative arrays. ${ }^{1}$
Definition. For $T: N \rightarrow N$,
$\operatorname{NTIME}(T)=\{L \mid$ some nondeterministic one-dimensional multihead Turing machine accepts $L$ within time $T\}$,
$N T M(d)=\{L \mid$ some nondeterministic $d$-dimensional multihead Turing machine accepts $L$ in linear time (i.e., within time $c n$ for some $c$ )\},

NIA $(d)=\{L \mid$ some nondeterministic $d$-dimensional iterative array accepts $L$ in linear time $\}$.

Similarly define $\operatorname{DTIME}(T), D T M(d), D I A(d)$, respectively, in terms of deterministic off-line acceptance and $\operatorname{QTIME}(T), Q T M(d), Q I A(d)$, respectively, in terms of deterministic on-line acceptance.

It is well known that the classes $\operatorname{XIA}(d)(X \in\{N, D, Q\})$ are not affected if we permit the next state of each computing element of a $d$-dimensional iterative array to depend on the current states of more nearest neighbors than just $2 d$ [2]. Nor are the classes affected if we permit the next state of each computing element to depend on the signs of its location's coordinates and the current states of the computing elements scanned by some finite number of independently shiftable (but initially coincident) array heads [7], [12]. The iterative array algorithms we describe in this paper, therefore, will be for iterative arrays which may employ these convenient features.
4. Arrays with multidimensional inputs. In this section we broaden our concept of languages accepted by $d$-dimensional iterative arrays to include sets of " $d$-boxes," which we define below to be a $d$-dimensional generalization of one-dimensional character strings.

Definition. A $d$-box of type $\left(n_{1}, \cdots, n_{d}\right)$ over the finite alphabet $\Sigma$ is a function

$$
p:\left\{1, \cdots, n_{1}\right\} \times \cdots \times\left\{1, \cdots, n_{d}\right\} \rightarrow \Sigma .
$$

The diameter $|p|$ of such a $d$-box is $n_{1}+\cdots+n_{d}$. (A string of length $n$ can be defined to be a 1 -box of diameter $n$.) We shall often regard $d$-box $p$ as a ( $d+1$ )-box by taking $n_{d+1}=1$. (Thus a string of length $n$ is also a 2-box of type ( $n, 1$ ), a 3-box of type ( $n, 1,1$ ), etc.)

We are interested in $d$-boxes for their capacity to represent long strings (abbreviated Turing machine instantaneous descriptions (§5) in particular) in small diameters. With the next definition we fix such a representation.

Definition. For each $d$-box $p$ of type ( $n_{1}, \cdots, n_{d}$ ), using $C_{1}$ for ordinary 1-dimensional string concatenation, define $s(p)$ to be the following string of length $n_{1} \cdots n_{d}$ :

$$
\underset{i_{d}=1}{\boldsymbol{n}_{d}} \cdots \underset{i_{1}=1}{C_{1}} p\left(i_{1}, \cdots, i_{d}\right) .
$$

[^69]Definition. If $p, q$ are $d$-boxes of type $\left(n_{1}, \cdots, n_{d-1}, n_{d}\right)$, ( $n_{1}, \cdots, n_{d-1}, n_{d}^{\prime}$ ), respectively, then the $d$-concatenation $p C_{d} q$ of $p$ and $q$ is the $d$-box of type ( $n_{1}, \cdots, n_{d-1}, n_{d}+n_{d}^{\prime}$ ) with

$$
s\left(p C_{d} q\right)=s(p) C_{1} s(q)=s(p) s(q)
$$

Remark. We can have both $p C_{d} q$ and $p C_{d+1} q$ defined, but they are different; e.g.,

$$
a b C_{1} c d=a b c d, \quad \text { but } \quad a b C_{2} c d=\frac{c d}{a b} \text {. }
$$

A $d$-dimensional iterative array $M$ is given the $d$-box $p$ as a preloaded input in some designated input register, say "input," as follows:

$$
\operatorname{input}(\mathbf{v})= \begin{cases}p(\mathbf{v}) & \text { for } \mathbf{v} \in \operatorname{dom}(p) \\ \# & \text { for } \mathbf{v} \notin \operatorname{dom}(p)\end{cases}
$$

(We assume that \# does not occur in the image of $p$.) Denote by $L^{\prime}(M)$ the set of $d$-boxes accepted by the $d$-dimensional iterative array $M$. If $M$ accepts each $p \in L^{\prime}(M)$ within $T(|p|)$ steps, then $M$ accepts within time $T: N \rightarrow N$. Let
$N I A^{\prime}(d)=\left\{L^{\prime}(M) \mid M\right.$ is a $d$-dimensional iterative array which accepts in linear time\},
$D I A^{\prime}(d)=\left\{L^{\prime}(M) \mid M\right.$ is a deterministic $d$-dimensional iterative array which accepts in linear time\}.
Lemma 1. For each regular set $L$,

$$
\{p \mid p \text { is a d-box (of any type) with } s(p) \in L\} \in D I A^{\prime}(d)
$$

Proof. Look at some deterministic one-way finite-state acceptor for $L$, and consider the alphabet consisting of transition matrices (i.e., functions from the state set into the state set) for that acceptor. Each string $x$ has associated with it a unique transition matrix $\sigma_{x}$ from this alphabet, and $\sigma_{x y}$ is determined by $\sigma_{x}$ and $\sigma_{y}$ (it is their composition). The deterministic $d$-dimensional iterative array we construct will start operation in the configuration (input, accum, command), where

$$
\begin{gathered}
\operatorname{input}(\mathbf{v})= \begin{cases}p(\mathbf{v}) & \text { for } \mathbf{v} \in \operatorname{dom}(p), \\
\# & \text { for } \mathbf{v} \notin \operatorname{dom}(p),\end{cases} \\
\operatorname{accum}(\mathbf{v})=\operatorname{command}(\mathbf{v})=\# \quad \text { for all } \mathbf{v} \in Z^{d} .
\end{gathered}
$$

By accumulating (i.e., composing) transition matrices along the successive dimensions (i.e., according to the definition of $s$ ), the array will successively compute the transition matrices of the strings of the forms

$$
\begin{gathered}
C_{i_{1}} p\left(i_{1}, \cdots, i_{d}\right), \\
C_{i_{2}} C_{i_{1}}^{C_{1}} p\left(i_{1}, \cdots, i_{d}\right), \\
\vdots \\
C_{i_{d}} \cdots C_{i_{1}}^{C_{1}} p\left(i_{1}, \cdots, i_{d}\right)=s(p) .
\end{gathered}
$$

The accumulation will take only linear time in each of the $d$ dimensions.
The transition rules are as follows, with no change implied where no rule applies:
$\operatorname{command}(\mathbf{0})=\#$ :
command $(\mathbf{0}) \leftarrow$ "load accumulators."
command $(\mathbf{0})=$ "load accumulators":
$\operatorname{accum}(\mathbf{v}) \leftarrow \sigma_{\text {input }(\mathbf{v})}$ if input $(\mathbf{v}) \neq \#$
command $(\mathbf{0}) \leftarrow$ "accumulate in dimension $1 "$
command $(\mathbf{0})=$ "accumulate in dimension $i$ ":
If $\left(\operatorname{accum}(\mathbf{v}), \operatorname{accum}\left(\mathbf{v}+\mathbf{e}_{\mathbf{i}}\right), \operatorname{accum}\left(\mathbf{v}+2 \mathbf{e}_{\mathbf{i}}\right)\right)=\left(\sigma_{x}, \sigma_{y}, \#\right)$, then set
$\left(\operatorname{accum}(\mathbf{v}), \operatorname{accum}\left(\mathbf{v}+\mathbf{e}_{\mathbf{i}}\right), \operatorname{accum}\left(\mathbf{v}+2 \mathbf{e}_{\mathbf{i}}\right)\right) \leftarrow\left(\sigma_{x y}, \#, \#\right)$.
If accum $\left(\mathbf{1}+\mathbf{e}_{\mathbf{i}}\right)=\#$ and $i<d$, then set command $(\mathbf{0}) \leftarrow$ "accumulate in dimension $i+1$."
If accum $\left(\mathbf{1}+\mathbf{e}_{\mathbf{i}}\right)=\#$ and $i=d$, then set

$$
\operatorname{command}(\mathbf{0}) \leftarrow \begin{cases}\text { "accept" } & \text { if accum }(\mathbf{1}) \text { maps the start state to an } \\ \text { "reject" } & \text { otherwise. } \square\end{cases}
$$

Lemma 2. Let $\Sigma$ be a Cartesian product alphabet with fields "key," "sex," and "data." Let $L$ be the set of $d$-boxes $p=p_{1} C_{d} \cdots C_{d} p_{n}$ such that each $p_{i}$ is a $(d-1)$-box over $\Sigma$ and the following holds for each $i$ with $\operatorname{sex}\left(p_{i}\right)$ identically 1 :

The maximum $j<i$ with

$$
\operatorname{key}\left(p_{i}\right)=\operatorname{key}\left(p_{i}\right), \quad \operatorname{sex}\left(p_{i}\right) \neq \operatorname{sex}\left(p_{i}\right)
$$

exists and satisfies

$$
\operatorname{data}\left(p_{j}\right)=\operatorname{data}\left(p_{i}\right) .
$$

Then $L \in D I A^{\prime}(d)$.
Proof. Informally, for each $p_{i}$ whose sex is totally 1 , the acceptor will have to search sequentially through $p_{i-1}, p_{i-2}, \cdots, p_{1}$ until it finds the nearest "mate" $p_{j}$ for $p_{i}$. (A "mate" must differ at least slightly in sex but agree completely in key.) In addition, the acceptor will have to verify that $p_{i}$ and $p_{i}$ agree completely in data.

The deterministic $d$-dimensional iterative array we construct will start operation with all registers containing \#, except input $(\mathbf{v})=p(\mathbf{v})$ for $\mathbf{v} \in \operatorname{dom}(p)$. For each $i$, the array will shift copies of $p_{i}, p_{i-1}, \cdots, p_{1}$ past $p_{i}$, watching for $p_{j}$ as required. So that the successive comparisons can be performed without delay, the copies will be "skewed" in such a way that, for $1 \leqq k \leqq d-1$, each $p_{i}$ goes by $p_{i}(\mathbf{v})$ one step after it goes by $p_{i}\left(\mathbf{v}+\mathbf{e}_{\mathbf{k}}\right)$ (see Figs. 1 and 2 below). This will allow the instantaneous accumulation at $p_{i}(\mathbf{v})$ of the results of comparing $p_{i}\left(\mathbf{v}^{\prime}\right)$ with $p_{j}\left(\mathbf{v}^{\prime}\right)$ for all $\mathbf{v}^{\prime} \in \operatorname{dom}\left(p_{i}\right)=\operatorname{dom}\left(p_{j}\right)$ with $\pi_{k}\left(\mathbf{v}^{\prime}\right) \geqq \pi_{k}(\mathbf{v})$ for all $k \leqq d-1$.

The algorithm consists of the four steps below. Documentary remarks follow the entire algorithm.

1. Set

$$
\operatorname{status}(\mathbf{v}) \leftarrow \begin{cases}0 & \text { if } \operatorname{sex}(\operatorname{input}(\mathbf{v}))=1, \\ 1 & \text { if } \operatorname{sex}(\operatorname{input}(\mathbf{v})) \notin\{\#, 1\},\end{cases}
$$

and then repeat the following $|p|$ times:
$\operatorname{status}(\mathbf{v}) \leftarrow \begin{cases}0 & \text { if } \operatorname{status}(\mathbf{v})=0 \text { and } \operatorname{status}\left(\mathbf{v}+\mathbf{e}_{\mathbf{i}}\right) \neq 1 \text { for all } i<d, \\ 1 & \text { if } \operatorname{status}(\mathbf{v})=1 \text { or } \operatorname{status}\left(\mathbf{v}+\mathbf{e}_{\mathbf{i}}\right)=1 \text { for some } i<d .\end{cases}$
2. Set $\operatorname{copy}(\mathbf{v}) \leftarrow \operatorname{input}(\mathbf{v})$.

Station a head at some $\mathbf{v}_{\mathbf{0}} \in Z^{d}$ with

$$
\operatorname{input}\left(\mathbf{v}_{\mathbf{0}}\right) \neq \#, \operatorname{input}\left(\mathbf{v}_{\mathbf{0}}+\mathbf{e}_{\mathbf{i}}\right)=\# \text { for all } i<d
$$

and then repeat the following until mobility $\left(\mathbf{v}_{\mathbf{0}}\right)=1$ :
If either $\pi_{i}(\mathbf{v})=1$ for all $i<d$
or mobility $\left(\mathbf{v}-\mathbf{e}_{\mathbf{i}}\right)=1$ for some $i<d$,
then set mobility $(\mathbf{v}) \leftarrow 1$.
If mobility $(\mathbf{v})=1$, then set $\operatorname{copy}(\mathbf{v}) \leftarrow \operatorname{copy}\left(\mathbf{v}+\mathbf{e}_{\mathbf{d}}\right)$.
3. Repeat the following $2|p|$ times:

If input $(\mathbf{v}) \neq \#, \operatorname{copy}(\mathbf{v}) \neq \#$, then set
$\operatorname{xke} \mathrm{y}(\mathbf{v}) \leftarrow 1$ if
either key $(\operatorname{input}(\mathbf{v})) \neq \operatorname{key}(\operatorname{copy}(\mathbf{v}))$
or $\quad \operatorname{xkey}\left(\mathbf{v}+\mathbf{e}_{\mathbf{i}}\right)=1$ for some $i<d$;
$\operatorname{xsex}(\mathbf{v}) \leftarrow 1$ if
either $\operatorname{sex}(\operatorname{input}(\mathbf{v})) \neq \operatorname{sex}(\operatorname{copy}(\mathbf{v}))$
or $\quad \operatorname{xsex}\left(\mathbf{v}+\mathbf{e}_{\mathbf{i}}\right)=1$ for some $i<d$;
$x d a t a(\mathbf{v}) \leftarrow 1$ if
either data $(\operatorname{input}(\mathbf{v})) \neq \operatorname{data}(\operatorname{copy}(\mathbf{v}))$
or $\quad \operatorname{xdata}\left(\mathbf{v}+\mathbf{e}_{\mathbf{i}}\right)=1$ for some $i<d$.
Set $\operatorname{copy}(\mathbf{v}) \leftarrow \operatorname{copy}\left(\mathbf{v}-\mathbf{e}_{\mathbf{d}}\right)$.
If $\pi_{i}(\mathbf{v})=1$ for all $i<d$ and $\operatorname{status}(\mathbf{v})=0, \operatorname{xkey}(\mathbf{v}) \neq 1, \operatorname{xsex}(\mathbf{v})=1$, then set

$$
\operatorname{status}(\mathbf{v}) \leftarrow\left\{\begin{aligned}
1 & \text { if } \operatorname{xdata}(\mathbf{v}) \neq 1 \\
-1 & \text { if } \operatorname{xdata}(\mathbf{v})=1
\end{aligned}\right.
$$

4. Accept if $\operatorname{status}(\mathbf{v})=1$ for every $\mathbf{v}$ with
$\pi_{i}(\mathbf{v})=1$ for all $i<d, \operatorname{input}(\mathbf{v}) \neq \#$.
From the following documentary remarks, it is straightforward to prove that such an iterative array does recognize $L$ in linear time.
1) No transition ever modifies input(v).
2) Step 1 modifies only the "status" registers. After that step, the following holds for each $\mathbf{v} \in \operatorname{dom}(p) \subseteq N^{d}$ of the form ( $1, \cdots, 1, i$ ):

$$
\operatorname{status}(\mathbf{v})= \begin{cases}0 & \text { if } \operatorname{sex}\left(p_{i}\right) \text { is identically } 1 \\ 1 & \text { otherwise }\end{cases}
$$

In the rest of the algorithm, status(v) will be significant only for $\mathbf{v}$ of the form $(1, \cdots, 1, i), 1 \leqq i \leqq n$. Status 0,1 , or -1 , respectively, will indicate that the search for a satisfactory mate $p_{i}$ for $p_{i}$ is continuing, successfully concluded, or unsuccessfully concluded. (A mate is required only if $\operatorname{sex}\left(p_{i}\right)$ is identically 1.)
3) Step 2 modifies only the "copy" and "mobility" registers. The step ends after $\left|p_{1}\right|-d+1$ repetitions with the "copy" registers shifted (or "skewed") so that

$$
\operatorname{copy}\left(v_{1}, \cdots, v_{d-1}, i-\left|p_{1}\right|+v_{1}+\cdots+v_{d-1}\right)=p_{i}\left(v_{1}, \cdots, v_{d-1}\right)
$$

for $\left(v_{1}, \cdots, v_{d-1}, i\right) \in \operatorname{dom}(p)$. The "mobility" registers are not used after step 2 .
4) In step 3 , the "skewed" copies of the $p_{i}$ 's are rigidly shifted past the original $p_{i}$ 's (see Figs. 1 and 2). This allows each $p_{i}$ to be compared with the copy of each $p_{j}$ for $j \leqq i$. Mismatches in the "key," "sex," and "data" fields, respectively, are accumulated as 1 in the "xkey," "xsex," and "xdata" registers associated with the "input" registers. The sequence of these accumulated comparisons for each $p_{i}$ is accumulated in status $(1, \cdots, 1, i)$, which finally indicates whether the search for an appropriate $p_{i}$ succeeds. Step 4 merely polls the registers $\operatorname{status}(1, \cdots, 1,1), \cdots, \operatorname{status}(1, \cdots, 1, n)$ to see whether the search succeeded for every $p_{i}$.
5) Steps 1, 3, respectively, call for $1+|p|, 2|p|$ transitions. Step 2 requires only $1+\left|p_{1}\right|+\left(\left|p_{1}\right|-d+1\right)$ transitions. Only the positions $(1, \cdots, 1,1), \cdots,(1, \cdots, 1, n)$ must be checked in step 4 , so $n \leqq|p|$ transitions suffice.

## 5. Abbreviated instantaneous descriptions.

Definition. An instantaneous description (id) of a one-dimensional $h$-head Turing machine $M$ with finite control state set $Q(0 \notin Q)$ and tape alphabet $\Sigma$ is a string $x$ over the $(h+1)$-track alphabet

$$
(Q \cup\{0\}) \times \cdots \times(Q \cup\{0\}) \times \Sigma
$$

such that

$$
(\exists q \in Q)\left(\pi_{i}(x) \in 0^{*} q 0^{*} \quad \text { for } 1 \leqq i \leqq h\right) \text {, }
$$



FIG. 1. Input and copy before step 3


Fig. 2. Input and copy after step 3
where $0^{*} q 0^{*}=\left\{0^{i} q 0^{i} \mid i, j \geqq 0\right\}$ and we treat a string of length $n$ over the $(h+1)$ track alphabet as an $(h+1)$-tuple of strings of length $n$ over the respective component alphabets. Informally, $\pi_{h+1}(x)$ is the nonblank portion of the tape of $M, q$ is the control state of $M$, and the position of $q$ in $\pi_{i}(x)$ is the position of head $i$ of $M$ for $1 \leqq i \leqq h$. An abbreviated instantaneous description (aid) of $M$ is a string $x$ over the $(h+2)$-track alphabet

$$
(Q \cup\{0\}) \times \cdots \times(Q \cup\{0\}) \times \Sigma \times\{0,[,]\}
$$

such that

$$
(\exists q \in Q)\left(\pi_{i}(x) \in 0^{*} q 0^{*} \text { for } 1 \leqq i \leqq h\right), \quad \pi_{h+2}(x) \in\left(\left[0^{*}\right]\right)^{*}
$$

A boundary between bracketed expressions on the extra track indicates the possible excision at that point of some unscanned tape squares from a full id. For $x, y$ aids of $M$ with $|x|=|y|$ and $\pi_{h+2}(x)=\pi_{h+2}(y)$, we say $x \left\lvert\, \frac{k}{M} y\right.$ if $M$ can move in $k$ steps from aid $x$ to aid $y$ without shifting a head to a (possibly) missing tape square. When $M$ is fixed by context, we write $\left.\right|^{\frac{k}{c}}$ for $\left.\right|_{M} ^{\frac{k}{M}}$. If $\pi_{i}(x)=\pi_{i}(y)$ for $1 \leqq i<h+2$, then we say $x \approx y$. If $\pi_{h+2}(y)$ can be obtained from $\pi_{h+2}(x)$ by replacing some 0 's by brackets, then we say $x \leqq y$. (We do not define $x \leqq y$ to imply $x \approx y$ or vice versa.)

Now we formulate a convenient set of conditions necessary and sufficient for $\left.p\right|_{M} ^{n d+1} q$, where $M$ is a fixed one-dimensional $h$-head Turing machine. Since each head can shift at most $n^{d+1}$ times in $n^{d+1}$ steps, we may as well further abbreviate the aids to length at most $h \cdot\left(2 n^{d+1}\right)$, omitting some of the tape positions which the heads could not possibly reach on the way from aid $p$ to aid $q$. Then we can easily pad $p$ and $q$ out to length exactly $2 h n^{d+1}$, again without affecting derivability. The conditions we give are in terms of $n$ computations of length only $n^{d}$, so we can parse the long aids into $2 h n$ aids of length $n^{d}$ and involve exactly $2 h$ of them in each such short computation. (Then we will be able to use the conditions recursively in § 6.)

Lemma 3. Let

$$
p=p_{1} \cdots p_{2 h n}, \quad q=q_{1} \cdots q_{2 h n}
$$

be aids of length $2 h n^{d+1}$ with $\pi_{h+2}(p)=\pi_{h+2}(q),\left|p_{j}\right|=\left|q_{j}\right|=n^{d}$ for $1 \leqq j \leqq 2 h n$. Then $\left.p\right|^{\frac{n d+1}{}} q$ if and only if there are $2 n$ aids

$$
\begin{aligned}
x_{i}=x_{i, 1} \cdots x_{i, 2 h}, & 1 \leqq i \leqq n \\
y_{i}=y_{i, 1} \cdots y_{i, 2 h}, & 1 \leqq i \leqq n
\end{aligned}
$$

with $\left|x_{i, j}\right|=\left|y_{i, j}\right|=n^{d},\left.x_{i}\right|^{n^{n}} y_{i}$ for $1 \leqq i \leqq n, 1 \leqq j \leqq 2 h$ and also an "address" function

$$
\text { addr: }\{1, \cdots, n\} \times\{1, \cdots, 2 h\} \rightarrow\{1, \cdots, 2 h n\}
$$

such that the seven conditions below hold for all $i, j$. (Informally, $\operatorname{addr}(i, j)$ is the "page number" within the longer aids ( $2 h n$ pages long) of the $j$ th pages from the shorter aids $x_{i}$ and $y_{i}$ (only $2 h$ pages long) taking part in the $i$ th of the $n$ subcomputations.)

1) $\operatorname{addr}(i, j+1)>\operatorname{addr}(i, j)$.
2) $\operatorname{addr}(i, j+1)=1+\operatorname{addr}(i, j)$
if ] is not a suffix of $\pi_{h+2}\left(x_{i, j}\right)$.
3) $p_{j} \leqq x_{i_{1}, j_{1}}$ whenever $j=\operatorname{addr}\left(i_{1}, j_{1}\right)$.
4) $p_{i} \approx q_{i}$ whenever
$1 \leqq i^{\prime} \leqq n \Rightarrow \operatorname{addr}\left(i^{\prime}, j^{\prime}\right) \neq j$.
5) $p_{i} \approx x_{i_{1}, j_{1}}$ whenever
$1 \leqq i^{\prime}<i_{1} \Rightarrow \operatorname{addr}\left(i^{\prime}, j^{\prime}\right) \neq j$,
$\operatorname{addr}\left(i_{1}, j_{1}\right)=j$.
6) $y_{i_{1}, i_{1}} \approx x_{i_{2}, i_{2}}$ whenever $i_{1}<i_{2}$ and
$i_{1}<i^{\prime}<i_{2} \Rightarrow \operatorname{addr}\left(i^{\prime}, j^{\prime}\right) \neq \operatorname{addr}\left(i_{1}, j_{1}\right)$,
$\operatorname{addr}\left(i_{2}, j_{2}\right)=\operatorname{addr}\left(i_{1}, j_{1}\right)$.
7) $y_{i_{1}, j_{1}} \approx q_{j}$ whenever
$i_{1}<i^{\prime} \leqq n \Rightarrow \operatorname{addr}\left(i^{\prime}, j^{\prime}\right) \neq \operatorname{addr}\left(i_{1}, j_{1}\right)$,
$j=\operatorname{addr}\left(i_{1}, j_{1}\right)$.
Proof. $(\Rightarrow)$ If $\left.p\right|^{n^{n+1}} q$, then there are aids $r_{0}, r_{1}, \cdots, r_{n}$ such that

$$
p=\left.\left.\left.r_{0}\right|^{n^{d}} r_{1}\right|^{n \underline{n}} \cdots\right|^{\underline{n d}} r_{n}=q .
$$

If we parse $r_{i-1}, r_{i}$ into blocks of length $n^{d}$, then a computation $\left.r_{i-1}\right|^{\text {nd }^{d}} r_{i}$ can involve at most $2 h$ pairs of blocks (two pairs for each head). We can select these pairs (in order) to be

$$
x_{i, 1}, y_{i, 1}, \cdots, x_{i, 2 h}, y_{i, 2 h}, \quad \text { respectively, }
$$

adding new brackets on track $h+2$ to indicate new excisions. For $\operatorname{addr}(i, j)$, we can take the position of the $j$ th selected pair of blocks.
$(\Leftarrow)$ Assume we have the $x_{i}$ 's, $y_{i}$ 's, addr as described. For each $i(0 \leqq i \leqq n)$, we can construct an aid $r_{i}=r_{i, 1} \cdots r_{i, 2 h n}$ with

$$
\begin{aligned}
& r_{0, j} \approx p_{i} \text { for } 1 \leqq j \leqq 2 h n, \\
& r_{i, j} \approx \begin{cases}r_{i-1, j} & \text { if } j \notin\left\{\operatorname{addr}\left(i, j_{1}\right) \mid 1 \leqq j_{1} \leqq 2 h\right\}, \\
y_{i, j_{1}} & \text { if } j=\operatorname{addr}\left(i, j_{1}\right)\end{cases} \\
& \quad \text { for } 0<i \leqq n, \quad 1 \leqq j \leqq 2 h n \\
& \pi_{h+2}\left(r_{i}\right)=\pi_{h+2}(p) \text { for } 0 \leqq i \leqq n
\end{aligned}
$$

Then $p=\left.\left.\left.r_{0}\right|^{\underline{n d}} r_{1}\right|^{\underline{n d}} \cdots\right|^{\text {nd }} r_{n}=q$.

## 6. Simulation of one-dimensional Turing machines.

Lemma 4. Let $M$ be a fixed nondeterministic one-dimensional $h$-head Turing machine. For each d, let

$$
L_{d}=\cup_{n}\left\{(p, q) \left\lvert\,\left(p \text { and } q \text { are d-boxes of type }(n, \cdots, n, 2 h n) \text { with } s(p) \left\lvert\, \frac{n d}{M} s(q)\right.\right\}\right.,\right.
$$

where $(p, q)$ is the $d$-box defined by

$$
(p, q)(\mathbf{v})=(p(\mathbf{v}), q(\mathbf{v}))
$$

for every $\mathbf{v} \in \operatorname{dom}((p, q))=\operatorname{dom}(p)=\operatorname{dom}(q)$. Then $L_{d} \in N I A^{\prime}(d)$.
Proof. Let $\Gamma$ be the $(h+2)$-track alphabet

$$
(Q \cup\{0\}) \times \cdots \times(Q \cup\{0\}) \times \Sigma \times\{0,[,]\}
$$

where $Q(0 \notin Q)$ is the finite control state set of $M$ and $\Sigma$ is the tape alphabet of $M$.
The proof is by induction on $d$. By [12] $N T M^{\prime}(1) \subseteq N I A^{\prime}(1)$, and obviously $L_{1} \in N T M^{\prime}(1)$. In the induction step, we use the fact $L_{d} \in N I A^{\prime}(d)$ to show $L_{d+1} \in N I A^{\prime}(d+1)$. At a high level, the $(d+1)$-dimensional algorithm closely follows Lemma 3, so its correctness should be apparent.

1. Check that the input $(d+1)$-box $(p, q)$ is of type $(n, \cdots, n, 2 h n)$ for some $n$, with $s(p), s(q)$ aids of $M, \pi_{h+2}(s(p))=\pi_{h+2}(s(q))$. Let $p_{i}, q_{i}(1 \leqq j \leqq 2 h n)$ be the $d$-boxes of type $(n, \cdots, n)$ with
(See Fig. 3.)

$$
\begin{aligned}
& p=p_{1} C_{d+1} \cdots C_{d+1} p_{2 h n}, \\
& q=q_{1} C_{d+1} \cdots C_{d+1} q_{2 h n} .
\end{aligned}
$$

2. Nondeterministically. guess $(x, y)$ to be the $(d+1)$-concatenation of $n$ $d$-boxes $\left(x_{i}, y_{i}\right)$ over $\Gamma(1 \leqq i \leqq n)$, each of type $(n, \cdots, n, 2 h n)$. Let $x_{i, j}, y_{i, j}(1 \leqq i \leqq$ $n, 1 \leqq j \leqq 2 h$ ) be the $d$-boxes of type ( $n, \cdots, n$ ) with

$$
\begin{aligned}
& x_{i}=x_{i, 1} C_{d} \cdots C_{d} x_{i, 2 h}, \\
& y_{i}=y_{i, 1} C_{d} \cdots C_{d} y_{i, 2 h} .
\end{aligned}
$$

(See Fig. 4.)
3. Use the induction hypothesis to check that $\left(x_{i}, y_{i}\right) \in L_{d}$ for $1 \leqq i \leqq n$.
4. Nondeterministically guess an address for each of the $d$-boxes $p_{i}$ and $x_{i, j}$. Assign the address addr $(j)$ of $p_{i}$ to $q_{j}$ as well, and assign the address addr $(i, j)$ of $x_{i, j}$ to $y_{i, j}$ as well.
5. Check that $\operatorname{addr}(j)=j$.
6. Check that

$$
\begin{aligned}
& \operatorname{addr}(i, j+1)>\operatorname{addr}(i, j) \\
& \operatorname{addr}(i, j+1)=1+\operatorname{addr}(i, j)
\end{aligned}
$$

$$
\text { whenever }] \text { is not a suffix of } \pi_{h+2}\left(s\left(x_{i, j}\right)\right) \text {. }
$$

7. Nondeterministically change some brackets to 0 's in $\pi_{h+2}(x)$, and set $\pi_{h+2}(y) \leftarrow \pi_{h+2}(x)$ after these changes. (This is a slight departure from 3) of Lemma 3. The intention is to remove precisely the brackets (if any) that occur in $x_{i, j}$ but not in $p_{\text {addr }(i, j)}$. By strengthening the $\approx$ 's to equalities in 4)-7) of Lemma 3, we will check to make sure that the following holds for all $i, j$ after this modification:

$$
\left.\pi_{h+2}\left(x_{i, j}\right)=\pi_{h+2}\left(y_{i, j}\right)=\pi_{h+2}\left(p_{\operatorname{addr}(i, j)}\right) .\right)
$$

8. Check that $s\left(p_{j}\right)=s\left(q_{j}\right)$ whenever

$$
1 \leqq i^{\prime} \leqq n \Rightarrow \operatorname{addr}\left(i^{\prime}, j^{\prime}\right) \neq \operatorname{addr}(j) .
$$

9. Check that $s\left(p_{i}\right)=s\left(x_{i_{1}, j_{1}}\right)$ whenever

$$
\begin{aligned}
& 1 \leqq i^{\prime}<i_{1} \Rightarrow \operatorname{addr}\left(i^{\prime}, j^{\prime}\right) \neq \operatorname{addr}(j) \\
& \operatorname{addr}\left(i_{1}, j_{1}\right)=\operatorname{addr}(j)
\end{aligned}
$$

10. Check that $s\left(y_{i_{1}, j_{1}}\right)=s\left(x_{i_{2}, j_{2}}\right)$ whenever $i_{1}<i_{2}$ and

$$
\begin{aligned}
& i_{1}<i^{\prime}<i_{2} \Rightarrow \operatorname{addr}\left(i^{\prime}, j^{\prime}\right) \neq \operatorname{addr}\left(i_{1}, j_{1}\right), \\
& \operatorname{addr}\left(i_{2}, j_{2}\right)=\operatorname{addr}\left(i_{1}, j_{1}\right) .
\end{aligned}
$$

11. Check that $s\left(y_{i_{1}, j_{1}}\right)=s\left(q_{j}\right)$ whenever

$$
\begin{aligned}
& i_{1}<i^{\prime} \leqq n \Rightarrow \operatorname{addr}\left(i^{\prime}, j^{\prime}\right) \neq \operatorname{addr}\left(i_{1}, j_{1}\right), \\
& \operatorname{addr}(j)=\operatorname{addr}\left(i_{1}, j_{1}\right) .
\end{aligned}
$$



Fig. 3. The given pair ( $p, q$ )


Fig. 4. The guessed pairs $\left(x_{i}, y_{i}\right)$

Finally, let us elaborate on how the steps above may be carried out in linear time.

1. Even a $(d+1)$-dimensional multihead Turing machine can check in linear time that its input $(d+1)$-box is of type $(n, \cdots, n, 2 h n)$ for some $n$, so a $(d+1)$-dimensional iterative array can, too [12]. By Lemma 1 , the check that $(s(p), s(q))$ belongs to the regular language

$$
\left\{(u, v) \mid u, v \text { are aids of } M \text { with } \pi_{h+2}(u)=\pi_{h+2}(v)\right\}
$$

also requires only linear time.
2. First, the array sets up a constant $(d+1)$-box of type ( $n, \cdots, n, 2 h n, n$ ) in linear time by starting with a trivial constant $(d+1)$-box of type $(1, \cdots, 1)$, converting that to one of type ( $n, 1, \cdots, 1$ ) by shifting $n-1$ times in dimension 1 ,
converting that to one of type ( $n, n, 1, \cdots, 1$ ) by shifting $n-1$ times in dimension 2 , and so on. In a single final transition, the array independently guesses a character from $\Gamma$ at each position in the constant $(d+1)$-box.
3. In this step the $(d+1)$-dimensional array behaves essentially like a one-dimensional array of $d$-dimensional arrays, each of which recognizes $L_{d}$ in linear time, recording the outcome at its "origin"-actually a position of the form $(0, \cdots, 0, i) \in Z^{d+1}$. After enough time has passed, the array need only check whether the outcomes recorded at the positions $(0, \cdots, 0, i)$ for $1 \leqq i \leqq n$ are all "accept."
4. The guessed objects are actually $d$-boxes of type $(n, \cdots, n)$ over $\{0,1\}$, superimposed on each $p_{i}$ and $x_{i, j}$. The addresses are the numbers whose binary representations are the images of those respective $d$-boxes under the map $s$. The address of each $p_{i}$ or $x_{i, j}$ is assigned also to the corresponding $q_{j}$ or $y_{i, j}$ by simply creating copies of the guessed $d$-boxes.

5-6. To delimit the strings $s\left(p_{i}\right)$ (and their addresses) within $s(p)$, specially mark the last character of each $s\left(p_{i}\right)$ (and of its address); i.e., specially mark the positions $(n, \cdots, n, i) \in Z^{d+1}$ for $1 \leqq i \leqq 2 h n$. Similarly delimit the strings $s\left(q_{j}\right)$, $s\left(x_{i, j}\right), s\left(y_{i, j}\right)$ (and their addresses). Use some other special mark to delimit the strings $s\left(x_{i}\right), s\left(y_{i}\right)$ as well.

For step 5, shift a copy of each $p_{i}$ 's address $d$-box up in dimension $d+1$ to $p_{i+1}$ 's address $d$-box. Appeal to Lemma 1 for linear-time verification that $\operatorname{addr}(1)=1$ and that $\operatorname{addr}(j+1)=1+\operatorname{addr}(j)$ for $1 \leqq j<2 h n$. For step 6 , shift a copy of each $x_{i, j}$ and its address $d$-box up $n$ times in dimension $d$ to $x_{i, j+1}$ and its address $d$-box, and again appeal to Lemma 1.
$8-11$. By routine shifting, the array can construct in linear time a $(d+1)$ box $r=r_{1} C_{d+1} \cdots C_{d+1} r_{8 h n}$ of type ( $n, \cdots, n, 8 h n$ ) with
$\left(\operatorname{data}\left(r_{k}\right), s\left(\operatorname{key}\left(r_{k}\right)\right), \operatorname{sex}\left(r_{k}\right)\right) \leftarrow$

$$
\begin{cases}\left(p_{k}, \operatorname{addr}(k), m\right) & \text { if } 1 \leqq k \leqq 2 h n, \\ \left(x_{i, j}, \operatorname{addr}(i, j), f\right) & \text { if } 2 h n+1 \leqq k \leqq 6 h n \text { and } k \\ & =2 h n+(i-1) \cdot 4 h+(2 j-1), \\ \left(y_{i, j}, \operatorname{addr}(i, j), m\right) & \text { if } 2 h n+1 \leqq k \leqq 6 h n \text { and } k \\ & =2 h n+(i-1) \cdot 4 h+2 j, \\ \left(q_{k-6 h n}, \operatorname{addr}(k-6 h n), f\right) & \text { if } 6 h n+1 \leqq k \leqq 8 h n,\end{cases}
$$

where $m, f:\{1, \cdots, n\}^{d} \rightarrow\{0,1\}$ are constantly 0,1 , respectively. It is easy to see that steps $8-11$ should merely check whether $r$ belongs to the language of Lemma 2.

Theorem 1. $\operatorname{NTIME}\left(n^{d}\right) \subseteq N I A(d)$.
Proof. Let $M$ be a fixed nondeterministic one-dimensional $h$-head Turing machine which accepts within time $n^{d}$. Without loss of generality, make the following assumptions about $M$ :

1. The worktape of $M$ is infinite to the right only.
2. The input to $M$ is found initially written at the beginning of an otherwise blank worktape. (Assume $B$ is the blank symbol of $M$.)
3. Initially $M$ is in control state $q_{0}$ with all $h$ heads scanning the leftmost worktape square.
4. $M$ accepts by entering control state $q_{f}$ with all $h$ heads scanning the leftmost square of a blank worktape.
5. Rather than "halt" when it enters control state $q_{f}, M$ technically continues to go through transitions which do not change anything.
Let $L_{d}$ be as in Lemma 4. A nondeterministic $d$-dimensional iterative array can accept $L(M)$ in linear time as follows:
6. If the input string is $x,|x|=n$, then set up a $d$-box $(p, q)$ of type ( $n, \cdots, n, 2 h n$ ) with $s(p), s(q)$ aids of $M$ such that

$$
\begin{aligned}
& \pi_{i}(s(p))=q_{0} 0^{2 h n d-1} \quad \text { for } 1 \leqq i \leqq h, \\
& \pi_{h+1}(s(p))=x B^{2 h n d-n}, \\
& \pi_{h+2}(s(p))=\left[0^{2 h n d-2}\right], \\
& \pi_{i}(s(q))=q_{f} 0^{2 h n d-1} \quad \text { for } 1 \leqq i \leqq h, \\
& \pi_{h+1}(s(q))=B^{2 h n d}, \\
& \pi_{h+2}(s(q))=\left[0^{2 h n d-2}\right] .
\end{aligned}
$$

2. Check that $(p, q) \in L_{d}$ (Lemma 4).

Corollary 1.1. For any time bound T, all of NTIME (T) is contained in the class of languages accepted within time proportional to $n+T(n)^{1 / d}$ by nondeterministic d-dimensional iterative arrays.

Proof. If the one-dimensional Turing machine $M$ accepts $L$ within time $T$ and $p$ is a new "padding" character, then $L^{\prime}=\left\{x p^{k}\left|x \in L,\left|x p^{k}\right|^{d} \geqq\right.\right.$ minimum time for $M$ to accept $x\} \in \operatorname{NTIME}\left(n^{d}\right) \subseteq N I A(d)$. If the $d$-dimensional iterative array $M^{\prime}$ accepts $L^{\prime}$ within time $c n$, then a $d$-dimensional iterative array can accept $L$ within time proportional to $n+T(n)^{1 / d}$ by operating as follows on input $x$ : For $i=$ $0,1,2, \cdots$, simulate $M^{\prime}$ on input $x p^{2 i}$ for $c \cdot\left|x p^{2 i}\right|$ steps, accepting if $M^{\prime}$ ever does.

## 7. Simulation by one-dimensional Turing machines.

Theorem 2. $X I A(d) \subseteq X T I M E\left(n^{d+1}\right)$ for each prefix $X \in\{N, D, Q\}$.
Proof. We give the simulation for $X \in\{D, Q\}$; the simulation for the prefix $X=N$ is similar. Without loss of generality, let the acceptor $M$ be a deterministic $d$-dimensional iterative array (without extra features such as direct central control [12]) in which only the computing elements at positions belonging to $N^{d}$ (i.e., with nonnegative coordinates) ever leave the quiescent state (see [2]). We give a step-by-step simulation of $M$ by a deterministic one-dimensional ( $2 d+1$ )-head Turing machine which spends about $t^{d}$ steps to simulate the $t$ th step in each computation by $M$.

For any fixed input to $M$ and each nonnegative integer $t$, let $p(t)$ be the $d$-box of type $(t+1, \cdots, t+1)$ with $p(t)(\mathbf{v})$ equal for each $\mathbf{v} \in \operatorname{dom}(p(t))$ to the state after $t$ steps of computation by $M$ of the finite-state computing element at position $\mathbf{v}-\mathbf{1}$. (All other finite-state computing elements must still be quiescent at time $t$.) The simulating Turing machine will write $s(p(0))$ on its worktape and then use a linear-time algorithm to construct $s(p(t+1))$ from $s(p(t))$ repeatedly. Thus $s(p(t))$ will be constructed within time proportional to $t \cdot|s(p(t))|=t \cdot(t+1)^{d}$, as desired.

For each prefix of $s(p(t))$, the simulator will also record the largest $d^{\prime} \leqq d$ for which the length of the prefix is divisible by $(t+1)^{d^{\prime}}$. This information can be recorded interspersed between the characters of $s(p(t))$. Formally, then, the maintained string will actually be a member of $\Sigma(K \Sigma)^{*}$, where $K$ is the state set of each finite-state computing element of $M$ and $\Sigma=\{0,1, \cdots, d\}$. For example, the first character of this string is always $d$ since the length 0 of the null prefix is certainly divisible by $(t+1)^{d}$.

We divide the derivation of $s(p(t+1))$ from $s(p(t))$ into two subtasks, the first of which is to actually simulate a transition by $M$. For each $\mathbf{v} \in Z^{d}$ with $0 \leqq \pi_{i}(\mathbf{v}) \leqq t$ for all $i$, let loc(v,t) be the position in the string $s(p(t))$ of the state at time $t$ of the computing element at position $\mathbf{v}$ of $M$. To simulate a transition by $M$, we initially position head $H_{0}$ at position $\operatorname{loc}(\mathbf{0}, t)=1$ and head $H_{+i}($ for $1 \leqq i \leqq d)$ at position $\operatorname{loc}(0, t)+(t+1)^{i-1}$ in $s(p(t))$. (The latter is the position just beyond the first $s(p(t))$ boundary to the right that is labeled by $i-1 \in \Sigma$.) We position head $H_{-i}($ for $1 \leqq i \leqq d)$ equally distant from $H_{0}$ but in the other direction. (Initially, then, $H_{-i}$ is positioned somewhere to the left of $s(p(t))$.) Moving all $2 d+1$ heads synchronously across $s(p(t))$ until $H_{0}$ reaches $\operatorname{loc}((t, \cdots, t), t)=|s(p(t))|$ and keeping track of when a boundary labeled $\geqq i$ intervenes between $H_{0}$ and $H_{+i}$ or between $H_{-i}$ and $H_{0}$ (for $1 \leqq i \leqq d$ ), the simulator can produce an updated version $s\left(p^{\prime}(t)\right)$ of $s(p(t))$ in linear time. To see this, just make the following observations:

1) If no boundary labeled $\geqq i$ intervenes between positions $\operatorname{loc}(\mathbf{v}, t)$ and $\operatorname{loc}(\mathbf{v}, t)+(t+1)^{i-1}$ in $s(p(t))$, then $\operatorname{loc}\left(\mathbf{v}+\mathbf{e}_{\mathbf{i}}, t\right)=\operatorname{loc}(\mathbf{v}, t)+(t+1)^{i-1}$; otherwise, the computing element at position $\mathbf{v}+\mathbf{e}_{\mathbf{i}}$ in the array is still in the quiescent state at time $t$.
2) If no boundary labeled $\geqq i$ intervenes between positions $\operatorname{loc}(\mathbf{v}, t)-$ $(t+1)^{i-1}$ and $\operatorname{loc}(\mathbf{v}, t)$ in $s(p(t))$, then $\operatorname{loc}\left(\mathbf{v}-\mathbf{e}_{\mathbf{i}}, t\right)=\operatorname{loc}(\mathbf{v}, t)-(t+1)^{i-1}$; otherwise, the computing element at position $\mathbf{v}-\mathbf{e}_{\mathbf{i}}$ in the array is in the quiescent state because the position has a negative $i$ th coordinate.

The second subtask, of course, is to derive $s(p(t+1))$, along with the appropriate boundary labels, from $s\left(p^{\prime}(t)\right)$ and its boundary labels. Observe that $p(t+1)$ is the type $(t+2, \cdots, t+2) d$-box that agrees with the type $(t+1, \cdots, t+$ 1) $d$-box $p^{\prime}(t)$ on its domain and is the quiescent state $q_{0}$ elsewhere. One linear-time algorithm for the subtask involves copying $s\left(p^{\prime}(t)\right)$ and its boundary labels onto a new track, making appropriate amendments in the process. The old string, a member of $(\Sigma-\{0\})(K \Sigma)^{*}$, parses unambiguously into pieces from $(\Sigma-\{0\})(K\{0\})^{*}$. In the algorithm, each piece is copied whole, the only amendments being made between pieces. The amendments are determined in each case by the initial label in the following piece and the current cumulative contents of the new track. If the initial label of the next piece is $d^{\prime}$, then $d^{\prime}$ consecutive amendments are made. The $d^{\prime \prime}$-th amendment matches everything accumulated on the new track so far, starting with the last label $d^{\prime \prime}-1$ and including even the most recent amendments, except that $q_{0}$ is substituted for every character from $K$. One head on the old track and two heads on the new track suffice. It is easy to see that the algorithm requires time that is only linear in the length of the string on the new track, and it is easy to prove by induction that the amendments are correct.

Corollary 2.1. For any time bound $T$, $\operatorname{NTIME}\left(T^{d+1}\right), \operatorname{DTIME}\left(T^{d+1}\right)$, QTIME $\left(T^{d+1}\right)$ include all languages accepted within time $T$ by d-dimensional iterative arrays which are nondeterministic, deterministic off-line, deterministic on-line, respectively.

Corollary 2.2. $\cup_{d} \operatorname{NIA}(d)=\cup_{d} \operatorname{NTIME}\left(n^{d}\right)=\mathrm{NP}$.
Corollary 2.3. NIA $(d) \subsetneq N I A(d+2)$.
Proof. Cook's nondeterministic time hierarchy theorem [3] gives NTIME $\left(n^{d+1}\right) \subsetneq \operatorname{NTIME}\left(n^{d+2}\right)$, so

$$
\begin{aligned}
N I A(d) & \subseteq N T I M E\left(n^{d+1}\right) \quad(\text { by Theorem } 2) \\
& \subsetneq N T I M E\left(n^{d+2}\right) \\
& \subseteq N I A(d+2) \quad(\text { by Theorem } 1)
\end{aligned}
$$

Remarks. (i) It follows that Theorem 1 is optimal to within one dimension; for, if we had NTIME $\left(n^{d+2}\right) \subseteq N I A(d)$, the proof of Corollary 2.3 would yield NIA (d)؟NIA(d). Our conjecture is that Theorem 1 actually is optimal.
(ii) Similarly, Theorem 2 is optimal to within one dimension.
(iii) The refined nondeterministic time hierarchy theorem of [13] gives tighter results such as $\operatorname{NTIME}\left(n^{d+1} / \log n\right) \subsetneq \operatorname{NTIME}\left(n^{d+1}\right)$, so strengthening Theorem 2 just a bit to $X I A(d) \subseteq X T I M E\left(n^{\frac{d}{d}+1} / \log n\right)$ would tighten Corollary 2.3 to $\operatorname{NIA}(d) \subsetneq N I A(d+1)$. Kosaraju has shown that every context-free language belongs to $\operatorname{DIA}(2)$ [8], so it would also give a less-than-cubic time upper bound on context-free language recognition by deterministic one-dimensional Turing machines. Our conjecture, however, is that Theorem 2 (but probably not Corollary 2.3) already is optimal.

Corollary 2.4. $\cup_{d} N T M(d) \subsetneq N I A(2)$.
Proof. For each $d$ and each $X \in\{N, D, Q\}, N T M(d) \subseteq \operatorname{NTIME}\left(n^{2-1 / d}\right)[11]$. Using this fact for $X=N$, we have

$$
\begin{aligned}
\bigcup_{d} N T M(d) & \subseteq \bigcup_{d} \operatorname{NTIME}\left(n^{2-1 / d}\right) \\
& \subseteq \operatorname{NTIME}\left(n^{2} / \log n\right) \\
& \subseteq N T I M E\left(n^{2}\right) \quad(\text { by }[13]) \\
& \subseteq \operatorname{NIA}(2) \quad(\text { by Theorem } 1) .
\end{aligned}
$$

8. Related deterministic questions and summary. A motivation for our work has been to learn the effects, if any, of parallelism (the unbounded activity of iterative arrays) and dimension on computing time. Allowing nondeterminism as well has allowed us to draw some interesting conclusions, especially Corollary 2.4, which says that unbounded activity in two dimensions is more powerful than bounded activity in any number of dimensions. Because it is not known for sure whether nondeterminism ever saves time (except for on-line models (see below)), however, our results are of interest in connection with their more important deterministic analogues, even if the proof of Theorem 1 does not generalize. In this section we bring together the known deterministic analogues of the results of the preceding sections. (See Table 1 for a summary.)

TAble 1
Summary

| Assertion | Prefix | Best known results | Conjectures |
| :---: | :---: | :---: | :---: |
| $X T I M E\left(n^{d}\right) \subseteq X I A\left(d^{\prime}\right)$ | $\begin{aligned} & Q \\ & D \\ & N \end{aligned}$ | $d^{\prime}=d$ | $\begin{aligned} & \neg \exists d^{\prime} \\ & \neg \exists d^{\prime} \\ & \neg \exists d^{\prime}<d \end{aligned}$ |
| $X I A(d) \subseteq X T I M E(T(n))$ | $\begin{aligned} & Q \\ & D \\ & N \end{aligned}$ | $\begin{aligned} & T(n)=n^{d+1} \\ & T(n)=n^{d+1} \\ & T(n)=n^{d+1} \end{aligned}$ | Optimal Optimal Optimal |
| $X T M(d) \subseteq X I A\left(d^{\prime}\right)$ | $\begin{aligned} & Q \\ & D \\ & N \end{aligned}$ | $\begin{aligned} d^{\prime} & =d \\ d^{\prime} & =d \\ d^{\prime} & =2 \end{aligned}$ | $\begin{aligned} & \neg \exists d^{\prime}<d \\ & \neg \exists d^{\prime}<d \\ & \neg \exists d^{\prime}<2 \end{aligned}$ |
| $X I A\left(d^{\prime}\right)-X T M(d) \neq \varnothing$ | $\begin{aligned} & Q \\ & D \\ & N \end{aligned}$ | $\begin{aligned} & d^{\prime}=1 \\ & d^{\prime}=2 \end{aligned}$ | $\begin{aligned} d^{\prime} & =1 \\ d^{\prime} & =1 \end{aligned}$ |
| $X I A(d) \subseteq X T M\left(d^{\prime}\right)$ | $\begin{aligned} & Q \\ & D \\ & N \end{aligned}$ | $\neg \exists d^{\prime}$ <br> $\neg \exists d^{\prime}$ unless $d=1$ | $\begin{aligned} & \neg \exists d^{\prime} \\ & \neg \exists d^{\prime} \end{aligned}$ |
| $X T M\left(d^{\prime}\right)-X I A(d) \neq \varnothing$ | $\begin{aligned} & Q \\ & D \\ & N \end{aligned}$ | $d^{\prime}=d+1$ <br> $\neg \exists d^{\prime}$ unless $d=1$ | $\begin{aligned} & d^{\prime}=d+1 \\ & \text { NTM }(2)-\text { NIA }(1) \neq \varnothing \end{aligned}$ |
| $X T M(d) \subseteq X T M\left(d^{\prime}\right)$ | $\begin{aligned} & Q \\ & D \\ & N \end{aligned}$ | $d^{\prime}=d+1$ | $\begin{aligned} & d^{\prime}=d+1 \\ & d^{\prime}=d+1 \end{aligned}$ |
| $X I A(d) \subsetneq X I A\left(d^{\prime}\right)$ | $\begin{aligned} & Q \\ & D \\ & N \end{aligned}$ | $\begin{aligned} & d^{\prime}=d+1 \\ & d^{\prime}=d+2 \end{aligned}$ | $\begin{aligned} d^{\prime} & =d+1 \\ d^{\prime} & =d+1 \end{aligned}$ |

Although we have shown $\operatorname{NTIME}\left(n^{d}\right) \subseteq N I A(d)$, our proof sheds no real light on the related deterministic questions. We do not know whether even $\operatorname{DTIME}\left(n^{d}\right) \subseteq \cup_{d} \operatorname{DIA}(d)$ or $\operatorname{QTIME}\left(n^{d}\right) \subseteq \cup_{d} \operatorname{QIA}(d)$ holds. Conversely, our proof that $X I A(d) \subseteq X T I M E\left(n^{d+1}\right)$ goes through for any $X \in\{N, D, Q\}$.

Similarly, we have shown that $N I A(d) \cong N I A(d+2)$, but we have no idea whether even $D I A(d) \subsetneq \cup_{d} D I A(d)$ is true. In the on-line case, however, we have even stronger results, witnessed by examples of Hennie [5]. Cook and Aanderaa [4] have observed that those examples and Hennie's information-theoretic argument apply to iterative arrays as well as to Turing machines, giving $Q T M(d+1)-$ $\operatorname{QIA}(d) \neq \varnothing .^{2}$ By [12], $\operatorname{QTM}(d) \subseteq Q I A(d)$, so we get both $Q T M(d) \subsetneq$

[^70]$\operatorname{QTM}(d+1)$ (cf., Hennie [5]) and $\operatorname{QIA}(d) \subsetneq Q I A(d+1)$ (cf., Cole [2]) as corollaries. (Both $D T M(d) \subsetneq D T M(d+1)$ and $N T M(d) \subsetneq N T M(d+1)$ are unsettled conjectures.)

Our result $\cup_{d} N T M(d) \subsetneq N I A(2)$ easily yields $N T M(d) \subsetneq N I A(d)$ for every $d \geqq 2$. For off-line deterministic machines, as usual, all such questions are open. For on-line deterministic machines, however, a strong result is again known: $Q I A(1)-\cup_{d} Q T M(d) \neq \varnothing$. In particular, Atrubin [1] has designed a deterministic on-line one-dimensional iterative array that multiplies in linear time (in fact in real time), while Cook and Aanderaa [4] have shown that no on-line deterministic multidimensional multihead Turing machine can do so. (On-line multiplication of binary numbers, of course, is easily converted to an on-line language acceptance problem). Thus $Q T M(d) \subsetneq Q I A(d)$ for every $d$. Of course we cannot have $\cup_{d} Q T M(d) \subseteq Q I A(d)$ for any $d$, for that would contradict $Q T M(d+1)-$ $\operatorname{QIA}(d) \neq \varnothing$.
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#### Abstract

The problem of generating all the maximal independent sets (or maximal cliques) of a given graph is fundamental in graph theory and is also one of the most important in terms of the application of graph theory. In this paper, we present a new efficient algorithm for generating all the maximal independent sets, for which processing time and memory space are bounded by $O(n m \mu)$ and $O(n+m)$, respectively, where $n, m$, and $\mu$ are the numbers of vertices, edges, and maximal independent sets of a graph.
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1. Introduction. The efficient search for all the maximal independent sets (or maximal cliques) is fundamental in the theory of graphs and its applications [4], [6], and is also interesting in terms of complexity of computation.

The problem of listing all the maximal independent sets of a given graph is equivalent to that of listing all the maximal cliques of a graph, since each maximal independent set of a graph $G$ corresponds one-to-one to each maximal clique of the complementary graph of $G$. Thus, the former can be reduced to the latter, and vice versa.

A number of authors have proposed a variety of approaches to this problem [1], [2], [3], [5], [7], [9], [10], among which those proposed by Bierstone noted in [2], Akkoyunlu [1], and Bron-Kerbosch [5] are distinctive in the sense that they can be applied to a graph of comparatively large size. Specifically, the algorithm in [2] finds all the maximal cliques of a graph in processing time proportional to $\nu^{2}$ in the worst case, where $\nu$ is the number of the maximal cliques, and the algorithm in [5] empirically can be applied more efficiently than that of [2], but without any theoretical estimation of complexity.

The present paper considers a new efficient algorithm for generating all the maximal independent sets of a given graph $G$ in processing time bounded by $O(n m \mu)$, where $n, m$, and $\mu$ are the numbers of vertices, edges, and all the maximal independent sets of $G$, respectively. This method is based on a modified application of the vertex sequence method of [2], combined with a backtracking method different from that employed in [1] or [5].

A graph is denoted by $G=[V, E]$, where $V$ is a set of vertices, and $E$ is a set of edges, each represented by an unordered pair $\langle v, w\rangle$ of its end vertices $v$ and $w$.

[^71]Unless otherwise stated, a graph of our interest henceforth does not contain any self-loop or any multiple edge. For any edge $\langle v, w\rangle$ of graph $G,\langle v, w\rangle$ is said to be incident to $v$ and $w$, and $v$ and $w$ are said to be adjacent each other. Given a graph $G=[V, E]$, let $\Gamma_{G}(v)$ for any $v \in V$ be a set of vertices adjacent to $v$ in $G$, that is,

$$
\begin{equation*}
\Gamma_{G}(v) \triangleq\{w \mid\langle v, w\rangle \in E\} . \tag{1}
\end{equation*}
$$

Given a set $S \subset V$ of vertices of $G$, if any pair of distinct vertices in $S$ are not adjacent each other, then $S$ is called an independent set of $G$, henceforth abbreviated simply to IS, and any such $S$ which is not contained in any other IS is called a maximal independent set of $G$, abbreviated to MIS.
2. Main theorem. Given a set $W \subset V$ of vertices of $G$, let

$$
\begin{equation*}
E(W) \stackrel{\Delta}{=}\{\langle v, w\rangle \in E \mid v, w \in W\} \tag{2}
\end{equation*}
$$

and designate a subgraph $G(W)$ of $G$ as

$$
\begin{equation*}
G(W) \triangleq[V, E(W)] \tag{3}
\end{equation*}
$$

For any $W_{i-1}, W_{i} \subset V$ such that $W_{i}=W_{i-1} \cup\{x\}$ with $x \in V-W_{i-1},{ }^{1}$ let $\mathcal{M}_{i-1}$ and $\mathcal{M}_{i}$ be sets of the MIS's of $G\left(W_{i-1}\right)$ and $G\left(W_{i}\right)$, respectively, and consider a relation between $\mathcal{M}_{i-1}$ and $\mathcal{M}_{i}$ in the following.

For simplicity, let $\Gamma_{i}(v) \stackrel{\Delta}{\underline{\Delta}} \Gamma_{G\left(W_{i}\right)}(v)$ and $A \stackrel{\Delta}{\Delta} \Gamma_{i}(x)$ for $x \in W_{i}-W_{i-1}$; then for

$$
\begin{align*}
& \mathcal{M}_{i-1}(x, \bar{A}) \triangleq\left\{M^{\prime} \in \mathcal{M}_{i-1} \mid M^{\prime} \cap A=\varnothing\right\},  \tag{4}\\
& \mathscr{M}_{i-1}(x, A) \triangleq\left\{M^{\prime} \in \mathscr{M}_{i-1} \mid M^{\prime} \cap A \neq \varnothing\right\}, \tag{5}
\end{align*}
$$

$\mathcal{M}_{i-1}$ can be partitioned in the form

$$
\begin{equation*}
\mathcal{M}_{i-1}=\mathcal{M}_{i-1}(x, \bar{A})+\mathcal{M}_{i-1}(x, A), \tag{6}
\end{equation*}
$$

where " + " denotes the union of two disjoint sets. It should be noted that $x$ is contained in any $M^{\prime} \in \mathcal{M}_{i-1}$, since $x$ is an isolated vertex in $G\left(W_{i-1}\right)$ and also $G\left(W_{i-1}\right)$ has all the vertices of the original graph $G$.

Lemma 1. Let

$$
\begin{equation*}
\mathcal{M}_{i}(\bar{x}, A) \triangleq\left\{M=M^{\prime}-\{x\} \mid M^{\prime} \in \mathcal{M}_{i-1}(x, A)\right\} ; \tag{7}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\mathcal{M}_{i} \supset \mathscr{M}_{i-1}(x, \bar{A})+\mathcal{M}_{i}(\bar{x}, A) \tag{8}
\end{equation*}
$$

Proof. Since $\mathcal{M}_{i} \supset \mathcal{M}_{i-1}(x, \bar{A})$ and $\mathcal{M}_{i-1}(x, \bar{A}) \cap \mathcal{M}_{i}(\bar{x}, A)=\varnothing$ can be readily verified, we shall show $\mathcal{M}_{i}(\bar{x}, A) \subset \mathcal{M}_{i}$. Suppose that any $M \in \mathcal{M}_{i}(\bar{x}, A)$ is not an element of $\mathcal{M}_{i}$; then there exists a nonempty set $X$ such that $M \cap X=\varnothing$ and $M+X \in \mathscr{M}_{i}$, since $M$ is an IS of $G\left(W_{i}\right)$. This implies that $M+X$ is an IS of $G\left(W_{i-1}\right)$. Moreover, we have $x \notin X$, since $M \cap A \neq \varnothing$ and $M+X \in \mathcal{M}_{i}$. Therefore, $M+X+\{x\}$ is an IS of $G\left(W_{i-1}\right)$. This contradicts $M \in \mathcal{M}_{i}(\bar{x}, A)$ or $M+\{x\} \in \mathcal{M}_{i-1}$. Hence the lemma.

Next, we shall show that any element of $\mathscr{M}_{i}-\mathcal{M}_{i-1}(x, \bar{A})-\mathcal{M}_{i}(\bar{x}, A)$ is generated from an element of $\mathscr{M}_{i-1}(x, A)$.

[^72]Lemma 2. Each $M \in \mathcal{M}_{i}-\mathcal{M}_{i-1}(x, \bar{A})-\mathcal{M}_{i}(\bar{x}, A)$ contains $x$, and for any such $M$ there exists $M^{\prime} \in \mathcal{M}_{i-1}(x, A)$ such that
(i) $M \subset M^{\prime}$ and $M^{\prime}-M \subset A\left(=\Gamma_{i}(x)\right)$, and
(ii) for any $y \in M^{\prime} \cap A$ either $\Gamma_{i-1}(y)=\varnothing$ or $\Gamma_{i-1}(z) \cap\left(M^{\prime}-A\right) \neq \varnothing$ for all $z \in \Gamma_{i-1}(y)-A$.

Proof. $1^{\circ}$. We first prove that $M \in \mathcal{M}_{i}-\mathcal{M}_{i-1}(x, \bar{A})-\mathcal{M}_{i}(\bar{x}, A)$ contains $x$. Suppose $x \notin M$, then $M \cap A \neq \varnothing$, since $M$ is an MIS of $G\left(W_{i}\right)$. Moreover, $\Gamma_{i-1}(z) \cap M \neq \varnothing$ for any $z \notin M+\{x\}$, since $M \in \mathcal{M}_{i}$ or $\Gamma_{i}(z) \cap M \neq \varnothing$ for any $z \notin M$. Thus, $M+\{x\}$ is an MIS of $G\left(W_{i-1}\right)$, and hence $M+\{x\} \in M_{i-1}(x, A)$ and $M \in \mathcal{M}_{i}(\bar{x}, A)$. This contradicts the assumption for $M$.
$2^{\circ}$. We now show the existence of $M^{\prime} \in \mathcal{M}_{i-1}(x, A)$ satisfying (i). As can be readily seen, any $M \in \mathcal{M}_{i}-\mathcal{M}_{i-1}(x, \bar{A})-\mathcal{M}_{i}(\bar{x}, A)$ is an IS of $G\left(W_{i-1}\right)$, and hence we can find an MIS $M^{\prime}$ of $G\left(W_{i-1}\right)$ which contains $M$. If $M^{\prime}=M$, then since $x \in M$ and $M \cap A=\varnothing, M^{\prime}=M$ is an element of $M_{i-1}(x, \bar{A})$, which contradicts the assumption for $M$. Thus, $M^{\prime}$ contains $M$ properly. Suppose that a vertex $v \notin A$ belongs to $M^{\prime}-M$; then $\Gamma_{i-1}(v) \cap M^{\prime}=\varnothing$, and hence $\Gamma_{i}(v) \cap M=\varnothing$, since $M^{\prime} \supset M$ and $\Gamma_{i-1}(v)=\Gamma_{i}(v)$ for $v \notin A$. This contradicts $M \in \mathcal{M}_{i}$. Therefore, this $M^{\prime}$ belongs to $\mathscr{M}_{i-1}(x, A)$ and satisfies (i).
$3^{\circ}$. In the following we show that any such $M^{\prime}$ as found in $2^{\circ}$ also satisfies the condition (ii). Since $M^{\prime}$ is an MIS of $G\left(W_{i-1}\right)$, for any $y \in M^{\prime}-M=M^{\prime} \cap A$ either

$$
\begin{equation*}
\Gamma_{i-1}(y)=\varnothing, \tag{9}
\end{equation*}
$$

or

$$
\begin{equation*}
z \notin M \subset M^{\prime} \quad \text { for all } z \in \Gamma_{i-1}(y) . \tag{10}
\end{equation*}
$$

Consider only the latter case, and as can be readily verified, $\Gamma_{i}(z) \cap M=\varnothing$ implies that $M+\{z\}$ is an IS of $G\left(W_{i}\right)$. This contradicts $M \in \mathcal{M}_{i}$. Thus, we have $\Gamma_{i}(z) \cap M=\Gamma_{i}(z) \cap\left(M^{\prime}-A\right) \neq \varnothing$, and hence $\Gamma_{i-1}(z) \cap\left(M^{\prime}-A\right) \neq \varnothing$ for $z \in$ $\Gamma_{i-1}(y)-A$, since $\Gamma_{i-1}(z)=\Gamma_{i}(z)$ for $z \notin A$. This completes the proof.

Given $M^{\prime} \in \mathcal{M}_{i-1}(x, A)$, if $M^{\prime}$ satisfies the condition (ii) in Lemma 2, then let $M^{\prime}$ be said to satisfy condition A.

Based on Lemma 2, we can construct a derivation policy for all the MIS's of $G\left(W_{i}\right)$, which are contained in $\mathcal{M}_{i}-\mathcal{M}_{i-1}(x, \bar{A})-\mathcal{M}_{i}(\bar{x}, A)$, as follows.

Let $\mathscr{C}_{A}$ be a set of those MIS's satisfying condition $A$ which are contained in $\mathcal{M}_{i-1}(x, A)$. We now introduce an equivalence relation " $\equiv$ " in $\mathscr{C}_{A}$ such that $M_{1} \equiv M_{2}$ for $M_{1}, M_{2} \in \mathscr{C}_{A}$ if and only if $M_{1}-A=M_{2}-A$. Then we partition $\mathscr{C}_{A}$ into equivalence classes, and let $\tilde{\mathscr{C}}_{A}$ denote a set of the representatives of the equivalence classes. Define

$$
\begin{equation*}
\tilde{\mathscr{C}}_{\boldsymbol{B}} \stackrel{\Delta}{=}\left\{\boldsymbol{M}=\boldsymbol{M}^{\prime}-A \mid \boldsymbol{M}^{\prime} \in \tilde{\mathscr{C}}_{A}\right\}, \tag{11}
\end{equation*}
$$

then we can see from Lemma 2 that $\mathcal{M}_{i}-\mathcal{M}_{i-1}(x, \bar{A})-\mathcal{M}_{i}(\bar{x}, A) \subset \tilde{\mathscr{C}}_{B}$.
Furthermore, we can prove the following lemma.
Lemma 3. There holds the following equation:

$$
\begin{equation*}
\tilde{\mathscr{C}}_{B}=\mathcal{M}_{i}-\mathcal{M}_{i-1}(x, \bar{A})-\mathcal{M}_{i}(\bar{x}, A) \tag{12}
\end{equation*}
$$

Proof. It is sufficient to show that $\tilde{\mathscr{C}}_{B} \subset \mathcal{M}_{i}-\mathcal{M}_{i-1}(x, \bar{A})-\mathcal{M}_{i}(\bar{x}, A)$. By definition, $\tilde{\mathscr{C}}_{B} \cap \mathcal{M}_{i-1}(x, \bar{A})=\varnothing$ and $\tilde{\mathscr{C}}_{B} \cap \mathcal{M}_{i}(\bar{x}, A)=\varnothing$. Thus, we have only to show
that $\tilde{\mathscr{C}}_{B} \subset \mathcal{M}_{i}$. Suppose that $M \in \tilde{\mathscr{C}}_{B}$ is not an MIS of $G\left(W_{i}\right)$, then there exists a nonempty set $X$ such that $M+X$ is an MIS of $G\left(W_{i}\right)$. On the other hand, we can see from the definition of $\tilde{\mathscr{C}}_{B}$ that there exists an MIS $M^{\prime} \in \mathscr{M}_{i-1}(x, A)$ of $G\left(W_{i-1}\right)$ such that $M^{\prime}-A=M$. Now, we shall show that for such a set $X$ and any $y \in M^{\prime} \cap A$ there hold

$$
\begin{equation*}
y \notin X, \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{i-1}(y) \cap X=\varnothing \tag{14}
\end{equation*}
$$

Since $M+X \in \mathcal{M}_{i}$ and $x \in M$,(13) can be readily verified. Consider any $z \in \Gamma_{i-1}(y)$. If $z \in \Gamma_{i-1}(y) \cap A$, then since $x \in M$ and $M+X \in \mathcal{M}_{i}$, we obviously have $z \notin X$. Otherwise, we have $\Gamma_{i}(z) \cap M=\Gamma_{i-1}(z) \cap M \neq \varnothing$, since $M^{\prime}$ satisfies condition $A$, and hence $z \notin X$, since $M+X$ is an MIS of $G\left(W_{i}\right)$. Thus, we see that (14) also holds. However, (13) and (14) imply that $M+X+\left(M^{\prime} \cap A\right)$ is an IS of $G\left(W_{i-1}\right)$, contrary to the fact that $M^{\prime}=M+\left(M^{\prime} \cap A\right)$ is an MIS of $G\left(W_{i-1}\right)$. Hence the lemma.

We then consider how to derive $\tilde{\mathscr{C}}_{B}$ from $\mathscr{M}_{i-1}(x, A)$. Let all the vertices in $A=\Gamma_{i}(x)$ be arranged in an arbitrary order with subscripts 1 through $p \triangleq|A|$ such that

$$
\begin{equation*}
A \triangleq\left\{y_{1}, y_{2}, y_{3}, \cdots, y_{p}\right\} \tag{15}
\end{equation*}
$$

and let

$$
\begin{equation*}
\left\{y_{j}\right\}_{j=k}^{h} \triangleq\left\{y_{k}, y_{k+1}, \cdots, y_{h-1}, y_{h}\right\} \tag{16}
\end{equation*}
$$

For any MIS $M^{\prime} \in M_{i-1}(x, A)$ of $G\left(W_{i-1}\right)$, let $M^{\prime}$ be said to satisfy condition B , if for any vertex $y_{k} \in M^{\prime} \cap A(1 \leqq k \leqq p)$ either $\Gamma_{i-1}\left(y_{k}\right)=\varnothing$ or $\Gamma_{i-1}(z) \cap\left(M^{\prime}-\left\{y_{j}\right\}_{j=1}^{k}\right) \neq \varnothing$ for all $z \in \Gamma_{i-1}\left(y_{k}\right)-\left\{y_{j}\right\}_{j=1}^{k}$. In other words, what $M^{\prime}$ satisfies condition B implies that for any $v \in \bigcup_{y \in M^{\prime} \cap A} \Gamma_{i-1}(y)\left(\subset V-M^{\prime}\right)$,
(i) if $v \notin A$, then $v$ is adjacent to some vertex of $M^{\prime}-A$ in $G\left(W_{i-1}\right)$, or
(ii) if $v \in A$ and we let $y_{j} \triangleq=v \in A$, then in $G\left(W_{i-1}\right) v$ is adjacent to some vertex of $M^{\prime}-A$ or some $y_{k} \in M^{\prime} \cap A$ with $k>j$.

Note that if $M^{\prime}$ satisfies condition A, then any $v \in \bigcup_{y \in M^{\prime} \cap A} \Gamma_{i-1}(y)$ satisfies (i), but not always (ii). In this sense, for $M^{\prime}$ condition $B$ is more tight than condition $A$.

We now prove the following lemmas.
Lemma 4. Let

$$
\begin{equation*}
\mathscr{M}_{i}^{\prime}(x, \bar{A}) \triangleq\left\{M=M^{\prime}-A \mid M^{\prime} \in \mathscr{M}_{i-1}(x, A), \text { and } M^{\prime} \text { satisfies condition } B\right\} ; \tag{17}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathcal{M}_{i}^{\prime}(x, \bar{A}) \supset \tilde{\mathscr{C}}_{B} . \tag{18}
\end{equation*}
$$

Proof. It is sufficient to show that one and only one element of each equivalence class of $\mathscr{C}_{A}$ satisfies condition B.
$1^{\circ}$. We shall first show that any two distinct $M_{1}^{\prime}$ and $M_{2}^{\prime}$ contained in an equivalence class of $\mathscr{C}_{A}$ do not simultaneously satisfy condition B. Let $y_{h_{1}}$ be the vertex in $M_{1}^{\prime}-M_{2}^{\prime}\left(\subset A=\Gamma_{i}(x)\right)$ with the largest subscript $h_{1}$, and let $y_{h_{2}}$ be the one
in $M_{2}^{\prime}-M_{1}^{\prime}(\subset A)$ with the largest subscript $h_{2}$. Unless otherwise stated, henceforth let $M_{1}^{\prime}$ be said to be in a higher level than $M_{2}^{\prime}$, if $h_{1}>h_{2}$, and without loss of generality assume that $M_{1}^{\prime}$ is in a higher level than $M_{2}^{\prime}$. Then, since $y_{h_{1}} \in M_{1}^{\prime}-M_{2}^{\prime}$ and $M_{2}^{\prime} \in \mathcal{M}_{i-1}(x, A)$, we have $\Gamma_{i-1}\left(y_{h_{1}}\right) \cap M_{2}^{\prime} \neq \varnothing$, and moreover noting that $M_{1}^{\prime}-A=M_{2}^{\prime}-A$ and $h_{1}>h_{2}$, we can see that $\Gamma_{i-1}\left(y_{h_{1}}\right) \cap M_{2}^{\prime} \subset\left\{y_{j}\right\}_{j=1}^{h_{1}} \subset A$. Let $y_{t}$ be the vertex with the largest subscript in $\Gamma_{i-1}\left(y_{h_{1}}\right) \cap M_{2}^{\prime}$; then for this $y_{t}\left(\in M_{2}^{\prime} \cap A\right)$ there exists $y_{h_{1}}\left(\in \Gamma_{i-1}\left(y_{t}\right)-\left\{y_{j}\right\}_{j=1}^{t}\right)$ such that $\Gamma_{i-1}\left(y_{h_{1}}\right) \cap$ $\left(M_{2}^{\prime}-\left\{y_{j}\right\}_{j=1}^{\prime}\right)=\varnothing$, and hence $M_{2}^{\prime}$ does not satisfy condition B.
$2^{\circ}$. Given an equivalence class of $\mathscr{C}_{A}$, let $M_{m}^{\prime}$ be in the highest level of all the MIS's in the class, and we shall show that $M_{m}^{\prime}$ satisfies condition B. Suppose that $M_{m}^{\prime}$ does not satisfy condition B . Then, for some $y_{k} \in M_{m}^{\prime} \cap A$ there exists a vertex $z \in \Gamma_{i-1}\left(y_{k}\right)-\left\{y_{r}\right\}_{r=1}^{k}$ such that

$$
\begin{equation*}
\Gamma_{i-1}(z) \cap\left(M_{m}^{\prime}-\left\{y_{r}\right\}_{r=1}^{k}\right)=\varnothing . \tag{19}
\end{equation*}
$$

If we assume that $z \in \Gamma_{i-1}\left(y_{k}\right)-A$, then since $M_{m}^{\prime}$ satisfies condition A , we have

$$
\begin{equation*}
\Gamma_{i-1}(z) \cap\left(M_{m}^{\prime}-\left\{y_{r}\right\}_{r=1}^{p}\right) \neq \varnothing . \tag{20}
\end{equation*}
$$

Hence, there hold $z \in\left\{y_{r}\right\}_{r=k+1}^{p}$ and

$$
\begin{equation*}
\Gamma_{i-1}(z) \cap M_{m}^{\prime} \subset\left\{y_{r}\right\}_{r=1}^{k} \tag{21}
\end{equation*}
$$

Now, let $y_{j} \triangleq z(j>k)$, and consider a set $X$ defined by

$$
\begin{equation*}
X \stackrel{\Delta}{\underline{\Delta}} M_{m}^{\prime}+\left\{y_{j}\right\}-\left(\Gamma_{i-1}\left(y_{j}\right) \cap M_{m}^{\prime}\right) . \tag{22}
\end{equation*}
$$

Then, $X$ is an IS of $G\left(W_{i-1}\right)$, and therefore we can construct an MIS $M_{m}^{\prime \prime} \stackrel{\Delta}{\triangle} X+Y$ of $G\left(W_{i-1}\right)$ by adding to $X$ a suitably chosen set $Y$ if necessary (see Fig. 1). For this


FIG. 1. Illustrating example for proof
$M_{m}^{\prime \prime}$, we shall show in the following that (i) $M_{m}^{\prime}-A=M_{m}^{\prime \prime}-A$, and (ii) $M_{m}^{\prime \prime}$ satisfies condition A:
(i) For any $v \in Y$, we have $\Gamma_{i-1}(v) \cap M_{m}^{\prime} \neq \varnothing$ and $\Gamma_{i-1}(v) \cap X=\varnothing$. Therefore, from the definition of $X$ there holds $\Gamma_{i-1}(v) \cap M_{m}^{\prime} \subset \Gamma_{i-1}\left(y_{j}\right) \cap M_{m}^{\prime}$, and hence by (21)

$$
\begin{equation*}
\Gamma_{i-1}(v) \cap M_{m}^{\prime} \subset\left\{y_{r}\right\}_{r=1}^{k} \subset A \tag{23}
\end{equation*}
$$

Let $y_{t}$ be a vertex in $M_{m}^{\prime} \cap A$ which is adjacent to $v$ in $G\left(W_{i-1}\right)$, and if we assume that $v \in \Gamma_{i-1}\left(y_{t}\right)-A$, then since $M_{m}^{\prime}$ satisfies condition A, for this $v$ there holds $\Gamma_{i-1}(v) \cap\left(M_{m}^{\prime}-A\right) \neq \varnothing$, which contradicts (23). Thus, $v \in \Gamma_{i-1}\left(y_{t}\right) \cap A$, and hence

$$
\begin{equation*}
M_{m}^{\prime}-A=M_{m}^{\prime \prime}-A \tag{24}
\end{equation*}
$$

(ii). For any $y \in\left(M_{m}^{\prime \prime} \cap A\right)-\left\{y_{j}\right\}-Y$, we have obviously either $\Gamma_{i-1}(y)=\varnothing$ or $\Gamma_{i-1}(z) \cap\left(M_{m}^{\prime \prime}-A\right) \neq \varnothing$ for all $z \in \Gamma_{i-1}(y)-A$, since $y$ is contained in $M_{m}^{\prime}$ which satisfies condition A. Consider any $v \in Y+\left\{y_{j}\right\}\left(\subset M_{m}^{\prime \prime} \cap A\right)$, and suppose that this $v$ does not satisfy the condition (ii) of Lemma 2. Then there exists a vertex $w \in \Gamma_{i-1}(v)-A$ such that $\Gamma_{i-1}(w) \cap\left(M_{m}^{\prime \prime}-A\right)=\varnothing$, and hence by (24), $\Gamma_{i-1}(w) \cap\left(M_{m}^{\prime}-A\right)=\varnothing$. Moreover, since $M_{m}^{\prime}$ satisfies condition $\mathrm{A}, w$ is not adjacent to any vertex of $M_{m}^{\prime} \cap A$ in $G\left(W_{i-1}\right)$. Hence, we have

$$
\begin{equation*}
\Gamma_{i-1}(w) \cap M_{m}^{\prime}=\varnothing \tag{25}
\end{equation*}
$$

On the other hand, since $w \notin A, w \notin M_{m}^{\prime \prime}$, and $M_{m}^{\prime}-A=M_{m}^{\prime \prime}-A$, we can see that

$$
\begin{equation*}
w \notin M_{m}^{\prime} . \tag{26}
\end{equation*}
$$

Therefore, from (25) and (26), $M_{m}^{\prime}+\{w\}$ is an IS of $G\left(W_{i-1}\right)$, which contradicts $M_{m}^{\prime} \in \mathcal{M}_{i-1}$. This completes the proof of (ii):

Thus, from (i) and (ii) $M_{m}^{\prime}$ and $M_{m}^{\prime \prime}$ belong to the same equivalence class of $\mathscr{C}_{A}$. Noting that $M_{m}^{\prime \prime}$ contains $y_{j}=z(j>k)$, and that from (21) and (22) there holds $\boldsymbol{M}_{m}^{\prime}-\boldsymbol{M}_{m}^{\prime \prime} \subset \Gamma_{i-1}\left(y_{i}\right) \cap \boldsymbol{M}_{m}^{\prime} \subset\left\{y_{r}\right\}_{r=1}^{k}$, we see that $\boldsymbol{M}_{m}^{\prime \prime}$ is in a higher level than $M_{m}^{\prime}$. This contradicts the assumption for $M_{m}^{\prime}$. Hence the lemma.

Lemma 5. There also holds $\mathscr{M}_{i}^{\prime}(x, \bar{A}) \subset \tilde{\mathscr{C}}_{B}$, and consequently we have

$$
\begin{equation*}
\mathcal{M}_{i}^{\prime}(x, \bar{A})=\tilde{\mathscr{C}}_{B} \tag{27}
\end{equation*}
$$

Proof. It is sufficient to show that any $M^{\prime} \in \mathcal{M}_{i-1}(x, A)$ satisfying condition B also satisfies condition A. Suppose that any such $M^{\prime}$ does not satisfy condition A, then there exists a vertex $z \in \Gamma_{i-1}\left(y_{j}\right)-A$ for some $y_{j} \in M^{\prime} \cap A$ such that $\Gamma_{i-1}(z) \cap\left(M^{\prime}-A\right)=\varnothing$. Among such vertices $y_{j}$, let $y_{k}$ be the one with the largest subscript $k$, and let $z \in \Gamma_{i-1}\left(y_{k}\right)-A$ be a vertex such that

$$
\begin{equation*}
\Gamma_{i-1}(z) \cap\left(M^{\prime}-A\right)=\varnothing \tag{28}
\end{equation*}
$$

Then, from the definition of $y_{k}$ there holds

$$
\begin{equation*}
\Gamma_{i-1}(z) \cap\left(M^{\prime} \cap\left\{y_{r}\right\}_{r=k+1}^{p}\right)=\varnothing \tag{29}
\end{equation*}
$$

From (28) and (29) we obtain $\Gamma_{i-1}(z) \cap\left(M^{\prime}-\left\{y_{r}\right\}_{r=1}^{k}\right)=\varnothing$, which implies that $M^{\prime}$ does not satisfy condition B, contrary to the assumption. Hence the lemma.

Lemmas 4 and 5 indicate that $\tilde{\mathscr{C}}_{B}$ can be derived directly from $\mathcal{M}_{i-1}(x, A)$ without duplication, and moreover by Lemmas 3 and 5 the following theorem follows.

Theorem 1. There holds the equation

$$
\begin{equation*}
\mathcal{M}_{i}=\mathscr{M}_{i-1}(x, \bar{A})+\mathscr{M}_{i}^{\prime}(x, \bar{A})+\mathcal{M}_{i}(\bar{x}, A) \tag{30}
\end{equation*}
$$

With the use of this theorem, we can show an outline to generate all the MIS's of $G\left(W_{i}\right)$ from those of $G\left(W_{i-1}\right)$ as in Fig. 2.

```
begin
    empty the set \(\mathcal{M}_{i}\);
    for each \(M^{\prime} \in \mathcal{M}_{i-1}\) do
        if \(\quad M^{\prime} \cap \Gamma_{i}(x)=\varnothing\) then put \(M^{\prime} \in \mathcal{M}_{i-1}(x, \bar{A})\) into \(\mathcal{M}_{i}\)
        else begin (in this case \(M^{\prime} \in \mathcal{M}_{i-1}(x, A)\) )
            put \(M^{\prime}-\{x\} \in \mathcal{M}_{i}(\bar{x}, A)\) into \(\mathcal{M}_{i}\);
            if \(M^{\prime}\) satisfies condition \(B\) then
                put \(M^{\prime}-\Gamma_{i}(x) \in \mathcal{M}_{i}^{\prime}(x, \bar{A})\) into \(\mathcal{M}_{i} ;\)
            end;
end;
```

Fig. 2. Outline to generate the MIS's of $G\left(W_{i}\right)$ from those of $G\left(W_{i-1}\right)$
3. Algorithm. Based on the consideration so far stated, in what follows we shall describe the details of a scheme to generate all the MIS's of a given graph $G=[V, E]$.

Considering that in each stage of generating the MIS's of $G\left(W_{i}\right)$ from those of $G\left(W_{i-1}\right)$ the processing time depends primarily on the procedure of determining whether each $M^{\prime} \in \mathcal{M}_{i-1}(x, A)$ satisfies condition B or not, we first discuss how to achieve this determination efficiently.

Introduce a mapping $f_{i}: \mathcal{M}_{i} \times V \rightarrow I$, where $I$ is the set of nonnegative integers, which is defined such that for any MIS $M$ and vertex $v$ of $G\left(W_{i}\right)=\left[V, E\left(W_{i}\right)\right]$,

$$
\begin{equation*}
f_{i}(M, v) \stackrel{\Delta}{=}\left|\Gamma_{i}(v) \cap M\right| . \tag{31}
\end{equation*}
$$

Then we can see that $f_{i}(M, v)=0$ if and only if $v \in M$, and furthermore from Theorem 1 that the following relations are derived.
I. For each $M^{\prime} \in \mathcal{M}_{i-1}(x, \bar{A})$,

$$
\begin{array}{ll}
f_{i}\left(M^{\prime}, y_{j}\right)=f_{i-1}\left(M^{\prime}, y_{j}\right)+1 & \text { for all } y_{j} \in A=\Gamma_{i}(x) \\
f_{i}\left(M^{\prime}, v\right)=f_{i-1}\left(M^{\prime}, v\right) & \text { for all } v \in V-A . \tag{33}
\end{array}
$$

II. For each $M^{\prime} \in \mathcal{M}_{i-1}(x, A)$,

$$
\begin{align*}
& f_{i}\left(M^{\prime}-\{x\}, x\right)=\left|M^{\prime} \cap A\right|  \tag{34}\\
& f_{i}\left(M^{\prime}-\{x\}, v\right)=f_{i-1}\left(M^{\prime}, v\right) \quad \text { for all } v \in V-\{x\} . \tag{35}
\end{align*}
$$

III. For each $M^{\prime} \in \mathcal{M}_{i-1}(x, A)$ satisfying condition B ,

$$
\begin{align*}
f_{i}\left(M^{\prime}-A, y_{j}\right)=f_{i-1}\left(M^{\prime}, y_{j}\right)+1-\left|M^{\prime} \cap A \cap \Gamma_{i-1}\left(y_{j}\right)\right| & \text { for all } y_{j} \in A  \tag{36}\\
f_{i}\left(M^{\prime}-A, v\right)=f_{i-1}\left(M^{\prime}, v\right)-\left|M^{\prime} \cap A \cap \Gamma_{i-1}(v)\right| & \text { for all } v \in V-A \tag{37}
\end{align*}
$$

We can also observe that $M^{\prime} \in \mathcal{M}_{i-1}(x, A)$ satisfies condition B if and only if for any $y_{k} \in M^{\prime} \cap A \quad$ there holds either $\quad \Gamma_{i-1}\left(y_{k}\right)=\varnothing, \quad$ or $\quad f_{i-1}\left(M^{\prime}, z\right)-$ $\left|M^{\prime} \cap\left\{y_{j}\right\}_{j=1}^{k} \cap \Gamma_{i-1}(z)\right| \neq 0$ for all $z \in \Gamma_{i-1}\left(y_{k}\right)-\left\{y_{j}\right\}_{j=1}^{k}$. Noting that given $k$ $(1 \leqq k \leqq p=|A|), \quad f_{i-1}\left(M^{\prime}, z\right)-\left|M^{\prime} \cap\left\{y_{j}\right\}_{j=1}^{k} \cap \Gamma_{i-1}(z)\right|+1>0 \quad$ for $\quad$ any $\quad z \in$ $\Gamma_{i-1}\left(y_{k}\right) \cap\left\{y_{j}\right\}_{j=1}^{k}$, we can show an outline how to determine whether $M^{\prime}$ satisfies condition B , as follows.
$1^{\circ}$. Provide an integer variable $\operatorname{IS}(v)$ for each $v \in V$, and initially set $\operatorname{IS}(v) \leftarrow$ $f_{i-1}\left(M^{\prime}, v\right)$ for all $v$.
$2^{\circ}$. In the order of subscript numbers of $y_{j} \in A=\left\{y_{j}\right\}_{j=1}^{p}$, conduct the following process for each $y_{j}$ : Set $\operatorname{IS}(z) \leftarrow I S(z)-1$ for each $z \in \Gamma_{i-1}\left(y_{j}\right)$ only if $y_{j} \in M^{\prime}$, and then put $\operatorname{IS}\left(y_{j}\right) \leftarrow \operatorname{IS}\left(y_{j}\right)+1$ for $y_{j}$.
$3^{\circ}$. In the process of each iteration for $y_{j}$ in $2^{\circ}$, if there exists a vertex $z$ adjacent to any $y_{j} \in M^{\prime}$ such that $\operatorname{IS}(z)-1=0$, then $M^{\prime}$ is determined not to satisfy condition B , or else $M^{\prime}$ is proved to satisfy condition B .

Here, we should note that if $M^{\prime}$ satisfies condition B , then at the termination of $2^{\circ}, \operatorname{IS}(v)$ for each $v$ has been set to $f_{i}\left(M^{\prime}-A, v\right)$.

For simplicity, henceforth let $V$ of a given graph $G=[V, E]$ be represented by integers 1 through $n \triangleq|V|$, and let the incidence structure of $G$ be specified by a set of the adjacency lists $\operatorname{Adj}(v) \triangleq \Gamma_{G}(v)$ for all $v \in V$. For each $i=1,2, \cdots, n$, put $W_{i} \stackrel{\Delta}{\triangleq}\{1,2, \cdots, i\}$, and denote by $\boldsymbol{M}_{i} \triangleq$| $\triangleq$ |
| :---: |
| $\left.M_{1}^{i}, M_{2}^{i}, \cdots, M_{\mu_{i}}^{i}\right\}$ a set of the MIS's of | subgraph $G\left(W_{i}\right)$.

To describe the proposing algorithm compactly, we introduce a digraph $\mathscr{G}$ associated with $G$ to be defined below. Let each vertex $M_{j}^{i}$ of $\mathscr{G}$ corresponds one-to-one to each element $M_{j}^{i}$ of $\mathcal{M}_{i}$ for $i=1,2, \cdots, n$, and let an edge be incident from vertex $M_{k}^{i-1} \in \mathcal{M}_{i-1}$ to vertex $M_{h}^{i} \in \mathcal{M}_{i}$, if and only if $M_{h}^{i} \in \mathcal{M}_{i}$ is generated from $M_{k}^{i-1} \in \mathcal{M}_{i-1}$ in the sense stated in the procedure shown in Fig. 2.

As readily seen, $\mathscr{G}$ is an arborescence [3] with a root vertex $M_{1}^{1}=V \in \mathcal{M}_{i}$, as illustrated in Fig. 3, and there exist either one or two edges incident from each $M_{j}^{i}$ $(i \neq n)$, and moreover if there exist two edges from any $M_{j}^{i-1}$, then $M_{j}^{i-1} \in \mathcal{M}_{i-1}$ can be seen to satisfy condition B.


Fig. 3. Digraph $\mathscr{G}$
We now show in Fig. 4 our algorithm called procedure MIS to generate all the MIS's in a given graph $G$. This procedure starts at the root vertex $M_{1}^{1}$ of $\mathscr{G}$ associated with $G$, and proceeds to each vertex of $\mathscr{G}$ by backtracking. In this process, procedure BACKTRACK is called for each vertex.

For any $M_{j}^{i-1} \in \mathcal{M}_{i-1}$, consider the stage when $\operatorname{BACKTRACK}(i-1)$ is called for vertex $M_{j}^{i-1}$, then the following process is to be conducted: Statement C1 examines whether $M_{j}^{i-1} \cap \Gamma_{i}(i)=\varnothing$ or not with the use of counter " $c$ ", for at this time each $\operatorname{IS}(v)$ is equal to $f_{i-1}\left(M_{j}^{i-1}, v\right)$ (this can be verified by induction). If $c=0$, which implies that $M_{j}^{i-1} \cap \Gamma_{i}(i)=\varnothing$, statement B1 calls BACKTRACK $(i)$ for vertex $M_{k}^{i}$ such that $M_{j}^{i-1}=M_{k}^{i} \in \mathcal{M}_{i}$. If $c \neq 0$, statement B 2 calls $B A C K-$ $\operatorname{TRACK}(i)$ for vertex $M_{k}^{i}$ such that $M_{k}^{i}=M_{j}^{i-1}-\{i\} \in \mathcal{M}_{i}$, and then statement C2

```
procedure MIS;
    comment Procedure MIS is a routine for generating all the MIS's of a graph \(G\) represented by
        adjacency lists \(\operatorname{Adj}(\cdot)\). Integer \(n\) is a global variable denoting the number of vertices;
begin integer list array \(\operatorname{Bucket}(n)\); integer array \(I S(n)\);
    procedure \(B A C K T R A C K\) (integer value \(i\) );
        begin integer \(c, x\); logical \(f\);
            if \(i<n\) then
            begin
                \(x:=i+1\);
                \(c:=0\);
    C1: for \(y \in \operatorname{Adj}(x)\) such that \(y \leqq i\) do
                if \(I S(y)=0\) then \(c:=c+1\);
                if \(c=0\) then
                    begin
    LI: for \(y \in \operatorname{Adj}(x)\) such that \(y \leqq i\) do \(I S(y):=I S(y)+1\);
    B1: \(\quad \operatorname{BACKTRACK}(x)\);
    L2: \(\quad\) for \(y \in \operatorname{Adj}(x)\) such that \(y \leqq i\) do \(I S(y):=I S(y)-1\);
                end
                else
                    begin
                        \(I S(x):=c\);
    B2: BACKTRACK \((x)\);
                \(I S(x):=0\);
                \(f:=\) true;
                for \(y \in \operatorname{Adj}(x)\) such that \(1 \leqq y \leqq i\), in increasing order do
                        begin
                        if \(\quad I S(y)=0\) then
                        begin
                                put \(y\) in Bucket \((x)\);
                                    for \(z \in \operatorname{Adj}(y)\) such that \(z \leqq i\) do
                                    begin
                                    \(I S(z):=I S(z)-1 ;\)
                                    if \(I S(z)=0\) then \(f:=\) false;
                                    end;
                                    end;
                                    \(I S(y):=I S(y)+1 ;\)
                                    end;
    B3: if \(f=\) true then \(B A C K T R A C K(x)\);
    L3: for \(y \in \operatorname{Adj}(x)\) such that \(y \leqq i\) do \(I S(y):=I S(y)-1\);
    L4: for \(y \in \operatorname{Bucket}(x)\) do
                                begin
    L5: for \(z \in \operatorname{Adj}(y)\) such that \(z \leqq i \quad\) do \(\quad \operatorname{IS}(z):=I S(z)+1\);
                                    delete \(y\) from Bucket \((x)\);
                                    end;
                end;
            end
        else output new MIS designated by \(I S(\cdot)\);
        end BACKTRACK;
    for \(j:=1\) until \(n\) do
        begin
            \(I S(j):=0 ;\)
            \(\operatorname{Bucket}(j):=\varnothing\);
        end;
    BACKTRACK(1);
end MIS;
```

Fig. 4. An algorithm for generating all the MIS's
examines whether $M_{j}^{i-1}$ satisfies condition B or not. Only if $f=$ true, which implies that $M_{j}^{i-1}$ satisfies condition B, statement B3 calls BACKTRACK(i) for vertex $M_{k}^{i}$ such that $M_{k}^{i}=M_{j}^{i-1}-\Gamma_{i}(i) \in \mathcal{M}_{i}$.

Here, we can see that every time $\operatorname{BACKTRACK}(i)$ is called for $M_{k}^{i}$ in statements B1, B2, and B3, each IS $(v)$ has just been replaced by $f_{i}\left(M_{k}^{i}, v\right)$, and that after the termination of $B A C K T R A C K ~(i)$, each $\operatorname{IS}(v)$ is subsequently to be restored to the original value $f_{i-1}\left(M_{j}^{i-1}, v\right)$. However, we should remark that the restoring process for $\operatorname{IS}(v)$ in the statements L3 and L4 is different from those in other statements. In fact, a list Bucket $(\cdot)$ is newly introduced with a function such that all the vertices in $\Gamma_{i}(i)$, for which statement C3 is executed, are to be put into Bucket $(i)$, whether $M_{j}^{i-1}$ satisfies condition B or not.

Associated with this algorithm, the following theorem can be verified by Theorem 1 and the above discussion.

Theorem 2. The application of procedure MIS yields all the MIS's of a given graph without duplication.

We can also prove the following theorem, which reveals the efficiency of the algorithm.

Theorem 3. Given a graph $G=[V, E]$ with $n \triangleq|V|, m \triangleq|E|$, and $\mu$ MIS's, procedure MIS requires processing time and memory space bounded by $O(n m \mu)$ and $O(n+m)$, respectively.

Proof. Noting that memory space of $O(n+m)$ is necessary for list arrays Bucket $(\cdot)$ and $\operatorname{Adj}(\cdot)$, respectively, the second half of the theorem may be easily verified. Thus, we shall estimate the processing time to be required in the algorithm. First, we can see that in each $\operatorname{BACKTRACK}(i)$, the iteration number of any of the statements $\mathrm{L} 1, \mathrm{~L} 2, \mathrm{~L} 3, \mathrm{~L} 4, \mathrm{C} 1$, and C 2 is not greater than the degree $\left|\Gamma_{G}(x)\right|$ of vertex $x=i+1$. On the other hand, we can also observe that any of the total numbers of iterations of the statements L5 and C3 in each BACKTRACK (i) does not exceed $\sum_{y \in \Gamma_{G}(x)}\left|\Gamma_{G}(y)\right| \leqq 2 m(x=i+1)$. Thus, the processing time $T(i)$ spent by one call of BACKTRACK $(i)$ exclusive of recursive calls to $B A C K$ $T R A C K$, is bounded by $T(i)<k_{1} m+k_{2}\left|\Gamma_{G}(i+1)\right|+k_{3}$, where $k_{1}, k_{2}$, and $k_{3}$ are constants. Consequently, the processing time required to find an MIS is bounded by $\sum_{i=1}^{n-1} T(i)<k_{1} n m+2 k_{2} m+k_{3} n$, or $O(n m)$, and hence the total processing time is bounded by $O(n m \mu)$. This completes the proof.
4. Implemented results. To observe how efficiently this algorithm is virtually executed, it is programmed in Fortran and run on NEAC 2200/700.

We first consider a class of graphs of $n=m=3 k$ consisting of $k$ vertexdisjoint triangles (or 3-cliques), which have $3^{k}$ MIS's and are proved to contain the largest number of MIS's per vertex [8]. Associated with this class, to save a large amount of printing, we modify the algorithm so as to count only the number of MIS's, not to list the members of each MIS. Table 1 shows the implemented result for $k=4,5, \cdots, 13$, which demonstrates that the processing time is bounded by $O(\mu)$. This time bound can also be theoretically verified as follows: As shown in the proof of Theorem 3, one call of BACKTRACK $(i)$ for vertex $M_{j}^{i}$ of $\mathscr{G}$ requires processing time of $O\left(\sum_{y \in \Gamma_{G}(x)}\left|\Gamma_{G}(y)\right|+\left|\Gamma_{G}(x)\right|\right)$, exclusive of recursive calls to $B A C K T R A C K$. Considering that in such a graph the degree $\left|\Gamma_{G}(v)\right|$ of each vertex $v$ is 2, this processing time is of order $O(1)$, since the modified algorithm does not list each MIS. ${ }^{2}$ Note that the total processing time is proportional to the

[^73]number $\zeta$ of vertices in $\mathscr{G}$; then we can see that it is bounded by $O(\zeta+n)$, where additional $O(n)$ is required in the initialization of $\operatorname{IS}(\cdot)$ and $\operatorname{Bucket}(\cdot)$. On the other hand, since each such graph of $n=3 k$ contains $3^{k}$ MIS's, the number $\zeta$ of vertices of $\mathscr{G}$ is less than $3^{k+1}$ and is bounded by $O(\mu)$.

TABLE 1
Implemented results for graphs of $|V|=|E|=3 k$ consisting of $k$ vertex $x$-disjoint 3-cliques

| $k$ | 4 | 5 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Number of MIS's | 81 | 243 | 729 | 2187 | 6561 |
| CPU time per <br> MIS $(\mu \mathrm{sec})$ | 555.6 | 551.4 | 558.3 | 547.3 | 554.8 |
| $k$ | 9 | 10 | 11 | 12 | 13 |
| Number of MIS's | 19683 | 59049 | 177147 | 531441 | 1594323 |
| CPU time per <br> MIS $(\mu \mathrm{sec})$ | 585.4 | 586.8 | 580.3 | 546.3 | 546.3 |

We now consider randomly generated graphs ranging between $n=10$ and 50 . For each value of $n$, we generated three classes of graphs with $\xi(\underline{\underline{\Delta}} 2 m /[n(n-$ $1)]$ ) $=0.25,0.50$, and 0.75 . The CPU time per MIS averaged over each such class is shown in Figs. 5 and 6, plotted with respect to $n$ and $m$, respectively. This result demonstrates that the CPU time per MIS is almost $O(m)$.


FIG. 5. CPU time per MIS for random graphs plotted with the size of $n \triangleq|V|$
5. Conclusion. A new algorithm for generating all the MIS's of a given graph is presented. The improvement of efficiency accomplished in this algorithm is mainly due to the investigation of a close relation between $\mathscr{M}_{i-1}$ and $\mathcal{M}_{i}$ which is summarized as follows:
(i) Each $M_{j}^{i-1} \in \mathcal{M}_{i-1}$ generates either one or two $M_{k}^{i} \in \mathcal{M}_{i}$ without duplication.
(ii) Any $M_{k}^{i} \in \mathcal{M}_{i}$ to be generated from $M_{j}^{i-1} \in \mathcal{M}_{i-1}$ depends only on $M_{j}^{i-1}$ and the topology of $G\left(W_{i}\right)$, independently of any other MIS of $G\left(W_{i-1}\right)$ or $G\left(W_{i}\right)$.


FIG. 6. CPU time per MIS for random graphs plotted with the size of $m \stackrel{\Delta}{\triangleq}|E|$
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# WORST CASE ANALYSIS OF TWO SCHEDULING ALGORITHMS* 
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#### Abstract

Coffman and Graham give an algorithm to schedule unit execution time task systems nonpreemptively. On two processors, their algorithm is optimal. We show that in general, if $\omega$ is the length of a schedule produced by their algorithm and $\omega_{0}$ the length of an optimal schedule, then $\omega / \omega_{0} \leqq 2-2 / m$, where $m$ is the number of processors. The preemptive equivalent of the above algorithm has been considered by Muntz and Coffman. Again we show that the ratio of the lengths of theirs and an optimal schedule is bounded by $2-2 / m$. In both the nonpreemptive and the preemptive cases there exist task systems for which the ratio $2-2 / m$ can be approached arbitrarily closely. On a small number of machines, $2-2 / m$ is not too far from 1 . In particular, as noted above, on two machines the ratio is 1 .


Key words. preemptive, nonpreemptive scheduling, list scheduling, algorithm analysis, processor sharing, level algorithms, critical path algorithms, minimal length schedules

1. Overview. Given a set of tasks to be executed on a multiprocessor system, the time taken to finish all the tasks (the schedule length) provides a measure of processor utilization. Schedule length has therefore been a popular cost criterion in the design of scheduling algorithms. Most such scheduling algorithms are "critical path" or "level by level" algorithms. Whenever a processor becomes available, the algorithms preferentially execute the tasks at the highest level.

In this paper we will consider two kinds of schedules : nonpreemptive schedules, in which a task once started is executed to completion, and preemptive schedules, where it is possible to suspend and at a later stage resume execution of a task at the point of suspension. Preemption costs are assumed to be negligible.

Scheduling problems tend to fall into the class of combinatorial problems that are called NP-complete [7], [12], [21]. NP-complete problems are notorious in that all known solutions for them are enumerative, and it is strongly suspected that no essentially faster (nonenumerative, polynomial time bounded) algorithms will ever be found. Heuristics for determining approximate solutions are therefore desirable.

A well-known rule for scheduling independent tasks nonpreemptively on $m$ identical processors is the LPT (largest processing time first) rule. Whenever a processor becomes available it is assigned the longest unexecuted task. Schedules constructed by the LPT rule are not always the shortest possible. Karp [12] shows that even on two processors, determining shortest schedules for independent tasks is an NP-complete problem. LPT schedules are, however, easy to construct, and from Graham's analysis, [8], are within 33 percent of the optimal schedule length. More precisely, the ratio of the lengths of the LPT and optimal schedules is bounded by $(4 m-1) / 3 m$, where $m$ is the number of processors. The LPT rule is a critical path algorithm since the task with the longest remaining execution time determines the critical path at any point.

[^74]In general, there are constraints on the order in which tasks in a given system can be executed. Precedence constraints between tasks are conveniently represented by directed acyclic graphs (dags) as in Figs. 1 and 8. Tasks are represented by nodes in Fig. 1. An edge from $T$ to $T^{\prime}$ means that $T$ precedes $T^{\prime}$ and must be completed before $T^{\prime}$ can be started. All tasks in Fig. 1 have the same execution time. Such systems will be referred to as unit execution time, or UET systems.

UET systems are interesting because in certain special cases optimal schedules can be easily constructed. Let the "level" of a task $T$ be the length of a longest path from $T$ to a terminal. Hu [11] shows that executing tasks "level by level" leads to an optimal (shortest) schedule when the precedence relation defines a tree. A similar strategy applied to trees with tasks of arbitrary execution time results in a bound of $1+(m-1) \tau / x$ on the ratio of constructed and optimal schedule lengths [14]. Here $m$ is the number of processors, $\tau$ the execution time of the longest task, and $x$ the sum of the execution times of all tasks in the system.

When the precedence relation defines an arbitrary directed acyclic graph (dag), level by level execution is no longer optimal, even for UET systems on two processors. Chen and Liu [2], [3] show worst case bounds of $\frac{4}{3}$ for two processors and $2-1 /(m-1)$ for $m>2$ processors. Meanwhile, for general $m$, determining minimal length schedules for UET systems is an NP-complete problem [21], [22].

Coffman and Graham [5] give an algorithm that also executes tasks level by level, but when there is more than one task at the highest level, it makes a judicious choice of which task to execute first. As a result, for UET systems, their algorithm is optimal on two processors. In § 2 we analyze the performance of their algorithm on $m>2$ processors and show that its worst case bound is $2-2 / m$. The bound is best possible in that for every $m$ there exist task systems for which the bound is approached arbitrarily closely. It should be noted that optimal solutions for UET dags on two processors have been obtained by Fujii et al. [6] and Muraoka [18], using quite different approaches.

All of the above algorithms, except the ones by Fujii et al. and Muraoka, belong to the more general class of list scheduling algorithms [8], [9]: first a list of the given tasks is constructed. Whenever a processor becomes available, the list is scanned and the first unexecuted task that is ready to execute is assigned to the processor. Graham [8], [9] compares an arbitrary list schedule with an optimal one and obtains the worst case ratio of $2-1 / \mathrm{m}$. Kaufman [13] has given examples showing that the $2-1 / m$ bound is achievable even for UET systems. As shown in Table 1 , the difference between $2-2 / m$ and $2-1 / m$ is significant when $m$ is small. In particular, $2-2 / m$ implies an optimal schedule on 2 processors.

Table 1
A comparison of two bounds of $\omega / \omega_{0}$

| $m$ | $2-2 / m$ | $2-1 / m$ |
| ---: | :---: | :---: |
| 2 | 1.00 | 1.50 |
| 3 | 1.33 | 1.67 |
| 4 | 1.50 | 1.75 |
| 5 | 1.60 | 1.80 |
| 10 | 1.80 | 1.90 |

When preemption is allowed, a task of execution time $\tau$ can be viewed as a chain of $\tau$ one unit tasks. As in the nonpreemptive case, optimal schedules can easily be constructed when the precedence relation defines a tree, or if there are two processors available. A level by level algorithm due to Muntz and Coffman [16], [17] constructs optimal schedules for both the above cases. In § 3 we analyze the Muntz-Coffman algorithm and show that $2-2 / m$ is again a best bound when such schedules are compared with optimal schedules.
2. The Coffman-Graham algorithm. We are given a task system $(\mathscr{T},<)$, where $\mathscr{T}=\left\{T_{1}, \cdots, T_{n}\right\}$ is a set of $n$ tasks to be executed on $m$ processors, and $<$ is a partial order on $\mathscr{T}$ that specifies the precedence relation among tasks. For tasks $T$ and $T^{\prime}$ in $\mathscr{T}$, if $T<T^{\prime}$, then $T$ is called a predecessor of $T^{\prime}$ and $T^{\prime}$ a successor of $T$, and the execution of $T$ must be completed before $T^{\prime}$ can begin. If there exists no task $T^{\prime \prime}$ such that $T<T^{\prime \prime}<T^{\prime}$ then $T$ will be called an immediate predecessor of $T^{\prime}$ and $T^{\prime}$ an immediate successor of $T . T$ is a terminal (initial) task if $T$ has no successors (predecessors). The graph that represents a task system $(\mathscr{T},<)$ has $\mathscr{T}$ as the node set. There is a directed edge from $T$ to $T^{\prime}$ in the graph if and only if $T$ is an immediate predecessor of $T^{\prime}$.

Let $(\mathscr{T},<)$ be a UET system. A chain of length $k$ is a list of $k$ tasks $\left(T_{i_{1}}, T_{i_{2}}, \cdots, T_{i_{k}}\right)$ such that for all $j, 1 \leqq j<k, T_{i_{j}}<T_{i_{j+1}}$. The level of a task $T$ is the length of a longest chain from $T$ to a terminal task.

The idea of the Coffman-Graham algorithm is to assign a distinct label to each task and then construct a schedule using the list of tasks in order of decreasing label. Tasks at higher levels will have higher labels, while tasks at the same level are assigned labels according to the lexicographical order of the labels of their immediate successors.

In this section we will use the following notation. For all tasks $T \in \mathscr{T}$, let $S(T)$ denote the set of immediate successors of $T$. Let $\alpha(T)$ denote an integer label assigned to task $T . N(T)$ is used to denote the decreasing sequence of integers formed by ordering the set $\left\{\alpha\left(T^{\prime}\right) \mid T^{\prime} \in S(T)\right\}$.

As noted in [20], for the Coffman-Graham algorithm to be optimal, the graph specifying the UET system $(\mathscr{T},<)$ must not contain any transitive edges. The definition of immediate successor and graph excludes the possibility of having transitive edges in the graph representing a task system. Note, however, that for an $n$-node graph it takes $O\left(n^{2.81}\right)$ time to delete all the transitive edges in the graph [1].

Coffman-Graham (CG-) Algorithm. Given a UET System ( $\mathscr{T},<$ ), this algorithm determines a nonpreemptive schedule for $(\mathscr{T},<)$ on $m$ identical processors.

1. Choose an arbitrary task $T_{0}$ from $\mathscr{T}$ with $S\left(T_{0}\right)=\varnothing$, and define $\alpha\left(T_{0}\right)$ to be 1 .
2. Suppose, for some $i \leqq n$, that labels $1,2, \cdots, i-1$ have been assigned. Let $R$ be the set of tasks with no unlabeled successors, i.e., for all $T \in R, N(T)$ is defined. Let $T^{*}$ be a task in $R$ such that $N\left(T^{*}\right)$ is lexicographically smaller than $N(T)$ for all $T$ in $R$. (Break ties at will.) Define $\alpha\left(T^{*}\right)$ to be $i$.
3. When all tasks have been labeled, construct a list of tasks $L=\left(U_{n}\right.$, $\left.U_{n-1}, \cdots, U_{1}\right)$ such that $\alpha\left(U_{i}\right)=i$ for all $i, 1 \leqq i \leqq n$. Use list $L$ to determine a list schedule for $(\mathscr{T},<)$.

Schedules constructed by this algorithm will be referred to as CG-schedules.
Lexicographic order is dictionary order, so that $(5,4,3)$ is smaller than $(6,2)$ and (5, 4, 3, 2). Fig. 1 gives an example of a task system and its CG-schedule on 3 processors.


Fig. 1. A task system and its CG-schedule on 3-processors. One possible labeling of the above task system yields labels given by the index for each task, i.e., $\alpha\left(T_{j}\right)=j . L=\left(T_{19}, T_{18}, \cdots, T_{1}\right)$.

Since all tasks have unit execution times, and are scheduled nonpreemptively, it will be convenient to treat time as being discrete rather than continuous. All schedules start at time 0 . For all integers $i$, time unit $i$ is the time interval $(i-1, i)$. $\lambda(T)$ will denote the time unit during which task $T$ is executed. Note that all processors become available simultaneously at the beginning of every time unit. If we have $m$ processors, then by convention, let processor $P_{k}$ be assigned a task before $P_{k+1}$ is, for all $k, 1 \leqq k<m$. Then we can state the following simple lemma from [5].

Lemma 2.1. In a $C G$-schedule, if task $T$ is executed by processor $P_{1}$, then all tasks executed along with or after $T$ have a lower label than $T$, i.e., $\lambda(T) \leqq \lambda\left(T^{\prime}\right)$ implies $\alpha(T)>\alpha\left(T^{\prime}\right)$.

Proof. List $L$ is in order of decreasing labels. By convention, processor $P_{1}$ is assigned before any of the other processors, thereby getting the unexecuted task with the highest label.

In order to prove that CG-schedules are optimal on 2 processors, Coffman and Graham [5] divide the schedules into "segments" (called sets $X_{i}$ in [5]). These
segments have the important property that all tasks in one segment must be completed before any task in the next segment can begin. Hence an optimal schedule corresponding to a given CG-schedule will be no shorter than one that arranges tasks in each segment optimally. On 2 processors, the CG-algorithm does arrange tasks in each segment optimally.

We extend the notion of segments to $m$ processors, $m \geqq 2$. By showing that the ratio of the lengths of a segment $W$ in a CG-schedule and the optimal length for $W$ is no larger than $2-2 / m$, we will show that the ratio of the lengths of CG-schedules and optimal schedules is no larger than $2-2 / m$. Finally, we will give examples of task systems for which the ratio can be approached arbitrarily closely.

Given a particular CG-schedule $S$, segments for $S$ will be defined in terms of "blocks". Informally, a block is a portion of the schedule in which no task is executed "ahead of its turn". An idle period is considered as an empty task with label 0 .

Given a CG-schedule, blocks will be defined from right to left. We start with task $T_{2}$ in Fig. 2 and look for time units during which tasks with lower labels are executed. In time unit $6, T_{1}$ and the empty task have lower labels than $T_{2}$, leaving just one task $T_{8}$ with a higher label than $T_{2} . T_{8}$ must precede $T_{2}, T_{3}, T_{4}$ and $T_{5}$, for otherwise one of these tasks, and not $T_{1}$ would have been executed during time unit 6 . We therefore divide the schedule and place $T_{2}, T_{3}, T_{4}$ and $T_{5}$ into block $X_{0}$ and repeat the process starting with $T_{8}$.


Fig. 2. An illustration of the definitions of blocks and segments, using the CG-schedule given in Fig. 1.
$T_{6}$ in time unit 4, and the two empty tasks in time unit 2 have lower labels than $T_{8}$. We split the schedule between time units 2 and 3 since time unit 2 has just one task, $T_{17}$, with a higher label than $T_{8} . T_{6}$ is excluded from block $X_{1}$ since it has a lower label than $T_{8}$. A more precise definition of blocks follows.

Definition. Given a CG-schedule $S$, we define blocks $X_{q}, \cdots, X_{0}$, for some $q \geqq 0$ as follows:

1. Define $U_{0}$ to be the last task executed by processor $P_{1}$ during the last time unit of $S$.
2. For $i \geqq 1, U_{i}$ is defined to be the task executed by $P_{1}$ in the most recent (maximal) time unit $\lambda$, such that for all other tasks $T^{\prime}$ executed in $\lambda$, $\alpha\left(T^{\prime}\right)<\alpha\left(U_{i-1}\right)$.

Block $X_{i-1}$ is the set of all tasks $T$ satisfying $\lambda\left(U_{i}\right)<\lambda(T) \leqq \lambda\left(U_{i-1}\right)$ and $\alpha(T) \geqq \alpha\left(U_{i-1}\right)$. Suppose the above steps define $U_{i}$ for $0 \leqq i \leqq q$, and $U_{q+1}$ does not exist. Then $X_{q}$ is the set of tasks $T$ with $\lambda(T) \leqq \lambda\left(U_{q}\right)$ and $\alpha(T) \geqq \alpha\left(U_{q}\right)$.

It is often convenient to talk about the time units that tasks from $X_{i}$ are executed in. For all $T$ in $X_{i}$ we say $\lambda(T)$ is in $X_{i}$. Extending our notation, we use $\lambda\left(X_{i}\right)$ to refer to $\min \left\{\lambda(T) \mid T \in X_{i}\right\}$.

A task in $S$ that does not belong to any block will be called an extra task.
Note from Fig. 2 that task $T_{12}$ in $X_{1}$ does not precede $T_{5}$ in block $X_{0}$. Since we want segments to be such that all tasks in one segment precede all tasks in the next, we will form segments by merging blocks.

In proving that $2-2 / m$ is the appropriate bound for segments, we will have to account for at least two tasks during all time units except the last. By definition, block $X_{i+1}$ has just one task $U_{i+1}$ during $\lambda\left(U_{i+1}\right)$. Thus, when merging $X_{i+1}$ and $X_{i}$ into the same segment we will have to find an extra task $B$ (like $T_{6}$ in Fig. 2) that can be included into the segment. We will first define segments, and then show that the extra tasks mentioned in step 2 can always be found.

Definition. Given a CG-schedule $S$ divided into blocks $X_{q}, \cdots, X_{0}$, for $q \geqq 0$, form segments $W_{0}, \cdots, W_{r}$, for some $r \geqq 0$, as follows (note that unlike blocks segments are defined from left to right):

1. $W_{0}:=X_{q} ; i:=0 ; j:=q-1$;
2. while $j \geqq 0$ do
if for all tasks $T$ in $W_{i}$ and $T^{\prime}$ in $X_{j}, T<T^{\prime}$
then we have completed segment $W_{i}$, so
start a new segment by: $i=i+1 ; W_{i}:=X_{j} ;$ $j:=j-1$.
else let $T$ in $W_{i}$ be such that for some $T^{\prime}$ in $X_{j}$, $T<T^{\prime}$ is false.
Find task $B \notin W_{i}$ such that $\lambda(T)<\lambda(B)<\lambda\left(X_{j}\right), \alpha(B)>\alpha\left(U_{j}\right)$ and $T<B$. $W_{i}:=W_{i} \cup X_{j} \cup\{B\} ; j:=j-1$.
3. If integer $r$ is the final value of $i$ then segments $W_{0}, \cdots, W_{r}$ have been defined. The length of a segment is given by the number of time units in the block contained in the segment.
We first show that the above definition is consistent.
Lemma 2.2. During some execution of step 2, let there be a task Tin $W_{i}$ such that for some $T^{\prime}$ in $X_{j} T<T^{\prime}$ is false. Then there exists $B \notin W_{i}$ such that $\lambda(T)<\lambda(B)<$ $\lambda\left(X_{j}\right), \alpha(B)>\alpha\left(U_{j}\right)$ and $T<B$.

Proof. Choose $T$ so that it has no successors in $W_{i}$, and $T^{\prime}$ so that it has no predecessors in $X_{j}$. Let $I$ be the set of tasks in $X_{j}$ that have no predecessors in $X_{j}$. Clearly $T^{\prime} \in I$.

Consider $U_{j+1}$ the last task in $X_{j+1}$. From the definition of segments $U_{j+1} \in W_{i}$, and from the definition of blocks $U_{j+1}$ precedes all tasks in $X_{j}$. (Recall that all other tasks executed during $\lambda\left(U_{j+1}\right)$ have lower labels than $U_{j}$, and hence lower labels than all tasks in $X_{j}$. Therefore $U_{j+1}$ precedes all tasks in $X_{j}$.) Since there are no transitive edges in the graph for a task system, the labels of all tasks in $I$ are considered when assigning a label to $U_{j+1}$.

From the definition of segments all tasks in $W_{i}$ have higher labels than $U_{j+1}$. Thus task $T$ has a higher label than $U_{j+1}$. Since $T$ has no successors in $W_{i}$, for
$\alpha(T)>\alpha\left(U_{j+1}\right)$ to be true, $T$ must either precede all tasks in $I$ or must precede an extra task $B$ as claimed. Since $T$ does not precede $T^{\prime}$ in $\cdot I, B$ must exist. The arguments used here are essentially those used in [5] to show optimality on two processors.

Having shown that segments are well defined, we now show that all tasks in one segment precede all tasks in the next.

Lemma 2.3. Let $W$ be a segment immediately to the left of segment $W^{\prime}$. Then for all tasks $T$ in $W$ and $T^{\prime}$ in $W^{\prime}$, $T$ must be completed before $T^{\prime}$ can start, i.e., $T<T^{\prime}$.

Proof. Let $X_{i}$ be the leftmost block in $W^{\prime}$. Then from the definition of segments, all tasks $T$ in $W$ precede all tasks $T^{\prime}$ in $X_{i}$. If $X_{i}$ is the only block in $W^{\prime}$, then the proof is complete.

So assume that $W^{\prime}$ contains blocks $X_{i}, X_{i-1}, \cdots, X_{i-k}$, for $k \geqq 1$, as well as some extra tasks. From the definition of blocks it follows that for all $j, U_{j}$ precedes all tasks in $X_{j-1}$. By transitivity for all $T$ in $W, T$ precedes all tasks in $X_{i} \cup \cdots \cup X_{i-k}$.

The first extra task $B$ added to $W^{\prime}$ is preceded by some task in $X_{i}$. Any subsequent extra task added to $W^{\prime}$ is either preceded by a task in some block in $W^{\prime}$, or by an extra task already in $W^{\prime}$. In either case, by transitivity, the extra task is preceded by an element of $X_{i}$.

The lemma follows.
Lemma 2.3 permits us to restrict attention to individual segments in comparing the lengths of optimal and CG-schedules. In the case of 2 processors, a segment of length $\omega$ contains $2 \omega-1$ tasks and requires $\omega$ time units to finish in any schedule. Therefore the CG-schedule is optimal. For $m>2$, Fig. 3 shows the CG and optimal schedules for a segment. From this example, we can say that on 3 processors, a CG-schedule may be as much as $33 \%$ longer than an optimal schedule. Other examples for $m>3$ that we will consider in this paper have a quite different structure.


Fig. 3. A task system (a), its CG-schedule (b) and optimal schedule (c) on 3 processors. The integer at each node is the task label.

For the next two lemmas, we reserve $\omega$ and $\omega_{0}$ to refer to the lengths of a CG-schedule and an optimal schedule, respectively, for some segment. In proving $\omega / \omega_{0} \leqq 2-2 / m$ we will need to examine the structure of a block.

A time unit during which all processors are executing tasks in a block $X$ will be referred to as a full column of $X$. Time units in $X$ that are not full columns will be referred to as partial columns. We will determine lower bounds on $\omega_{0}$ in terms of the number of partial columns in the blocks contained in a segment.

Lemma 2.4. Let $X_{i}, \cdots, X_{i-k}, k \geqq 0$ be the blocks in segment $W$, and let there be p partial columns in these blocks. If $X_{i}$ starts with a full column, then an optimal schedule for the tasks in $W$ must have length $\omega_{0} \geqq p+1$.

Proof. Let the partial columns of the segment be as shown in Fig. 4. Let $V_{1}$ be the task executed by $P_{1}$ during $\lambda\left(X_{i}\right)$. Number the partial columns $1,2, \cdots, p$, from left to right. For $1 \leqq j<p$, let $V_{j+1}$ be the task executed by $P_{1}$ in the time unit following partial column $j$. Let $T$ be the highest labeled task in the first partial column. We first observe the following two facts:
(i) Since $T$ is in a partial column, any extra tasks in this column must have a label lower than $\alpha\left(V_{2}\right)$. Hence there must be a task $T^{*}$ in $\lambda(T)$ such that $T^{*}<V_{2}$. If $T^{*}$ is $T$ then we have $T<V_{2}$. If $T^{*} \neq T$, then since $\alpha(T)>\alpha\left(T^{*}\right)$, and $V_{2}$ is the highest labeled task that $T$ can precede, we must also have $T<V_{2}$.
(ii) Similarly, $V_{j}, 2 \leqq j<p$, and every task $T_{j}$ such that $\alpha\left(T_{j}\right)>\alpha\left(V_{j}\right)$ precedes either $V_{j+1}$ or some task $R_{j+1}$ such that $\alpha\left(R_{j+1}\right)>\alpha\left(V_{j+1}\right)$.
Combining (i) and (ii) we conclude that $T$ precedes a chain of at least $p-1$ tasks, and so does every task with label higher than $\alpha(T)$.


Fig. 4. Proof of Lemma 2.4
Let $A_{1}, \cdots, A_{m}$ be the tasks executed during the very first time unit of $X_{i}$. If there is a task $A_{j}$ such that $\alpha\left(A_{j}\right)<\alpha(T)$, then there must be a task $A_{l}, l \neq j$, such that $A_{l}<T$, for otherwise $T$ would have replaced $A_{j}$ in the schedule. With $A_{l}<T$ and the fact that $T$ precedes a chain of $p-1$ tasks, it follows that the optimal schedule must have length at least $p+1$.

If for all $j, 1 \leqq j \leqq m, \alpha\left(A_{j}\right)>\alpha(T)$, then we have at least $m+1$ tasks that each precede a chain of at least $p-1$ tasks. Again the optimal schedule length must be at least $p+1$.

Lemma 2.5. Let $\omega$ be the length of segment $W$ and $\omega_{0}$ the length of an optimal schedule for the tasks in the segment. Then $\omega / \omega_{0} \leqq 2-2 / m$ for $m \geqq 3$.

Proof. Let $X_{i}, \cdots, X_{i-k}$, be the blocks contained in segment $W$ and let there be $p$ partial columns and $f$ full columns in these blocks. Clearly $\omega=f+p$.

From the definition of segments, $k$ extra tasks must have been merged into $W$. For each of the $k+1$ blocks there is one partial column with one task. Since every other partial column has at least two tasks, the total number of tasks $x$ in $W$ is at least $m f+2(p-k-1)+(k+1)+k=m f+2 p-1$.

We consider two cases.
Case 1. The leftmost block $X_{i}$ starts with a full column. Then from Lemma 2.4, $\omega_{0} \geqq p+1$. Since the shortest possible schedule has no idle time, $m \omega_{0} \geqq x \geqq$ $m f+2 p-1$.

Since $\omega=f+p$, we have

$$
m \omega=m(f+p)=m f+2 p-1+(m-2)(p+1)-m+3 .
$$

On substitution we get

$$
m \omega \leqq m \omega_{0}+(m-2) \omega_{0}-(m-3)
$$

Since $m \geqq 3$, it follows that $\omega / \omega_{0} \leqq 2-2 / m$.
Case 2. The leftmost block $X_{i}$ starts with a partial column. It follows from the proof of Lemma 2.3 that tasks in $X_{i}$ precede all other tasks in the segment. Any extra tasks in the first time unit of $X_{i}$ must have a lower label than all other tasks in $X_{i}$. Thus the tasks in the partial column of $X_{i}$ precede all other tasks in $X_{i}$, and by transitivity, precede all other tasks in the segment. Thus the optimal schedule for the segment must have at least one idle period. Hence $m \omega_{0} \geqq x+1 \geqq$ $m f+2 p$.

From the proof of Lemma 2.4 it follows that there must be a chain of at least $p$ tasks in $W$. Therefore $\omega_{0} \geqq p$. Since $\omega=f+p$, we have

$$
m \omega=m(f+p)=m f+2 p+(m-2) p .
$$

Substituting, we get

$$
m \omega \leqq m \omega_{0}+(m-2) \omega_{0}
$$

Hence, $\omega / \omega_{0} \leqq 2-2 / m$.
Theorem 2.1. Let $S$ be a CG-schedule for a given UET system on $m$ processors. Let $\omega$ be the length of $S$ and $\omega_{0}$ be the length of an optimal schedule for the same task system. Then for $m \geqq 2$,

$$
\omega / \omega_{0} \leqq 2-2 / m
$$

Furthermore, the bound is best possible for $m$ equal to 3 or any even number. ${ }^{1}$
Proof. For $m=2$, the bound follows from the optimality of CG-schedules [4], [5], [20]. Therefore suppose $m \geqq 3$. Let there be $r+1$ segments, $W_{0}, \cdots, W_{r-1}$, $W_{r}$, in the CG-schedule $S$. Lemma 2.3 shows that an optimal schedule can be no shorter than one that arranges each individual segment optimally. Therefore, letting $\omega_{0}(k)$ be the optimal schedule length of segment $W_{k}, 0 \leqq k \leqq r$, we have

$$
\omega_{0} \geqq \sum_{k=0}^{r} \omega_{0}(k) .
$$

[^75]From Lemma 2.5 we have $\omega(k) / \omega_{0}(k) \leqq 2-2 / m$, where $\omega(k)$ is the length of segment $W_{k}$ in the CG-schedule. Thus

$$
\omega=\sum_{k=0}^{r} \omega(k) \leqq \sum_{k=0}^{r}(2-2 / m) \omega_{0}(k) \leqq(2-2 / m) \omega_{0},
$$

and the bound is obtained.
That the bound is in fact best possible for the specified values of $m$ can be shown by examples. For $m=3$, see Fig. 3. For even values of $m$, we show a task system for 6 processors that realizes the bound asymptotically. The construction of task systems for any other even number of processors can be done following the same pattern.


Fig. 5. By repeating the pattern above, we can construct task systems for which the ratio of the lengths of a CG-schedule and an optimal schedule on 6 processors approaches $2-2 / 6=5 / 3$. For even $m$, $a$ similar construction leads to task systems for which the ratio approaches $2-2 / m$. Some of the edges have been drawn dotted for clarity. All edges are directed downwards.

Consider the task system in Fig. 5. Tasks $B_{1}, \cdots, B_{18}$ form a pattern that is repeated by tasks $C_{1}, \cdots, C_{18}$. If the pattern is repeated $k$ times by adding tasks $D_{1}, \cdots, D_{18}, E_{1}, \cdots, E_{18}$ and so on, we will get a task system with $18 k+2$
tasks. If the task system is executed as in Fig. 6, then the length of the schedule is $3 k+2$.


Fig. 6. A schedule for the task system in Fig. 5. Bold lines enclose a repeating pattern.

It is easy to verify that one possible labeling for the task system in Fig. 5 would be to assign labels $1,2, \cdots$ in the order $A_{18}, B_{1}, B_{2}, \cdots, B_{18}, C_{1}, \cdots, C_{18}$, $D_{1}, \cdots$. With $18 k+2$ tasks, the CG-schedule would then be of length $5 k+1$, since it would take 1 unit for each level with 2 tasks and 2 units for each level with $m+2=8$ tasks. The ratio of $\omega / \omega_{0}$ approaches $\frac{5}{3}=2-2 / m$ as $k$ increases.

With $m$ processors where $m$ is even, instead of the pattern $B_{1}, \cdots, B_{18}$, we need $m^{2} / 2$ tasks; 1 task at the lowest level, $m+2$ tasks at each of the next $m / 2-1$ levels, and the remaining task at the highest level. It is left to the reader to fill in the details. A formal specification for general $m$ is cumbersome.

Examination of Fig. 5, which provides the worst case example, shows that the worst case occurs if ties are broken badly in step 2 of the CG-algorithm. The interesting question is whether a "good" rule for breaking ties will improve the worst case performance of the CG-algorithm. It is left to the reader to verify that adding 4 tasks at the lowest levels and some extra edges as in Fig. 7, the CGalgorithm can be forced to label tasks as required in the proof of Theorem 2.1. The 4 tasks added lengthen both the optimal and CG-schedules by a constant, which is insignificant in the limit. The extra edges are clearly not transitive edges.
3. The Muntz-Coffman algorithm. The preemptive counterpart of the algorithm in the last section is given by Muntz and Coffman [16], [17]. A treatment of the algorithm may also be found in [4] and [20].

Definition. Let $(\mathscr{T},<)$ be a task system containing tasks $T_{1}, T_{2}, \cdots, T_{n}$ having execution times $\tau_{1}, \tau_{2}, \cdots, \tau_{n} . \mathscr{C}=\left\{T_{i_{1}}, T_{i_{2}}, \cdots, T_{i_{k}}\right\}$ is a chain from task $T_{i_{1}}$ to task $T_{i_{k}}$ if for all $j, 1 \leqq j<k, T_{i_{j}}<T_{i_{j+1}}$. The length of $\mathscr{C}$ is given by $\sum_{j=1}^{k} \tau_{i_{j}}$. The level of a task $T$ in $\mathscr{T}$ is the maximum over the lengths of all chains from $T$ to a terminal task.

The idea behind the algorithm in [16], [17] is to preferentially execute tasks at higher levels. Tasks at the same level get the same level of service. In order to


Fig. 7. Adding edges to force the $C G$ algorithm to assign labels in the order $B_{1}, B_{2}, \cdots, B_{18}$
illustrate diagrammatically how tasks get the same level of service, the notion of processor sharing is introduced. If there are more processors than tasks, then each task gets a processor to itself. Otherwise, the tasks will have to share the available resources. Thus each task is assigned $\beta$ processors, where $0<\beta \leqq 1$. Instead of talking of the execution time $\tau$ of a task $T$, we sometimes say that $T$ has a service requirement of $\tau$ processor-time units. An example of a task system scheduled using processor sharing is given in Fig. 8. Task $T$ assigned $\beta$ processors will execute for $\tau / \beta$ units, where $\tau / \beta \geqq \tau$, since $0<\beta \leqq 1$.

Since levels of tasks change as execution proceeds, we need the following definition.

Definition. Let $S$ be a schedule for a task system $(\mathscr{T},<) . L_{t}(T)$, the level at time $t$ of task $T$ with respect to schedule $S$, is the level of task $T$ in the unexecuted portion of the task system.

Muntz-Coffman (MC-) Algorithm. Given a task system ( $\mathscr{T},<$ ), this algorithm constructs a processor shared schedule which can easily be converted into a preemptive schedule of the same length. Let $s$ be the time when assignment of processors is made. Initially $s=0$.

Among the tasks that are ready to execute, assign one processor each to the tasks at the highest level. If there is a tie among $b$ tasks (because they are at the same level) for the last $a(a<b)$ processors, then assign $a / b$ of a processor to each of these $b$ tasks. Continue such an assignment until a time $t$ at which one of the following events occurs.

Event 1 . A task is completed at $t$.
Event 2. There are two tasks $T$ and $T^{\prime}$ such that $L_{s}(T)>L_{s}\left(T^{\prime}\right)$ but $L_{t}(T)=$ $L_{t}\left(T^{\prime}\right)$. That is, the level of $T^{\prime}$ has caught up with that of $T$ at time $t$. In either case set $s=t$ and reassign the processors to the unexecuted portion of the task system.


Fig. 8. (a) A task system. Execution times of tasks appear next to the task names. (b) A shared schedule for the task system, and (c) the preemptive schedule constructed from the shared schedule.

The resultant schedule is called an MC-schedule for $(\mathscr{T},<)$.
Let $0=t_{1}<t_{2}<\cdots<t_{k}$ be the sequence of times at which Event 1 or 2 occurs in the above construction. The following procedure will transform an MC-schedule into a preemptive schedule of the same length. Consider interval ( $t_{i}, t_{i+1}$ ) and let $T_{i_{1}}, \cdots, T_{i_{s}}$ be the tasks executed in this interval at rates $\beta_{i_{1}}, \cdots, \beta_{i_{s}}$, respectively. Now using the quantity $\beta_{i_{j}}\left(t_{i+1}-t_{i}\right)$ as the execution time for $T_{i_{j}}$, we can apply McNaughton's preemptive scheduling algorithm [4], [15], [19], [20] for tasks $T_{i_{1}}, \cdots, T_{i_{s}}$ in this time interval and construct a valid preemptive schedule for these tasks. The length of the new schedule is exactly ( $t_{i+1}-t_{i}$ ). Do this for all intervals.

Figure 8 gives an example illustrating the above algorithm and the transformation. Intuitively, one can visualize the MC-algorithm as pruning a partial order from top down. Only "leaves" are ready to be pruned. The rate of pruning at any time depends on the number of "leaves" at the top and the machine capacity. If there is machine capacity left, then "leaves" at lower levels will be considered.

In MC-schedules, a task may be split into several pieces, each executed in a different interval of time. Given an MC-schedule $S$ for an $n$-task system ( $\mathscr{T},<$ ),
let $U_{u_{1}}, \cdots, U_{i_{n_{i}}}$, for some $n_{i} \geqq 1$, be all the pieces of task $T_{i}$ in $S$, with piece $U_{i_{j}}$ started before $U_{i_{j_{j}}}$ in $S$, for all $j, 1 \leqq j<n_{i}$. Also let $\tau_{i_{1}}, \cdots, \tau_{i_{n_{i}}}$ be the execution requirements of the pieces $U_{i_{1}}, \cdots, U_{i_{n_{j}}}$, respectively. Then obviously we have $\sum_{j=1}^{n_{i}} \tau_{i_{j}}=\tau_{i}$. If we define the precedence relation $<^{\prime}$ among the pieces with $U_{i_{j}}<^{\prime} U_{i_{j j_{1}}}$ for all $1 \leqq j<n_{i}, 1 \leqq i \leqq n$, and $U_{i_{n_{i}}}<^{\prime} U_{k_{1}}$ if and only if $T_{i}<T_{k}$ for $1 \leqq i, k \leqq n$, it is easy to see that each of these pieces is just like a task and $S$ is an MC-schedule for the task system ( $\left.\mathscr{T}^{\prime},<^{\prime}\right)$, where $\mathscr{T}^{\prime}=\left\{U_{i_{j}}, 1 \leqq j \leqq n_{i}\right.$, $1 \leqq i \leqq n\}$ and $<^{\prime}$ is defined as above. Therefore from now on we shall refer to each of these pieces as a task as if $S$ is constructed for the task system formed by the pieces, and use the terms "piece" and "task" interchangeably.

It has been shown in [16], [17], [20] that the MC-algorithm constructs optimal schedules if $(\mathscr{T},<)$ is tree structured, or if there are only two processors. Now we will show that if $\omega$ and $\omega_{0}$ are the lengths of an MC-schedule and an optimal schedule, respectively, then $\omega / \omega_{0} \leqq 2-2 / m$, and that $2-2 / m$ is an asymptotic best bound. Since all tasks at the same level are executed at the same rate, it will be easier than the last section to show that $2-2 / m$ is an upper bound. The hard part is coming up with a task system that achieves the bound. We first show that the bound is true for a special type of MC-schedule and then extend the result to arbitrary MC-schedules.

Lemma 3.1. Let $S$ be an MC-schedule of length $\omega$ for a task system $(\mathscr{T},<)$ on $m \geqq 2$ processors. If at all times in the schedule at least two processors are busy, then $\omega / \omega_{0} \leqq 2-2 / m$, where $\omega_{0}$ is the length of an optimal preemptive schedule for ( $\mathscr{T},>$ ).

Proof. Since an MC-schedule has no unnecessary idle time, there exists a chain of tasks in $S$ such that whenever a processor is idle in $(0, \omega)$ one of the other processors is executing a task in the chain. If $L$ is the total length of time in $S$ when at least one processor is idle, then there must be a chain of length at least $L$ in $(\mathscr{T},<)$. Hence $\omega_{0} \geqq L$. Moreover, if $x$ is the sum of the execution times of all tasks in $(\mathscr{T},<)$, then $\omega_{0} \geqq x / m$.

Let $I$ be the total idle time in $S$. Since no more than $m-2$ processors are idle at any time, $I \leqq(m-2) L$. Therefore $I \leqq(m-2) \omega_{0}$.

Since $m \omega=x+I$, on substitution for $x$ and $I$, we get $m \omega \leqq m \omega_{0}+(m-2) \omega_{0}$, which yields $\omega / \omega_{0} \leqq 2-2 / m$.

MC-schedules do not introduce unnecessary idle time, but they may not always have two busy processors. We shall show that any MC-schedule can be divided into segments such that (a) within each segment, except for the last task, there are always at least two busy processors, and (b) tasks in one segment must be completed before those in the next segment can begin.

From the MC-algorithm, if there are not enough tasks at the highest level to occupy all the processors, tasks at the next level will be considered. Therefore some tasks are executed "ahead" of their levels. There are some "bottleneck tasks" $T$ in the sense that all tasks at a higher level than $T$ must be executed before $T$. In dividing an MC-schedule, we are essentially looking for these bottleneck tasks. The tasks that are executed "ahead" of their levels will be deleted from the MCschedule, resulting in a reduced schedule. The task system corresponding to the reduced schedule is called the reduced task system. In the reduced schedule, all tasks at a higher level than a bottleneck task $T$ must be completed before $T$
can start. Similarly all tasks at a lower level than $T$ must be executed after $T$ is completed.

Definition. Let $S$ be an MC-schedule of length $\omega$, and let

$$
0=t_{1}<t_{2}<\cdots<t_{k}
$$

be the sequence of times at which either Event 1 or 2 occurs. Clearly $\omega=t_{k}$. Define segments $W_{r}, \cdots, W_{1}, W_{0}$ as follows:
(i) If the last time interval $\left(t_{k-1}, t_{k}\right)$ is executing only one task, then call this task $U_{0}$; otherwise $U_{0}=\varnothing . U_{0}$ is in segment $W_{0}$. Set $j=0$ and $t=t_{k-1}$ (or $t=t_{k}$ if $U_{0}=\varnothing$ ).
(ii) If $t=0$, then the entire schedule is divided, so stop. Otherwise let $t$ be $t_{i}$ for some $i>1$. For $h$ from $i$ down to 2 do:
(a) Compute $L_{t_{h}}(T)$ for each task $T$ executed in the interval $\left(t_{h-1}, t_{h}\right)$ with respect to the reduced task system at this point.
(b) Remove all tasks $T$ in interval $\left(t_{h-1}, t_{h}\right)$ that have $L_{t_{h}}(T)<L_{t}\left(U_{j}\right)$.

We will show that this step removes all tasks that are executed before $U_{j}$ but do not precede $U_{j}$. Figure 9 illustrates the above step.
(iii) Find the first interval $\left(t_{l}, t_{l+1}\right)$ before $t$ in which only one processor is assigned a task. Define this task as $U_{j+1}$ and add the portion of the schedule between $U_{j+1}$ and $U_{j}$ to $W_{j} . U_{j+1}$ is in $W_{j+1}$.
(iv) Set $j=j+1$ and $t=t_{l}$ and go to (ii).

Theorem 3.1. Let $S$ be an MC-schedule of length $\omega$ for a task system ( $\mathscr{T},<)$ on $m \geqq 2$ processors; then $\omega / \omega_{0} \leqq 2-2 / m$, where $\omega_{0}$ is the length of an optimal schedule. Moreover, for all values of $m$ there exists a task system that approaches the bound arbitrarily closely.

Proof. As in the definition above, let $W_{r}, W_{r-1}, \cdots, W_{0}$ be the segments of $S$. It is easy to see that the total length of the segments is $\omega$. If in the definition of segment $W_{j}$ a task $T$ executed in the interval $\left(t_{h-1}, t_{h}\right)$ is deleted, then from step (ii) of the definition, $L_{t_{h}}(T)<L_{t}\left(U_{j}\right)=L_{t_{h}}\left(U_{j}\right)$. Then from the MC-algorithm there exists $V$, a predecessor of $U_{j}$, executing concurrently with $T$ such that $L_{t_{h-1}}(V)>L_{t_{h-1}}(T)$. It follows that $V$ is assigned a full processor in the interval $\left(t_{h-1}, t_{h}\right)$. Therefore deleting tasks like $T$ does not change the length of $S$. The reader can verify that $W_{r}, W_{r-1}, \cdots, W_{0}$ taken together form an MC-schedule of length $\omega$ for the reduced task system.

Consider a task $V$ in segment $W_{j}$ for some $j$. By definition, segment $W_{j+1}$ ends with task $U_{j+1}$, and while $U_{j+1}$ is being executed, all other processors are idle in the reduced schedule. Since the reduced schedule is an MC-schedule, it must be true that $U_{j+1}$ precedes $V$, for otherwise $V$ would have been scheduled concurrently with $U_{j+1}$.

To show that $T<U_{j+1}$ for all $T \neq U_{j+1}$ in $W_{j+1}$, we assume the contrary. That is, there exists a task $T$ in $W_{j+1}$ such that $T<U_{j+1}$ is false. Choose $T$ so that $T$ is the last such task to finish in $W_{j+1}$. This choice ensures that $T$ has no successors in $W_{j+1}$. That is, $T$ can only have immediate successors in $W_{j}$ or some later segment, which implies that $L_{t_{h}}(T)<L_{t}\left(U_{j+1}\right)$, where $\left(t_{h-1}, t_{h}\right)$ is the interval that $T$ is in and $t$ is the time when $U_{j+1}$ starts execution. However, $L_{t_{n}}(T)<L_{t}\left(U_{j+1}\right)$ contradicts the fact that $T$ is not deleted. Consequently we have $T<U_{j+1}<V$ for all $T \neq U_{j+1}$ in $W_{j+1}$ and all $V$ in $W_{j}$.


Fig. 9. The top schedule is the original MC-schedule for the task system. The middle schedule is the reduced schedule after removal of tasks when compared with $L_{8}\left(T_{12}\right)$. Finally, there is the reduced schedule after removal of tasks when compared with $L_{1}\left(T_{3}\right)$.

It follows that as in Theorem 2.1, we need only consider one segment $W_{j}$ at a time. Let $U_{j}$ be the last task executing in $W_{j}$. As noted above, $T<U_{j}$ for all other tasks $T$ in $W_{j}$. Clearly the optimal strategy can do no better than executing all other tasks optimally and then executing $U_{j}$. Thus consider all tasks in $W_{j}$ except $U_{j}$. By peeling off $U_{j}$, we are left with a portion of the schedule in which at all times at least two processors are busy. From Lemma 3.1, for this part of the segment $\omega^{\prime} / \omega_{0}^{\prime} \leqq 2-2 / m$, where $\omega^{\prime}$ is the length of this part of the segment
and $\omega_{0}^{\prime}$ the optimal length for it. Clearly $\omega^{\prime} / \omega_{0}^{\prime} \geqq\left(\omega^{\prime}+c\right) /\left(\omega_{0}^{\prime}+c\right)$ when $\omega^{\prime} / \omega_{0}^{\prime} \geqq 1$ and $c \geqq 0$. Thus taking task $U_{j}$ into account cannot change the bound.

As in Theorem 2.1 if the bound for each individual segment is $2-2 / m$, then $2-2 / m$ is an upper bound for the entire schedule.


Fig. 10. The task system for the proof of Theorem 3.1. All tasks have unit execution time. The figure has been drawn for $k=3, l=4$ and $m=6$. As $k \rightarrow \infty$ and $l \rightarrow \infty, \omega / \omega_{0} \rightarrow 2-2 / m$, where $\omega$ and $\omega_{0}$ are the lengths of the MC- and optimal schedules for the task system.

To see that $2-2 / m$ is (asymptotically) achievable, consider the UET system in Fig. 10. The task system has $l$ repetitions of a pattern that consists of $k$ levels of tasks. The figure has been drawn with $k=3, l=4$ and $m=6$. We can have a schedule that executes $U_{11}, U_{12}, \cdots, U_{1 k}$ in the first $k$ time units. In the next time unit, $V_{11}, T_{1,1,1}, \cdots, T_{1,1, m-2}$ and $U_{21}$ are executed. After that, $V_{12}$, $T_{1,2,1}, \cdots, T_{1,2, m-2}$ and $U_{22}$ are executed, and so on, until $V_{l-1, k}, T_{l-1, k, 1}, \cdots$, $T_{l-1, k, m-2}$ and $U_{l k}$ are executed. Then $k$ units are required to finish the schedule. The optimal schedule of length $\omega_{0}$ is therefore no longer than

$$
2 k+(l-1) k=k(l+1)
$$

The MC-schedule, on the other hand, is of length

$$
\omega=(l-1)(k-1+(k(m-2)+2) / m)+k .
$$

The ratio $\omega / \omega_{0}$ is then given by

$$
\frac{\omega}{\omega_{0}} \geqq \frac{(l-1)(k-1+(k(m-2)+2) / m)+k}{k(l+1)}=c .
$$

As $k$ tends to infinity, we get

$$
\lim _{k \rightarrow \infty} c=\frac{(l-1)(1+(m-2) / m)+1}{(l+1)}
$$

Taking limits again, we find

$$
\lim _{l \rightarrow \infty} \lim _{k \rightarrow \infty} c=1+\frac{m-2}{m}=2-\frac{2}{m} .
$$

In Fig. 10, as $k$ increases, the contribution of $U_{1 k}$ and $V_{1 k}$ to the schedule length becomes insignificant. Then as $l$ increases, the $k$ extra time units in the beginning and in the end of the schedule become insignificant. The example in Fig. 10 can be modified to yield an example showing that $2-2 / m$ is an asymptotic best bound for all values of $m$ for the CG-algorithm of $\S 2$.
4. Discussion. As reviewed in [21], a large number of scheduling problems are NP-complete. It is therefore desirable to devise heuristics for these problems. We have taken two algorithms, one preemptive and the other nonpreemptive, which yield optimal schedules on two processors. We have shown that on $m$ processors, $m \geqq 2$, the two algorithms produce schedules that are always within a factor of $2-2 / m$ of the optimal. We then gave an example of task systems for which the ratio approached $2-2 / m$ in the limit.
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# FINDING A MAXIMUM INDEPENDENT SET* 

ROBERT ENDRE TARJAN $\dagger$ AND ANTHONY E. TROJANOWSKI $\ddagger$


#### Abstract

We present an algorithm which finds a maximum independent set in an $n$-vertex graph in $O\left(2^{n / 3}\right)$ time. The algorithm can thus handle graphs roughly three times as large as could be analyzed using a naive algorithm.


Key words. algorithm, clique, computational complexity, graph, maximum independent set, $N P$-complete problem

1. Introduction. A graph $G=(V, E)$ is an ordered pair consisting of a finite set $V$ of vertices and a set of unordered pairs $(v, w)$ of distinct vertices, called edges. Two vertices $v, w$ are adjacent if $(v, w) \in E$. A set $S$ of vertices is independent (or internally stable) if $(v, w) \notin E$ for all $v, w \in S$. A set $S$ of vertices is a clique if $(v, w) \in E$ for all pairs of distinct vertices $v, w \in S$. The complement of a graph $G=(V, E)$ is the graph $\bar{G}=(V, \bar{E})$ where $\bar{E}=\{(v, w) \mid v, w \in V, v \neq w$, and $(v, w) \notin E\}$. Clearly $S \subseteq V$ is an independent set of $G$ if and only if $S$ is a clique of $\bar{G}$. (Note: some authors require that a clique be a maximal set of pairwise adjacent vertices; we do not.)

A path from $v_{1}$ to $v_{k}$ in a graph $G=(V, E)$ is a sequence of vertices $v_{1}, v_{2}, \cdots, v_{k}$ such that $\left(v_{i}, v_{i+1}\right) \in E$ for $1 \leqq i<k$. A set of vertices $S$ is connected if, for all $v, w \in S$, there is a path from $v$ to $w$ containing only vertices in $S$. The vertices of a graph $G$ can be partitioned into maximal connected subsets, called the connected components of $G$. If $G=(V, E)$ is a graph and $S$ is a set of vertices, the graph $G(S)=(S, E(S))$, where $E(S)=\{(v, w) \in E \mid v, w \in S\}$, is called the subgraph of $G$ induced by the vertex set $S$.

We consider the problem of finding a maximum-size independent set in a given graph $G=(V, E)$; or, equivalently, finding a maximum-size clique in a given graph. This problem has been studied extensively, but no polynomial-time algorithm is known. In fact, the maximum independent set problem is $N P$ complete [4], [7], and thus is unlikely to have a polynomial-time algorithm. Our goal is to provide an algorithm, which, though not polynomial, is significantly faster in the worst case than the obvious enumeration algorithm or any other algorithm known to us.

Let $n=|V|$. The number of subsets of $V$ is $2^{n}$. By listing each possible subset of $V$ and testing it for independence, one can find a maximum clique in $O\left(p(n) 2^{n}\right)$ time, where $p(n)$ is some polynomial. Other algorithms have been proposed [2], [9], [10], but for none except the one in [10] has a worst-case time bound better than $O\left(2^{n}\right)$ been proved.

We extend the algorithm of [10] to provide an $O\left(2^{n / 3}\right)$-time algorithm. The algorithm is recursive and depends upon a somewhat complicated case analysis.

[^76]Though the algorithm is tedious to state in detail, it would be straightforward to program, and we suspect that it would perform well in practice. Nevertheless, its main interest seems to be theoretical; its existence shows that at least one $N P$-complete problem can be solved in a time bound significantly better than that of the obvious enumeration algorithm. For a similar algorithm to solve another $N P$-complete problem, see [5].

The maximum number of independent sets maximal with respect to the subset relation in a graph of $n$ vertices is $3^{n / 3}$. One could find a maximumsize independent set by enumerating all maximal independent sets (using an algorithm such as in [1], [3], [6], [8]) and choosing the largest. However, the algorithm to be proposed is substantially better than even this method, in the worst case.

The algorithm uses a recursive backtracking scheme. Its starting point is the following observation. Let $v \in V$. Let $A(v)$ be the set of vertices adjacent to $v$. Then any maximum independent set either contains $v$ or does not contain $v$. Thus any maximum independent set of $G$ is either $\{v\}$ combined with a maximum independent set in $G(V-\{v\}-A(v))$, or it is a maximum independent set in $G(V-\{v\})$.

We extend this idea. For any $S \subseteq V$, let $A(S)=\cup_{v \in S} A(v)$. If $S \subseteq V$, then any maximum independent set $I$ in $G$ consists of an independent set $I \cap S$ in $G(S)$ and a maximum independent set $I-S$ in $G(V-S-A(I))$. Our algorithm selects a subset $S \subseteq V$, finds each independent set $J$ in $G(S)$, and, for each such $J$, recursively finds a maximum independent set in $G(V-S-A(J))$.

We improve this method further by introducing the concept of dominance. If $S \subseteq V$ and $I, J$ are independent in $G(S)$, we say $I$ dominates $J$ if, for any $J^{\prime} \subseteq V-S$ such that $J \cup J^{\prime}$ is independent, there is a set $I^{\prime} \subseteq V-S$ such that $I \cup I^{\prime}$ is independent and $\left|I \cup I^{\prime}\right| \geqq\left|J \cup J^{\prime}\right|$. For any such dominated set $J$, we need not solve a subproblem, since we get an independent set at least as large by solving a subproblem for $I$.

Dominance is important because in certain cases it can be confirmed quickly. We give two examples which are used extensively in the algorithm. Let $v \in V$. Let $S=\{v\} \cup A(v)$. If $w \in A(v)$, then $\{v\}$ dominates $\{w\}$ in $S$, since if $I \subseteq V-S$ and $I \cup\{w\}$ is independent, then $I \cup\{v\}$ is independent. Similarly, $\{v\}$ dominates $\varnothing$ in $S$.

Let $S \subseteq V$. Let $I$ and $J=I \cup\{v\}$ be independent in $G(S)$. Suppose $(V-S) \cap$ $(A(v)-A(I))=\left\{w_{1}, w_{2}\right\}$. In $S \cup\left\{w_{1}, w_{2}\right\}, J$ dominates both $I \cup\left\{w_{1}\right\}$ and $I \cup\left\{w_{2}\right\}$. We distinguish three possibilities.
(i) $\left(w_{1}, w_{2}\right) \in E$ or $I \cap A\left(\left\{w_{1}, w_{2}\right\}\right) \neq \varnothing$. Then $J$ dominates $I$ in $S$ : if $I^{\prime} \subseteq$ $V-S$ and $I^{\prime} \cup I$ is independent, then $\left|I^{\prime} \cap\left\{w_{1}, w_{2}\right\}\right| \leqq 1$. Thus $J^{\prime}=I^{\prime}-\left\{w_{1}, w_{2}\right\}$ satisfies $\left|J^{\prime} \cup J\right| \geqq\left|I^{\prime} \cup I\right|$ and $J^{\prime} \cup J$ is independent.
(ii) $\left(w_{1}, w_{2}\right) \notin E, I \cap A\left(\left\{w_{1}, w_{2}\right\}\right)=\varnothing$, and $\left|(V-S-A(J)) \cap A\left(\left\{w_{1}, w_{2}\right\}\right)\right| \leqq$ 1. Then $I$ dominates $J$ in $S$ (and $I \cup\left\{w_{1}, w_{2}\right\}$ dominates $J$ in $S \cup\left\{w_{1}, w_{2}\right\}$ ): If $J^{\prime} \subseteq V-S$ and $J^{\prime} \cup J$ is independent, then $I^{\prime}=\left(J^{\prime} \cup\left\{w_{1}, w_{2}\right\}\right)-A\left(\left\{w_{1}, w_{2}\right\}\right)$ satisfies $\left|I^{\prime} \cup I\right| \geqq\left|J^{\prime} \cup J\right|$ and $I^{\prime} \cup I$ is independent.
(iii) $\left(w_{1}, w_{2}\right) \notin E, I \cap A\left(\left\{w_{1}, w_{2}\right\}\right)=\varnothing$, and $\left|(V-S-A(J)) \cap A\left(\left\{w_{1}, w_{2}\right\}\right)\right|$ $\geqq 2$. In this case we need further information to determine whether $I$ dominates $J$ or vice-versa.

In summary, the algorithm selects a set $S \subseteq V$, determines a set of dominating independent sets in $S$ using the two observations on the previous page, and recursively solves one subproblem for each dominating set.
2. The algorithm. A detailed specification of the algorithm appears below. A call $\operatorname{maxset}(S)$ will return an integer which is the size of a maximum independent set in $G(S)$; the graph $G=(V, E)$ is assumed to be a global variable. The statement of the algorithm consists of a sequence of cases and subcases. The first case which applies is used to define the value of $\operatorname{maxset}(\boldsymbol{S})$. Thus, inside a given case, the hypotheses of all previous cases can be assumed to be false. We use this convention to avoid a confusing nesting of if-then-else statements. Throughout the procedure $d(v)$ denotes the degree of $v$ in $G(S)$. It is easy to modify the algorithm so that it returns a maximum independent set as well as the size of such a set.

## procedure maxset (S);

begin
$0: S$ is not connected in $G(S)$.
Let $S_{1}, S_{2}, \cdots, S_{k}$ be the connected components of $G(S)$. Note that every maximum independent set consists of a union of maximum independent sets, one from each connected component. Let maxset $=$ $\sum_{i=1}^{k} \operatorname{maxset}\left(S_{i}\right)$.
not $0: S$ is connected.
Let $v$ be a vertex of minimum degree in $G(S)$. One of the following six cases applies.
1: $d(v)=1$.
Let $A(v) \cap S=\{w\}$.
Let maxset $=1+\operatorname{maxset}(S-\{v, w\})$.
2: $d(v)=2$.
2.1: $d(w)=2$ for all $w \in V$.

Note that the vertices of $S$ form a cycle in $G(S)$.
Let maxset $=\lfloor|S| / 2\rfloor$.
2.2: There exist $u, w_{1}$ such that $d(u)=2, d\left(w_{1}\right) \geqq 3$, and $\left(u, w_{1}\right) \in E$.

Let $A(u) \cap S=\left\{w_{1}, w_{2}\right\}$.
2.2.1: $\left(w_{1}, w_{2}\right) \in E$.

Let maxset $=1+\operatorname{maxset}\left(S-\left\{u, w_{1}, w_{2}\right\}\right)$.
2.2.2: $\left(w_{1}, w_{2}\right) \notin E$.

Let maxset $=\max \left\{1+\operatorname{maxset}\left(S-\left\{u, w_{1}, w_{2}\right\}\right)\right.$, $\left.2+\operatorname{maxset}\left(S-A\left(w_{1}\right)-A\left(w_{2}\right)\right)\right\}$.
3: $d(v)=3$.
Let $A(v) \cap S=\left\{w_{1}, w_{2}, w_{3}\right\}$.
3.1: $\left(w_{1}, w_{2}\right),\left(w_{1}, w_{3}\right),\left(w_{2}, w_{3}\right) \in E$.

Let maxset $=1+\operatorname{maxset}\left(S-\left\{v, w_{1}, w_{2}, w_{3}\right\}\right)$.
3.2: $\left(w_{1}, w_{2}\right),\left(w_{1}, w_{3}\right) \in E$ (or any symmetric case).

Let maxset $=\max \left\{1+\operatorname{maxset}\left(S-\left\{v, w_{1}, w_{2}, w_{3}\right\}\right)\right.$,

$$
\left.2+\operatorname{maxset}\left(S-A\left(w_{2}\right)-A\left(w_{3}\right)\right)\right\} .
$$

3.3: $\left(w_{1}, w_{2}\right) \in E$ (or any symmetric case).

For $i=1,2,3$, let $\bar{A}_{i}=S-\left\{w_{1}, w_{2}, w_{3}\right\}-A\left(w_{i}\right)$.

Note that $\left|\bar{A}_{1}\right|,\left|\bar{A}_{2}\right| \leqq|S|-5,\left|\bar{A}_{3}\right| \leqq|S|-6$.
3.3.1: $\left|\bar{A}_{1} \cap \bar{A}_{3}\right| \leqq\left|\bar{A}_{2} \cap \bar{A}_{3}\right|=|S|-6$ (or the symmetric case).

Note that $\bar{A}_{2} \cap \bar{A}_{3}=\bar{A}_{3}$. Thus $\left\{w_{2}, w_{3}\right\}$ dominates $\left\{w_{1}, w_{3}\right\}$.
Let maxset $=\max \left\{1+\operatorname{maxset}\left(S-\left\{v, w_{1}, w_{2}, w_{3}\right\}\right)\right.$,

$$
\left.2+\operatorname{maxset}\left(\bar{A}_{3}\right)\right\} .
$$

3.3.2: $\left|\bar{A}_{1} \cap \bar{A}_{3}\right|,\left|\bar{A}_{2} \cap \bar{A}_{3}\right| \leqq|S|-7$.

Let maxset $=\max \left\{1+\operatorname{maxset}\left(S-\left\{v, w_{1}, w_{2}, w_{3}\right\}\right)\right.$,

$$
\begin{aligned}
& 2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{3}\right), \\
& \left.2+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{3}\right)\right\} .
\end{aligned}
$$

3.4: $\left(w_{i}, w_{j}\right) \notin E$ for $i, j \in\{1,2,3\}$.

For $i=1,2,3$, let $\bar{A}_{i}=S-\left\{w_{1}, w_{2}, w_{3}\right\}-A\left(w_{i}\right)$.
Note that $\left|\bar{A}_{i}\right| \leqq|S|-6$ for $i=1,2,3$.
3.4.1: $\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right| \geqq|S|-7$.

Set $\left\{w_{1}, w_{2}, w_{3}\right\}$ dominates $\left\{w_{i}, w_{j}\right\}$ for $i, j \in\{1,2,3\}$.
Let maxset $=\max \left\{1+\operatorname{maxset}\left(S-\left\{v, w_{1}, w_{2}, w_{3}\right\}\right)\right.$,
$\left.3+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right)\right\}$.
3.4.2: $\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|=|S|-8$ or $|S|-9$.

If, for some $i, j,\left|\bar{A}_{i} \cap \bar{A}_{j}\right| \leqq\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+1$, then $\left\{v_{i}, w_{j}\right\}$ is dominated by $\left\{w_{1}, w_{2}, w_{3}\right\}$.
For distinct $i, j, k$,
$\left|\bar{A}_{i}\right| \geqq\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+\left|\bar{A}_{i} \cap \bar{A}_{j}-\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right)\right|$ $+\left|\bar{A}_{i} \cap \bar{A}_{k}-\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right)\right|$,
$\left|\bar{A}_{i}\right| \leqq|S|-6$, and $\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right| \geqq|S|-9$.
Thus $\left|\bar{A}_{i} \cap \bar{A}_{j}\right| \geqq\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+2$ for only one possible pair $i \neq j$. Let 1,2 be the pair (if any).
3.4.2.1: $\left|\bar{A}_{i} \cap \bar{A}_{j}\right| \leqq\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+1$ for all $i \neq j$.

Let maxset $=\max \left\{1+\operatorname{maxset}\left(S-\left\{v, w_{1}, w_{2}, w_{3}\right\}\right)\right.$, $\left.3+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right)\right\}$.
3.4.2.2: $\left|\bar{A}_{1} \cap \bar{A}_{2}\right| \geqq\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+2$ (or any symmetric case).
Let maxset $=\max \left\{1+\operatorname{maxset}\left(S-\left\{v, w_{1}, w_{2}, w_{3}\right\}\right)\right.$, $2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2}\right)$, $\left.3+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right)\right\}$.
3.4.3: $\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right| \leqq|S|-10$.
3.4.3.1: $\left|\bar{A}_{i} \cap \bar{A}_{j}\right| \leqq\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+1$ for all $i \neq j$.

Same as 3.4.2.1.
3.4.3.2: $\left|\bar{A}_{1} \cap \bar{A}_{2}\right| \geqq\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+2$ (or any symmetric case).
Same as 3.4.2.2.
3.4.3.3: $\left|\bar{A}_{1} \cap \bar{A}_{2}\right|,\left|\bar{A}_{1} \cap \bar{A}_{3}\right| \geqq\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+2 \quad$ (or $\quad$ any symmetric case).
Let maxset $=\max \left\{1+\operatorname{maxset}\left(S-\left\{v, w_{1}, w_{2}, w_{3}\right\}\right)\right.$, $2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2}\right)$, $2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{3}\right)$, $\left.3+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right)\right\}$.
3.4.3.4: $\left|\bar{A}_{1} \cap \bar{A}_{2}\right|,\left|\bar{A}_{1} \cap \bar{A}_{3}\right|,\left|\bar{A}_{2} \cap \bar{A}_{3}\right| \geqq\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+2$. For $i=1,2,3$, let $u_{i 1}, u_{i 2} \in\left(\bar{A}_{j} \cap \bar{A}_{k}\right)-\bar{A}_{i}(j, k \neq i)$.
3.4.3.4.1: $\left|\bar{A}_{j} \cap \bar{A}_{k}\right|=\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+2 \quad$ and
$\left(u_{i 1}, u_{i 2}\right) \in E$ for some distinct $i, j, k$.
Then $\left\{w_{1}, w_{2}, w_{3}\right\}$ dominates $\left\{w_{j}, w_{k}\right\}$. Same as 3.4.3.3.
3.4.3.4.2: $\left|\bar{A}_{j} \cap \bar{A}_{k}\right|=\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+2 \quad$ and
$\left(u_{i 1}, u_{i 2}\right) \notin E$ for all distinct $i, j, k$. Let
maxset $=\max \left\{1+\operatorname{maxset}\left(S-\left\{v, w_{1}, w_{2}, w_{3}\right\}\right)\right.$,
$4+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}-A\left(u_{11}\right)-A\left(u_{12}\right)\right)$, $4+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}-A\left(u_{21}\right)-A\left(u_{22}\right)\right)$, $4+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}-A\left(u_{31}\right)-A\left(u_{32}\right)\right)$, $\left.3+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right)\right\}$.
3.4.3.4.3: $\left|\bar{A}_{1} \cap \bar{A}_{2}\right|,\left|\bar{A}_{1} \cap \bar{A}_{3}\right|=\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+2$ (or any symmetric case).
Let
maxset $=\max \left\{1+\operatorname{maxset}\left(S-\left\{v, w_{1}, w_{2}, w_{3}\right\}\right)\right.$,
$4+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}-A\left(u_{31}\right)-A\left(u_{32}\right)\right)$, $4+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}-A\left(u_{21}\right)-A\left(u_{22}\right)\right)$, $2+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{3}\right)$, $\left.3+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right)\right\}$.
3.4.3.4.4: $\left|\bar{A}_{1} \cap \bar{A}_{2}\right|=\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+2$ (or any symmetric case).
Let
maxset $=\max \left\{1+\operatorname{maxset}\left(S-\left\{v, w_{1}, w_{2}, w_{3}\right\}\right)\right.$,
$4+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}-A\left(u_{31}\right)-A\left(u_{32}\right)\right)$,
$2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{3}\right)$,
$2+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{3}\right)$, $\left.3+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right)\right\}$.
3.4.3.4.5: $\left|\bar{A}_{i} \cap \bar{A}_{j}\right| \geqq\left|\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right|+3$ for $i \neq j$.

Let
maxset $=\max \left\{1+\operatorname{maxset}\left(S-\left\{v, w_{1}, w_{2}, w_{3}\right\}\right)\right.$,
$2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2}\right)$,
$2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{3}\right)$,
$2+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{3}\right)$,
$\left.3+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right)\right\}$.
4: $d(v)=4$.
4.1: $d(w)=4$ for all vertices $w$.
4.1.1: There are vertices $v, w$ such that $(v, w) \notin E$ and $\mid A(v) \cap$ $A(w) \cap S \mid \geqq 2$.
4.1.1.1: $|A(v) \cap A(w) \cap S| \geqq 3$.

Then $\{v, w\}$ dominates both $\{v\}$ and $\{w\}$ in $\{v, w\}$.
Let
maxset $=\max \{2+\operatorname{maxset}(S-\{v, w\}-A(v)-A(w))$, $\operatorname{maxset}(S-\{v, w\})\}$.
4.1.1.2: $|A(v) \cap A(w) \cap S|=2$.

Let $x, y \in(A(v)-A(w)) \cap S, q$,
$q, r \in(A(w)-A(v)) \cap S$.
Let $\bar{A}(z)=S-\{z\}-A(z)$ for $z \in S$.
4.1.1.2.1: $(x, y),(q, r) \in E$.

Then $\{v, w\}$ dominates both $\{v\}$ and $\{w\}$ in $\{v, w\}$.
Let
maxset $=\max \{2+\operatorname{maxset}(\bar{A}(v) \cap \bar{A}(w))$,

$$
\operatorname{maxset}(S-\{v, w\})\}
$$

4.1.1.2.2: $(x, y) \in E,(q, r) \notin E$ (or symmetric case).

Let
maxset $=\max \{2+\operatorname{maxset}(\bar{A}(v) \cap \bar{A}(w))$,
$3+\operatorname{maxset}(\bar{A}(v) \cap \bar{A}(w) \cap \bar{A}(q) \cap \bar{A}(r))$, $\operatorname{maxset}(S-\{v, w\})\}$.
4.1.1.2.3: $(x, y),(q, r) \notin E$,
$|\bar{A}(v) \cap \bar{A}(w) \cap \bar{A}(q) \cap \bar{A}(r)| \geqq|S|-9$
(or symmetric case).
Let
maxset $=\max \{3+\operatorname{maxset}(\bar{A}(v) \cap \bar{A}(w) \cap \bar{A}(x) \cap \bar{A}(y))$,
$3+\operatorname{maxset}(\bar{A}(v) \cap \bar{A}(w) \cap \bar{A}(q) \cap \bar{A}(r))$, $\operatorname{maxset}(S-\{v, w\})\}$.
4.1.1.2.4: $(x, y),(q, r) \notin E$,
$|\bar{A}(v) \cap \bar{A}(w) \cap \bar{A}(q) \cap \bar{A}(r)|$, $|\bar{A}(v) \cap \bar{A}(w) \cap \bar{A}(x) \cap \bar{A}(y)| \leqq|S|-10$.
Let
$\operatorname{maxset}=\max \{2+\operatorname{maxset}(\bar{A}(v) \cap \bar{A}(w))$,
$3+\operatorname{maxset}(\bar{A}(v) \cap \bar{A}(w) \cap \bar{A}(x) \cap \bar{A}(y))$,
$3+\operatorname{maxset}(\bar{A}(v) \cap \bar{A}(w) \cap \bar{A}(q) \cap \bar{A}(r))$, $\operatorname{maxset}(S-\{v, w\})\}$.
4.1.2: If $(v, w) \notin E$, then $|A(v) \cap A(w) \cap S| \leqq 1$.

Let $A(v) \cap S=\left\{w_{1}, w_{2}, w_{3}, w_{4}\right\}$. For $i=1,2,3,4$, let $\bar{A}_{i}=$ $S-A(v)-A\left(w_{i}\right)$.Then, for $i \neq j, \quad \bar{A}_{i} \cap \bar{A}_{j}=\varnothing$. Also, if $\left(w_{i}, w_{j}\right),\left(w_{i}, w_{k}\right) \in E$, then $\left(w_{j}, w_{k}\right) \in E$.*
4.1.2.1: $\left(w_{1}, w_{i}\right) \in E$ for $i=2,3,4$ (or any symmetric case).

It follows from * above that the problem graph is a complete graph of five vertices. Let maxset $=1$.
4.1.2.2: $\left(w_{1}, w_{2}\right),\left(w_{1}, w_{3}\right),\left(w_{2}, w_{3}\right) \in E$,
$\left(w_{1}, w_{4}\right),\left(w_{2}, w_{4}\right),\left(w_{3}, w_{4}\right) \notin E$ (or any symmetric case).
Let maxset $=\max \{1+\operatorname{maxset}(S-\{v\}-A(v))$, $2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{4}\right)$, $2+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{4}\right)$, $\left.2+\operatorname{maxset}\left(\bar{A}_{3} \cap \bar{A}_{4}\right)\right\}$.
4.1.2.3: $\left(w_{1}, w_{2}\right),\left(w_{3}, w_{4}\right) \in E$,
$\left(w_{1}, w_{3}\right),\left(w_{1}, w_{4}\right),\left(w_{2}, w_{3}\right),\left(w_{2}, w_{4}\right) \notin E \quad$ (or any symmetric case).
Let maxset $=\max \{1+\operatorname{maxset}(S-\{v\}-A(v))$,
$2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{3}\right)$,
$2+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{3}\right)$,
$2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{4}\right)$,
$\left.2+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{4}\right)\right\}$.

$$
\begin{aligned}
& \text { 4.1.2.4: }\left(w_{1}, w_{2}\right) \in E \text {, } \\
& \left(w_{1}, w_{3}\right),\left(w_{2}, w_{3}\right),\left(w_{1}, w_{4}\right),\left(w_{2}, w_{4}\right),\left(w_{3}, w_{4}\right) \notin E \\
& \text { (or any symmetric case). } \\
& \text { Let } \text { maxset }=\max \{1+\operatorname{maxset}(S-\{v\}-A(v)) \text {, } \\
& 2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{3}\right) \text {, } \\
& 2+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{3}\right) \text {, } \\
& 2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{4}\right) \text {, } \\
& 2+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{4}\right) \text {, } \\
& 2+\operatorname{maxset}\left(\bar{A}_{3} \cap \bar{A}_{4}\right) \text {, } \\
& 3+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{3} \cap \bar{A}_{4}\right) \text {, } \\
& \left.3+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{3} \cap \bar{A}_{4}\right)\right\} \text {. } \\
& \text { 4.1.2.5: }\left(w_{i}, w_{j}\right) \notin E \text { for } i \neq j \text {. } \\
& \text { Let } \text { maxset }=\max \{1+\operatorname{maxset}(S-\{v\}-A(v)) \text {, } \\
& 2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2}\right) \text {, } \\
& 2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{3}\right) \text {, } \\
& 2+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{4}\right) \text {, } \\
& 2+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{3}\right) \text {, } \\
& 2+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{4}\right) \text {, } \\
& 2+\operatorname{maxset}\left(\bar{A}_{3} \cap \bar{A}_{4}\right) \text {, } \\
& 3+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right) \text {, } \\
& 3+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{4}\right) \text {, } \\
& 3+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{3} \cap \bar{A}_{4}\right) \text {, } \\
& 3+\operatorname{maxset}\left(\bar{A}_{2} \cap \bar{A}_{3} \cap \bar{A}_{4}\right) \text {, } \\
& \left.4+\operatorname{maxset}\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3} \cap \bar{A}_{4}\right)\right\} \text {. }
\end{aligned}
$$

4.2: $d(w) \geqq 5$ for some vertex $w$.

Let $v, w$ be such that $d(v)=4, d(w) \geqq 5,(v, w) \in E$.
Let maxset $=\max \{1+\operatorname{maxset}(S-\{w\}-A(w))$,

$$
\operatorname{maxset}(S-\{w\})\}
$$

Note that $S-\{w\}$ contains a vertex of degree three and all vertices are of degree three or greater.
5: $d(w)=5$ for all vertices $w$.
5.1: $|S|=6$.

Let maxset $=1$.
5.2: $|S|>6$.

Let maxset $=\max \{1+\operatorname{maxset}(S-\{v\}-A(v))$, $\operatorname{maxset}(S-\{v\})\}$.
Note that $S-\{v\}$ contains a vertex of degree four, a vertex of degree five, and all vertices are of degree four or greater.
6: Some vertex $w$ has $d(w) \geqq 6$.
Let maxset $=\max \{1+\operatorname{maxset}(S-\{w\}-A(w))$, $\operatorname{maxset}(S-\{w\})\}$.
end maxset.
3. Resource bounds. Let $T(n)$ be an upper bound on the worst-case running time of $\operatorname{maxset}(S)$ when $|S|=n$. Let $T_{i}(n)$ be an upper bound on the worst-case running time of maxset $(S)$ when $|S|=n$ and case $i$ occurs at the outermost level of recursion. Let $p(n)$ be a polynomial which bounds the running time of the outermost level of recursion, exclusive of recursive calls. We have the following
inequalities. (Starred inequalities are cases which are not obviously better than other cases.)

$$
\begin{aligned}
& T_{0}(n) \leqq \max \left\{\sum_{i=1}^{k} T\left(n_{i}\right) \mid \sum_{i=1}^{k} n_{i}=n, 1 \leqq n_{i} \leqq n\right\}+p(n) . \\
& T_{1}(n) \leqq T(n-2)+p(n) . \\
& T_{2.1}(n) \leqq p(n) . \\
& T_{2.2}(n) \leqq T(n-3)+p(n) . \\
& T_{2.3}(n) \leqq T(n-3)+T(n-5)+p(n) .{ }^{*} \\
& T_{3.1}(n) \leqq T(n-4)+p(n) . \\
& T_{3.2}(n) \leqq T(n-4)+T(n-5)+p(n) . \\
& T_{3.3 .1}(n) \leqq T(n-4)+T(n-6)+p(n) . \\
& T_{3.3 .2}(n) \leqq T(n-4)+2 T(n-7)+p(n) . * \\
& T_{3.4 .1}(n) \leqq T(n-4)+T(n-7)+p(n) . \\
& T_{3.4 .2 .1}(n) \leqq T(n-4)+T(n-8)+p(n) . \\
& T_{3.4 .2 .2}(n) \leqq T(n-4)+T(n-6)+T(n-8)+p(n) . \\
& T_{3.4 .311}(n) \leqq T(n-4)+T(n-10)+p(n) .
\end{aligned}
$$

$$
T_{3.4 .3 .2}(n) \leqq T(n-4)+T(n-8)+T(n-10)+p(n) .
$$

$$
T_{3.4 .3 .3}(n) \leqq T(n-4)+2 T(n-8)+T(n-10)+p(n) . *
$$

$$
T_{3.4 .3 .4 .1}(n) \leqq T(n-4)+2 T(n-8)+T(n-10)+p(n) .
$$

$$
T_{3.4 .3 .4 .2}(n) \leqq T(n-4)+4 T(n-10) . *
$$

$$
T_{3.4 .3 .4 .3}(n) \leqq T(n-4)+T(n-8)+3 T(n-11) .^{*}
$$

$$
T_{3.4 .3 .4 .4}(n) \leqq T(n-4)+2 T(n-9)+2 T(n-12) . *
$$

$$
T_{3.4 .3 .4 .5}(n) \leqq T(n-4)+3 T(n-10)+T(n-13) .
$$

$$
T_{4.1 .1 .1}(n) \leqq T(n-2)+T(n-6)+p(n) .{ }^{*}
$$

$$
T_{4.1 .1 .2 .1}(n) \leqq T(n-2)+T(n-8)+p(n) .
$$

$$
T_{4.1 .1 .2 .2}(n) \leqq T(n-2)+2 T(n-8)+p(n) .^{*}
$$

$$
T_{4.1 .1 .2 .3}(n) \leqq T(n-2)+2 T(n-8)+p(n) .
$$

$$
T_{4.1 .1 .2 .4}(n) \leqq T(n-2)+T(n-8)+2 T(n-10)+p(n) .^{*}
$$

$$
T_{4.1 .2 .1}(n) \leqq p(n)
$$

$$
T_{4.1 .2 .2}(n) \leqq T(n-5)+3 T(n-9)+p(n) .
$$

$$
T_{4.1 .2 .3}(n) \leqq T(n-5)+4 T(n-9)+p(n) .^{*}
$$

$$
T_{4.1 .2 .4}(n) \leqq T(n-5)+4 T(n-10)+T(n-11)+2 T(n-13)+p(n) .
$$

$$
\begin{aligned}
& T_{4.1 .2 .5}(n) \leqq T(n-5)+6 T(n-11)+4 T(n-14)+T(n-17)+p(n) .{ }^{*} \\
& T_{4.2}(n) \leqq T_{3}(n-1)+T(n-6)+p(n) \\
& \leqq \max \{T(n-5)+T(n-6), T(n-5)+2 T(n-8), T(n-5)+T(n-7) \\
& +T(n-9) \text {, } \\
& T(n-5)+2 T(n-9)+T(n-11), T(n-5)+4 T(n-11), \\
& T(n-5)+T(n-9)+3 T(n-12), T(n-5)+2 T(n-10) \\
& +2 T(n-13)\} \\
& +T(n-6)+p(n) . \\
& T_{5.1}(n) \leqq p(n) . \\
& T_{5.2}(n) \leqq T_{4.2}(n-1)+T(n-6)+p(n) \\
& \leqq \max \{T(n-6)+T(n-7), T(n-6)+2 T(n-9), T(n-6)+T(n-8) \\
& +T(n-10) \text {, } \\
& T(n-6)+2 T(n-10)+T(n-12), T(n-6)+4 T(n-12), \\
& T(n-6)+T(n-10)+3 T(n-13), T(n-6)+2 T(n-11) \\
& +2 T(n-14)\} \\
& +T(n-6)+p(n) \\
& T_{6}(n) \leqq T(n-1)+T(n-7)+p(n) . \\
& T(n) \leqq \max _{i} T_{i}(n) .
\end{aligned}
$$

From each of the recursive bounds

$$
T_{i}(n) \leqq \sum_{i=1}^{k} a_{i} T\left(n-b_{i}\right)+p(n)
$$

we get a polynomial equation

$$
x^{b_{k}}=\sum_{i=1}^{k} a_{i} x^{b_{k}-b_{i}} .
$$

If $y$ is the maximum of the positive solutions to all these equations, $c y^{n+\varepsilon}$ is a bound on the running time of the algorithm. It happens that the value of $y$ is slightly less than $\sqrt[3]{2}$. By means of a tedious calculation using Table 1 , one can prove by induction that $T(n) \leqq c 2^{n / 3}$ without solving lots of polynomials. The constant $c$ depends upon $p(n)$. The worst cases of the recursion are 4.1.1.2.4 and 4.1.2.5.

The storage required by the algorithm is certainly polynomial, since the depth of recursion is only $O(n)$. With careful programming, the storage required can be made linear in the size of the graph.
4. Conclusions. We have presented a recursive algorithm which finds a maximum independent set in a graph of $n$ vertices in $O\left(2^{n / 3}\right)$ time. The algorithm is an extension and improvement of one described in [10]. Though the case

TAble 1
Fractional exponentials for inductive proof of time bound

| $n$ | $2^{n / 3}$ |
| :--- | :--- |
| 1 | $1.2599^{+}$ |
| 2 | $1.5876^{+}$ |
| 3 | 2.0000 |
| 4 | $2.5198^{+}$ |
| 5 | $3.1747^{+}$ |
| 6 | 4.0000 |
| 7 | $5.0397^{+}$ |
| 8 | $6.3496^{+}$ |


| $n$ | $2^{n / 3}$ |
| ---: | :---: |
| 9 | 8.0000 |
| 10 | $10.079^{+}$ |
| 11 | $12.699^{+}$ |
| 12 | 16.000 |
| 13 | $20.158^{+}$ |
| 14 | $25.398^{+}$ |
| 15 | 32.000 |
| 16 | $40.317^{+}$ |

analysis used is lengthy, the algorithm could be programmed easily, and we believe the algorithm would perform well in practice. It may also be possible to simplify the algorithm somewhat by combining cases; we leave such a simplification as an open problem.

Nevertheless, the main interest of the result is theoretical; it shows that even for $N P$-complete problems it is sometimes possible to develop algorithms which are substantially better in the worst case than the obvious enumeration algorithms. Whether the algorithm presented here can be improved substantially, and whether similar algorithms can be developed for other NP-complete problems, are open questions. Recently, Chvatal (private communication) has shown that certain kinds of recursive algorithms for finding a maximum independent set must use $2^{\varepsilon n}$ time in the worst case, for some small positive $\varepsilon$. His lower bound applies to the algorithm presented here.
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# SUCCINCTNESS OF DESCRIPTIONS OF UNAMBIGUOUS CONTEXT-FREE LANGUAGES* 

ERIK MEINECHE SCHMIDT $\dagger$ AND THOMAS G. SZYMANSKI $\ddagger$


#### Abstract

There is no recursive function bounding the succinctness gained using ambiguous grammars rather than unambiguous ones in the description of unambiguous context-free languages.


Key words. inherent ambiguity, size of grammars, encoding of TM computations, halting problem

1. Introduction. In this paper we examine the relationship between the size of ambiguous and unambiguous context-free grammars generating the same language. We show that for certain languages the presence of ambiguity in a grammar allows it to be much smaller than any unambiguous one. Specifically we show that for any recursive function there is a language such that the gap between the size of the two types of grammars is not bounded by the function.

The same result is known in two other cases. Meyer and Fischer [3] proved it for descriptions of regular (in fact cofinite) languages using finite automata and ambiguous context-free grammars, and Valiant [6] recently proved it for deterministic pushdown automata (dpda) and unambiguous grammars. Both results are based on the idea of encoding large Turing machine (TM) computations in small context-free grammars, as described by Hartmanis [2]. Meyer and Fischer's result follows easily from this, whereas Valiant has to prove a "repetition lemma" for dpda's in order to get his theorem.

Here we also use the encoding of TM computations but rather than the dpda property we use Ogden's Lemma [4] for context-free languages in an argument which is similar to the proof of the existence of (inherently) ambiguous languages.
2. Preliminaries. We assume that the reader is familiar with the usual concepts associated with context-free grammars as described, for example, in the book by Aho and Ullman [1]. We will denote the length of a string $x$ by $|x|$, and the reversal of $x$ by $x^{R}$. The empty string will be represented by $\lambda$. The symbols * and ${ }^{+}$ will be used in their usual sense of "zero or more" and "one or more" respectively.

In order to talk about economy of descriptions we first have to define what we mean by the size of Turing machines and context-free grammars. We use the same definitions as in [6].

Definition.
(a) Let $M$ be a TM with $q$ states and $t$ tape symbols. The size of $M(\operatorname{size}(M))$ is equal to $q \cdot t$.

[^77](b) Let $G$ be a context-free grammar. Its size $(\operatorname{size}(G))$ equals the total number of occurrences of terminal and nonterminal symbols in the productions.
Let $\mathscr{U}$ denote the class of deterministic one-tape Turing machines which always halt (eventually) when started on a blank input tape. For technical reasons we assume that these machines cannot write the blank symbol. Thus at the end of such a machine's computations, every tape cell which had been scanned by the machine during the course of its computation will be left nonblank. We also assume that machines in $\because$ always halt after performing an odd number of steps.

Let $M$ be an arbitrary machine from $\mathscr{U}$. Let $Q$ and $\Gamma$ represent respectively the state set and set of tape symbols of $M$. The blank symbol is not considered to be a member of $\Gamma$. A configuration of $M$ is any string in $\Gamma^{*} Q \Gamma^{*}$. A configuration represents, in the natural fashion, the nonblank portion of $M$ 's tape, $M$ 's state and head position at some moment in time. A computation of $M$ on input $x$ is a sequence of configurations $z_{1}, z_{2}, \ldots, z_{n}$ such that 1 ) each $z_{i}$ is a configuration of $M, 2) z_{1}$ is the starting configuration of $M$ on $x$ (i.e. $z_{1}=q_{0} x$ where $q_{0} \in Q$ is the start state of $M$ ), 3) each $z_{i}$ follows from $z_{i-1}$ by application of the transition function of $M$ (denoted $\left.z_{i}=\operatorname{NEXT} T_{M}\left(z_{i-1}\right)\right)$ and 4) $z_{n}$ is a halting configuration of $M$, that is, a string in $\Gamma^{*} F \Gamma^{*}$ where $F$ is the set of final states of $M$.
3. Languages associated with $\mathscr{U}$. In this section we will describe a way to embed Turing machine computations in context-free languages.

Let $M$ be an arbitrary machine from $U$. Let $\{\#, a, b, c\}$ be a set of new symbols disjoint from both $Q$ and $\Gamma$, and let $\Delta=Q \cup \Gamma \cup\{\#\}$. We associate two languages, $\bar{L}_{M}$ and $\hat{L}_{M}$, with $M$ as follows:

$$
\begin{aligned}
\stackrel{L_{M}}{ }= & \left\{x_{1} \# x_{2}^{R} \# x_{3} \# x_{4}^{R} \# \cdots \# x_{2 n}^{R} a^{i} b^{i} c^{j} \mid\right. \\
& \text { (a) } n \geqq 1, i \geqq 1, j \geqq 1 \\
& \text { (b) } x_{1} \text { is the starting configuration of } M \text { when started on blank tape, } \\
& \text { (c) } \left.x_{2 p}=N E X T_{M}\left(x_{2 p-1}\right) \text { for } 1 \leqq p \leqq n\right\}, \\
\hat{L}_{M}= & \left\{y_{1} \# y_{2}^{R} \# y_{3} \# y_{4}^{R} \# \cdots \# y_{2 n}^{R} a^{\left|y_{2 n}\right|^{1-1}} b^{i} c^{j} \mid\right.
\end{aligned}
$$

(a) $n \geqq 1, j \geqq 1$
(b) $y_{2 p+1}=N E X T_{M}\left(y_{2 p}\right)$ for $1 \leqq p<n$
(c) $y_{2 n}$ is a halting configuration of $\left.M\right\}$.

Observe that both $\bar{L}_{M}$ and $\hat{L}_{M}$ are subsets of $\Delta^{+} a^{+} b^{+} c^{+} . \bar{L}_{M}$ and $\hat{L}_{M}$ have been chosen to generate strings consisting of pairs of $M$-configurations. In $\bar{L}_{M}$, the odd-even pairs represent single steps of $M$, and in $\hat{L}_{M}$, it is the even-odd pairs which represent single steps.

It is easy to see that $\bar{L}_{M}$ and $\hat{L}_{M}$ have unambiguous context-free grammars, $\bar{G}_{M}$ and $\hat{G}_{M}$ respectively, whose sizes are no bigger than a constant times the size of $M$. If we take their union, we get a grammar $G_{M}$ for the language

$$
L_{M}=\bar{L}_{M} \cup \hat{L}_{M}
$$

having the property that

$$
\operatorname{size}\left(G_{M}\right)=C \cdot \operatorname{size}(M)
$$

for some constant $C$ independent of $M$. This grammar, however, is ambiguous because $\bar{L}_{M} \cap \hat{L}_{2}$ is nonempty. Indeed, this intersection contains exactly one string
$z$ which corresponds to the computation $z_{1}, z_{2}, \cdots, z_{2 n}$ of $M$ started on blank tape in the following way:

$$
z=z_{1} \# z_{2}^{R} \# \cdots \# z_{2 n}^{R} a^{N} b^{N} c^{N}
$$

where $N$ is the amount of tape used during the computation.
Since $\bar{L}_{M} \cap \hat{L}_{M}$ is a finite set, $L_{M}$ also has an unambiguous context-free grammar. One way of producing such a grammar is to first construct unambiguous pda's for the languages $\bar{L}_{M}$ and $\hat{L}_{M}$. Modify the pda for $\hat{L}_{M}$ by adding appropriate states to its final control to enable it to reject $z$. Convert the pda's to grammars, take their union, and the result is an unambiguous grammar for $L_{M}$. Its size, however, is large due to the extra machinery necessary to avoid generating $z$ in two different ways.

In the next section we are going to prove that any unambiguous grammar for $L_{M}$ must be huge if $z$ is long.
4. Property of unambiguous grammars for $\boldsymbol{L}_{\boldsymbol{M}}$. Here we prove that since the word $z$ has inherited two different structures (one from $\bar{L}_{M}$ and another from $\hat{L}_{M}$ ) it will have two different derivations in any small grammar generating $L_{M}$. The proof is very similar to the proof that $\left\{a^{i} b^{j} c^{k} \mid i=j \bigvee j=k\right\}$ is an ambiguous language which can be found on p. 205 of Aho and Ullman [1]. It uses the following result from [4].

Lemma (Ogden). Let G be a context-free grammar with $m$ symbols (terminals and nonterminals), let l be the length of the longest right-hand side of the productions and let $k=\max \left\{3, l^{2 m+3}\right\}$. If $z \in L(G),|z| \geqq k$ and if $k$ or more positions in $z$ are designated as being "distinguished" then $z$ can be written as uvwxy such that

1) $w$ contains at least one of the distinguished positions,
2) either $u$ and $v$ both contain distinguished positions or $x$ and $y$ both contain distinguished positions,
3) $v w x$ has at most $k$ distinguished positions,
4) there is a nonterminal $A$ such that

$$
S \stackrel{*}{\Rightarrow} u A y \stackrel{*}{\Rightarrow} u v^{i} A x^{i} y \stackrel{*}{\Rightarrow} u v^{i} w x^{i} y \quad \text { for all } i \geqq 0 .
$$

Using Ogden's Lemma we can prove the key lemma of the paper.
Lemma 1. Let $M$ be in $U$ and let $N$ be the amount of tape used in its computation on blank tape. Let $G$ be any context-free grammar generating $L_{M}$ and let $k$ be the constant from Ogden's Lemma. If $N \geqq k!+k$ then $G$ is ambiguous.

Proof. Consider the language $L_{M}$ and the corresponding string $z$ as described in the previous section. Let us rewrite $z$ as $\alpha a^{N} b^{N} c^{N}$ where $\alpha \in \Delta^{+}$is that portion of $z$ representing the computation of $M$. We will show that if $N \geqq k!+k$ then $z$ has two different derivations in $G$ (recall that $\{z\}=\bar{L}_{M} \cap \hat{L}_{M}$ ).

Assume that $N=k!+j$ where $j \geqq k$ and consider the word $z^{\prime}=\alpha a^{N} b^{j} c^{j}$ which is a member of $\hat{L}_{M}$ and therefore of $L_{M}$. Since $j \geqq k$, we may distinguish all the $b$ 's in $z^{\prime}$ and write $z^{\prime}$ as

$$
z^{\prime}=u v w x y
$$

where $u, v, w, x$ and $y$ satisfy the conditions of Ogden's lemma. We claim that
$v$ consists entirely of $b$ 's, $x$ consists entirely of $c$ 's and $|v|=|x|$. The argument is as follows.

If $x$ and $y$ both have distinguished positions, then $x \in b^{+}$because $w$ has at least one distinguished position. This implies that $v$ is $\lambda$ or else $v$ is a member of $\Delta^{+}, \Delta^{+} a^{+}, \Delta^{+} a^{+} b^{+}, a^{+}, a^{+} b^{+}$or $b^{+}$.

If $v$ does not contain any $a$ 's then the string $u w y$ is of the form $\alpha^{\prime} a^{N} b^{j-i} c^{j}$ for some $i>0$. Since this string has different numbers of $a$ 's, $b$ 's and $c$ 's it can't be a member of $L_{M}$ and so $v$ must contain at least one $a$. If $v$ contains other symbols than $a$ 's, then the string $u v^{2} w x^{2} y$ is not in $\Delta^{+} a^{*} b^{*} c^{*}$ and hence not in $L_{M}$. Thus, $v \in a^{+}$. Now $u w y=\alpha a^{N-|v|} b^{j-|x|} c^{j}$ and $u v^{2} w x^{2} y=\alpha a^{N+|v|} b^{j+|x|} c^{j}$ are both in $L_{M}$. This implies that $N-|v|=j-|x|$ and $N+|v|=j+|x|$ which contradicts the fact that $N \neq j$. Hence the possibilities for $v$ are exhausted and we may conclude that $x$ and $y$ do not both have distinguished positions.

Accordingly, $u$ and $v$ must both have distinguished positions. Moreover, $v \in b^{+}$. The possible locations for $x$ are $x=\lambda, x \in b^{+}, x \in b^{+} c^{+}$or $x \in c^{+}$. The first two possibilities are eliminated by considering $u w y=\alpha a^{N} b^{j-|v|-|x|} c^{j}$ and the third possibility is eliminated by noting that $u v^{2} w x^{2} y$ is a member of $\Delta^{+} a^{+} b^{+} c^{+} b^{+} c^{+}$. This means that $v \in b^{+}$and $x \in c^{+}$. Moreover, if $|v| \neq|x|$, then the string $u w y=$ $\alpha a^{N} b^{j-|v|} c^{j-|x|}$ is certainly not in $L_{M}$, and the proof of our claim is completed.

According to Ogden's Lemma there exists a nonterminal $A$ such that $z^{\prime}$ can be derived as shown below:

$$
S \stackrel{*}{\Rightarrow} u A y \stackrel{*}{\Rightarrow} u v A x y \stackrel{*}{\Rightarrow} u v w x y=z^{\prime} .
$$

Since $v$ consists entirely of distinguished positions and $v w x$ has at most $k$ distinguished positions, $|v|<k$ and so $|v|$ divides $k!$ Let $l=k!/|v|$. By repeating the subderivation $A \stackrel{*}{\Rightarrow} v A x$ exactly $l$ times, we can derive $z$ in the following way:

$$
\begin{aligned}
S & \stackrel{*}{\Rightarrow} u A y \stackrel{*}{\Rightarrow} u v^{l} A x^{l} y \\
& \stackrel{*}{\Rightarrow} u v^{l} w x^{l} y=\alpha a^{N} b^{j+l|v|} c^{j+l|v|}=z
\end{aligned}
$$

(Recall that $N=k!+j=k!/|v| \cdot|v|+j=l|v|+j$.)
Now let us consider the string $z^{\prime \prime}=\alpha a^{j} b^{j} c^{N}$ which is a member of $\bar{L}_{M}$ and hence $L_{M}$. By distinguishing all the $b$ 's in $z^{\prime \prime}$ and arguing in a fashion similar to the above, we can write $z^{\prime \prime}$ as $z^{\prime \prime}=\bar{u} \bar{v} \bar{w} \bar{x} \bar{y}$ with $|\bar{v}|=|\bar{x}|, \bar{v} \in a^{+}$and $\bar{x} \in b^{+}$. As before, there exists some nonterminal $B$ and integer $m$ for which

$$
\begin{aligned}
S & \stackrel{*}{\Rightarrow} \bar{u} B \bar{y} \stackrel{*}{\Rightarrow} \bar{u} \bar{v}^{m} B \bar{x}^{m} \bar{y} \\
& \stackrel{*}{\Rightarrow} \bar{u} \bar{v}^{m} \bar{w} \bar{x}^{m} \bar{y}=z .
\end{aligned}
$$

To complete the proof we will show that the two derivations of $z$ described above have different derivation trees. Assume the contrary. Then the derivation tree for $z$ contains a node labeled $A$ and a node labeled $B$. No $A$ node can be a
descendant of a $B$ node in any derivation tree, for if it were, there would be a derivation of the form $B^{+} \Rightarrow t_{2} A t_{4}$ in the grammar, and consequently $L_{M}$ would contain words of the form

$$
t_{1} a^{|\bar{\nu}|} t_{2} b^{|v|} t_{3} c^{|v|} t_{4} b^{|\bar{\nu}|} t_{5}
$$

Similarly, $B$ is not a descendent of $A$. This means that $A$ and $B$ are incomparable in the derivation tree for $z$ and hence there are terminal strings $s_{1}, s_{2}$, and $s_{3}$ such that $S \stackrel{+}{\Rightarrow} s_{1} B s_{2} A s_{3}$ in $G$. By inserting the subderivations $B \stackrel{+}{\Rightarrow} \bar{v} B \bar{x}$ and $A \stackrel{+}{\Rightarrow} v A x$ we can produce, for any integer $i$, the string $s_{1} \bar{v}^{i} \bar{w} \bar{x}^{i} s_{2} v^{i} w x^{i} s_{3}$. By choosing $i$ sufficiently large, we can produce strings having many more $b$ 's than either $a$ 's or $c$ 's. Such a word is clearly not in $L_{M}$, contradicting our assumption that the two derivations of $z$ correspond to the same tree. Accordingly, $G$ is ambiguous.
5. The size of an unambiguous grammar for $\boldsymbol{L}_{\boldsymbol{M}}$. We use Lemma 1 to show that the size of any unambiguous grammar for $L_{M}$ must grow with the amount of tape used in M's computation.

Lemma 2. There exists a constant $C$ with the following property: Let $M$ be a machine in $U$ which uses $N$ tape cells in its computation. Let $G$ be an unambiguous grammar generating $L_{M}$. Then

$$
\operatorname{size}(G) \geqq C \cdot[\log \log N]^{1 / 2}
$$

Proof. Let $m$ and $l$ be, respectively, the number of symbols in $G$ and the length of the longest right side of a production in $G$. Let $g=\operatorname{size}(G)$. We know from Lemma 1 that

$$
N<\left(l^{2 m+3}\right)!+l^{2 m+3}
$$

Since $m$ is at least 2 (otherwise $G$ could only generate strings of length 0 and 1 ) we must have $2 m+3 \leqq 4 m$. In addition, $m \leqq g$ and $l \leqq g$. Hence

$$
N<\left(g^{4 g}\right)!+g^{4 g} \leqq 2\left(g^{4 g}\right)!
$$

which implies (since $g \geqq 2$ ) that

$$
N<\left(g^{4 g}\right)^{\left(g^{4 g}\right)}
$$

Taking logarithms twice, we obtain

$$
\begin{aligned}
\log \log N & <4 g \log g+\log 4+\log g+\log \log g \\
& \leqq 4 g \log g+4 \log g \\
& \leqq 6 g \log g \\
& \leqq 6 g^{2}
\end{aligned}
$$

which is what we want.
Now we can prove our main result.
Theorem. There is no recursive function $F$ with the following property: For all ambiguous context-free grammars $G_{a}$ generating an unambiguous language there
exists an unambiguous grammar $G_{u}$ generating the same language such that

$$
\operatorname{size}\left(G_{u}\right) \leqq F\left(\operatorname{size}\left(G_{a}\right)\right) .
$$

Proof. Assume the contrary and consider some $L_{M}$ where $M$ is in $U$. Since $L_{M}$ has an ambiguous grammar $G_{a}^{M}$ such that

$$
\operatorname{size}\left(G_{a}^{M}\right) \leqq \operatorname{const} \cdot \cdot \operatorname{size}(M)
$$

we get-using Lemma 2 and the function $F$ (which we may assume to be increasing)-

$$
C \cdot[\log \log N]^{1 / 2} \leqq \operatorname{size}\left(G_{u}^{M}\right) \leqq F\left(\operatorname{size}\left(G_{a}^{M}\right)\right) \leqq F(\text { const. } \cdot \operatorname{size}(M))
$$

where $N$ is the amount of tape used in $M$ 's computation. But this means that there is a fixed recursive relation between $N$ and size $(M)$ for all machines in $\mathscr{U}$ and this immediately enables us to decide whether an arbitrary TM halts when started on blank tape.

Thus we have a contradiction and we may conclude that the theorem is true.
6. Conclusion. The result proved in this paper answers one of the questions left open by Valiant [6]. If we consider the relative succinctness gained using finite automata, deterministic pushdown automata, unambiguous context-free grammars and arbitrary context-free grammars we get the following table (see Table 1)

TAble 1
Bounds on relative succinctness

| Original |
| :---: |
| descriptor |
| fa <br> dpda <br> ucfg <br> cfg |

representing bounds on the size savings achieved by substituting a more powerful descriptor for the original descriptor of a given language. The recursiveness of fa-dpda was proved by Stearns [5]. The nature of the relation between fa and ucfg is still open.
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#### Abstract

The partial fraction expansion problem and its inverse are studied and it is shown that these two problems can be solved in $O\left(N \log ^{2} N\right)$ steps for those rational functions with $N$ simple poles, $O(N \log N)$ steps for those with a single multiple pole of order $N$ and $O(N \log N(\log n+1))$ steps for the general multiple pole case, where $N$ is the degree of the denominator polynomial and $n$ is the number of distinct poles. We further show that the evaluation of a rational function and its derivatives at a given point can be done more efficiently than previously known. Previous known algorithms for the partial fraction problem and its inverse require $O\left(n^{2}\right)$ steps.
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1. Introduction. In Laplace and $z$-transform analysis and many other applications, we encounter the problem of breaking up rational functions into a sum of simple components, which sum is called a partial fraction expansion. Consider the following rational function which has no common factors in the numerator and denominator polynomials,

$$
F(x)=P(x) / Q(x)=\prod_{i=0}^{m-1}\left(x-z_{i}\right)^{d_{i}} \prod_{j=0}^{n-1}\left(x-p_{j}\right)^{c_{j}}
$$

with zeros $z_{i}$ of multiplicity $d_{i}$ and poles $p_{j}$ of multiplicity $c_{j}$. If $p_{j}$ is a simple zero ( $c_{j}=1$ ) of the denominator polynomial $Q(x)$, then $p_{j}$ is said to be a simple pole of the rational function. If $c_{j}=r>1$, then $p_{j}$ is called a multiple pole of order $r$.

The partial fraction expansion can be obtained by solving a system of linear equations, which takes $O\left(N^{2.81}\right)$ steps by Strassen's method [ST69]. Here, $N$ is the degree of the denominator polynomial, assumed to be greater than the numerator's degree. Another approach is to find the residues of the poles, which still takes $O\left(N^{2}\right)$ steps for the simple pole case, and more than $O\left(N^{2}\right)$ steps for the multiple pole case by Brugia [BR] and Linner's method [LI]. By applying those better algorithms given in [CS] or in Pottle's paper [PO], the general problem for the multiple pole case can be solved in $O\left(N^{2}\right)$ steps. In this paper, we are going to study the asymptotic complexity of this problem. We have shown that the partial expansion problem is reducible to the polynomial evaluation problem and can be done in $O\left(N \log ^{2} N\right)$ steps ${ }^{1}$ for those rational functions with simple poles, $O(N \log N)$ steps ${ }^{1}$ for the case of a single multiple pole, and $O(N \log N$ $(\log n+1))$ steps for the general multiple pole case, where $n$ is the number of distinct poles in $F(x)$. Furthermore, we show that the evaluation of the derivatives of a rational function at a certain point is reducible to the partial fraction

[^78]expansion problem and thus can be done more efficiently than by previously known algorithms.

For the second section of this paper, we shall study the inverse of the partial fraction expansion problem and show that it will take $O\left(N \log ^{2} N\right)$ steps for the simple pole case, $O(N \log N)$ steps for the single multiple pole case and $O(N \log N(\log n+1))$ steps for the general multiple pole case, analogously to the results of the partial fraction expansion problem.
2. The partial fraction expansion problem (PF problem). In what follows we shall work over the field of complex numbers. The PF problem can be defined thusly:

PF problem: Given a rational function

$$
\begin{equation*}
F(x)=P(x) / Q(x)=\sum_{i=0}^{M} d_{i} x^{i} / \prod_{j=0}^{n-1}\left(x-p_{j}\right)^{c_{i}} \tag{1}
\end{equation*}
$$

with $N=\sum_{j=0}^{n-1} c_{j}>M$, we want to find the $K_{j, i}$ 's such that

$$
F(x)=\sum_{j=0}^{n-1} \sum_{i=1}^{c_{j}} K_{j, i} /\left(x-p_{j}\right)^{i} .
$$

Usually, $K_{j, i}$ is calculated by the following formula:

$$
K_{j, i}=\left.\left[1 /\left(c_{j}-i\right)!\right]\left[D^{\left(c_{j}-i\right)}\left(P(x) / Q_{j}(x)\right)\right]\right|_{x=p_{j}}
$$

where

$$
Q_{i}(x)=Q(x) /\left(x-p_{i}\right)^{c_{i}}=\prod_{\substack{i=0 \\ i \neq j}}^{n-1}\left(x-p_{i}\right)^{c_{i}},
$$

and $D$ is the differentiation operator. The $K_{j, i}$ can be related to the truncated Taylor expansion of $P(x) / Q_{j}(x)$ by

$$
P(x) / Q_{j}(x)=K_{j, c_{j}}+K_{j, c_{j}-1}\left(x-p_{j}\right)+\cdots+K_{j, 1}\left(x-p_{j}\right)^{c_{j}-1}+\cdots
$$

Now, we are going to bound from above the asymptotic complexity of the PF problem by means of algorithms for fast polynomial evaluation, multiplication and division. Furthermore, we shall make use of the $O\left(n \log ^{2} n\right) n$-point evaluation algorithm [MB], [KU] to solve this problem for the simple pole case.

Theorem 1. The PF problem for the case of $N$ simple poles can be done in $O\left(N \log ^{2} N\right)$ steps.

Proof. Writing

$$
\begin{aligned}
F(x)=P(x) / Q(x) & =\sum_{i=0}^{M} d_{i} x^{i} / \prod_{j=0}^{N-1}\left(x-p_{j}\right) \\
& =\sum_{j=0}^{N-1} K_{j} /\left(x-p_{j}\right)
\end{aligned}
$$

we know that

$$
K_{k}=\left.\left[P(x) / \prod_{\substack{j=0 \\ j \neq k}}^{N-1}\left(x-p_{j}\right)\right]\right|_{x=p_{k}}=P(x) /\left.Q^{\prime}(x)\right|_{x=p_{k}}
$$

for $k=0,1, \cdots, N-1$.
$Q(x)$ can be computed as $\sum_{j=0}^{N} a_{j} x^{j}$ in $O\left(N \log ^{2} N\right)$ steps and its derivative $Q^{\prime}(x)$ can be found in $O(N)$ steps. Since $Q^{\prime}(x)$ and $P(x)$ are two polynomials of degree at most $(N-1)$, there exists an $O\left(N \log ^{2} N\right)$ algorithm [MB], [KU] for the evaluation of $Q^{\prime}(x)$ and $P(x)$ at $p_{k}, k=0,1, \cdots, N-1$.

Now we shall show that the PF problem for the single multiple pole of order $N$ is equivalent to evaluating an $(N-1)$ st degree polynomial and all its derivatives.

Definition. $A \leqq B$ means that problem $A$ is reducible to problem $B$ in linear time, and we say that problem $A$ is equivalent to problem $B$ iff $A \leqq B$ and $B \leqq A$.

Theorem 2. The PF problem for the single multiple pole of order $N$ is equivalent to the evaluation problem of an ( $N-1$ )-st degree polynomial and all its derivatives at any point.

Proof. We have

$$
F(x)=P(x) /\left(x-p_{1}\right)^{N}=\sum_{i=1}^{N} K_{i} /\left(x-p_{1}\right)^{i}
$$

with $K_{N-j}=\left.(1 / j!)\left(D^{j} P(x)\right)\right|_{x=p_{1}}$ where $j=0, \cdots, N-1$.
So the PF problem is reducible to the evaluation problem for $P(x)$. Conversely, by letting $P(x)$ be any $(N-1)$ st degree polynomial, the evaluation problem for $P(x)$ and all its derivatives at $p_{1}$ is reducible to the PF problem for a single multiple pole of order $N$ at $p_{1}$.

Corollary 1. The PF problem for the single multiple pole of order $N$ can be done in $O(N \log N)$ steps.

Proof. An $(N-1)$ st degree polynomial and all its derivatives can be evaluated at any point in $O(N \log N)$ steps [ASU], [VA]. So by the above theorem, this PF problem can be done in $O(N \log N)$ steps.

Besides these two particular cases, the general multiple pole problem can also be solved asymptotically more efficiently than in $O\left(N^{2}\right)$ steps. Before showing this, we are going to prove that the first $N$ terms in the truncated Taylor series of any rational polynomial function can be obtained in $O(N \log N)$ steps.

Lemma 1. Given $P(x)=\sum_{i=0}^{m} a_{i} x^{i}$ and $Q(x)=\sum_{i=0}^{n} b_{i} x^{i}$, where $Q(x)$ does not have a root at $x=0$, the first $N$ terms in the truncated Taylor expansion of $P(x) / Q(x)$ at $x=0$ can be computed in $O(N \log N)$ steps.

Proof. From [SI], the first $N$ terms of $1 / Q(x)$ can be found from the first $N$ terms of $Q(x)$ in $O(N \log N)$ steps. With another $O(N \log N)$ steps, we can multiply the first $N$ terms of $1 / Q(x)$ by the first $N$ terms of $P(x)$ and obtain the first $N$ terms in the truncated Taylor expansion of $P(x) / Q(x)$ at $x=0$.

Lemma 2. Given $P(x)=\sum_{i=0}^{m} a_{i} x^{i}$ and $Q(x)=\sum_{i=0}^{n} b_{i} x^{i}$, the first $N$ terms in the truncated Taylor expansion of $P(x) / Q(x)$ at any point which is not a root of $Q(x)$ can be found in $O(N \log N)$ steps, where $m, n \leqq N$.

Proof. Taylor expansion of a polynomial at any point requires $O(N \log N)$ steps [ASU], the proof then proceeds as in Lemma 1.

Lemma 3. All $I_{i}(x)=\left(x-p_{i}\right)^{c_{i}} ; i=0, \cdots, n-1$, where $\sum_{i=0}^{n-1} c_{i}=N$ can be computed in $O(N)$ steps.

Proof. It is easy to see that each $I_{i}(x)$ takes only $O\left(c_{i}\right)$ steps by the recurrence formula $a_{k}=\left(\left(c_{i}-k+1\right) p_{i} / k\right) a_{k-1}$ where $I_{i}(x)=\sum_{j=0}^{c_{i}} a_{c_{i}-j} x^{j}$. Thus it follows immediately that all the $I_{i}(x)$ can be computed in $O(N)$ steps.
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Lemma 4.

$$
Q(x)=\prod_{i=0}^{n-1}\left(x-p_{i}\right)^{c_{i}}
$$

can be obtained in $O((N \log N)(\log n))$ steps where $N=\sum_{i=0}^{n-1} c_{i}$.
Proof. See Fig. 1.
Since the sum of the degrees of all the terms at any depth is $N$, the computation of all the terms at depth $i$ from the terms at depth $(i-1)$ takes $O(N \log N)$ steps. The result follows immediately from the fact that the depth of the tree is $\log n$.

Now we are going to show that the general PF problem is reducible to the problem of evaluating a polynomial of degree $N$ and its first $\left(c_{j}-1\right)$ derivatives at points $x_{j}$ where $j=0, \cdots, n-1$ and $N=\sum_{j=0}^{n-1} c_{j}$. This evaluation problem has been shown in [CH] that it can be done in $O(N \log N(\log n+1))$ steps. Thus, we can show that the general PF problem can be done in the same number of steps which matches with its two extreme cases, $O\left(N \log ^{2} N\right)$ and $O(N \log N)$ steps when $n=N$ and $n=1$ respectively.

Theorem 3. The general PF problem with $n$ distinct poles requires no more than $O(N \log N(\log n+1))$ steps.

Proof. Let

$$
\begin{aligned}
F(x) & =P(x) / \prod_{j=0}^{n-1}\left(x-p_{j}\right)^{c_{j}} \\
& =\sum_{j=0}^{n-1} \sum_{i=1}^{c_{j}} K_{j, i} /\left(x-p_{j}\right)^{i}
\end{aligned}
$$

where $\sum_{j=0}^{n-1} c_{i}=N$. It is shown in Lemma 4 that the computation of $Q(x)=$ $\prod_{j=0}^{n-1}\left(x-p_{j}\right)^{c_{i}}$ takes no more than $O(N \log N \log n)$ steps.

Let's first consider

$$
\begin{aligned}
G_{k}(x) & =P(x) / \prod_{\substack{j=0 \\
j \neq k}}^{n-1}\left(x-p_{j}\right)^{c_{i}}=P(x) / Q_{k}(x) \\
& =\sum_{i=0}^{c_{k}-1} K_{k, c_{k}-i}\left(x-p_{k}\right)^{i}+\cdots
\end{aligned}
$$

where $K_{k, c_{k}-i}=\left.(1 / i!)\left(D^{i} G_{k}(x)\right)\right|_{x=p_{k}}$.

Basically, we do the Taylor expansions at each of the poles, and it will be sufficient if the first $\left(c_{j}-1\right)$ terms of the truncated Taylor expansions of $P(x)$ and $Q_{j}(x)$ at the poles $x_{j}$ are known. As for $P(x)$, the evaluation of $P(x)$ and its first $\left(c_{j}-1\right)$ derivatives at the poles $x_{j}$ will take no more than $O(N \log N(\log n+1))$ steps by the results in $[\mathrm{CH}]$. Although each $Q_{j}(x)$ is different for each pole $p_{j}$, we can write

$$
\begin{aligned}
Q(x) & =\prod_{k=0}^{n-1}\left(x-p_{k}\right)^{c_{k}}, \\
D^{i} Q(x) & =\sum_{k=0}^{i}\binom{i}{k}\left[D^{k}\left(x-p_{j}\right)^{c_{i}}\right]\left[D^{i-k}\left(Q_{j}(x)\right)\right],
\end{aligned}
$$

So

$$
\left.D^{i}(Q(x))\right|_{x=p_{j}}=\left.\binom{i}{c_{j}} c_{j}!D^{i-c_{i}}\left(Q_{j}(x)\right)\right|_{x=p_{j}}
$$

or

$$
\left.D^{h}\left(Q_{j}(x)\right)\right|_{x=p_{j}}=\left.\left[h!/\left(c_{j}+h\right)!\right]\left[D^{c_{i}+h}(Q(x))\right]\right|_{x=p_{j}}
$$

Therefore, to evaluate all the $\left.D^{i} Q_{j}(x)\right|_{x=p_{j}}$ for $i=0,1, \cdots, c_{j}-1$ and all $j=0,1, \cdots, n-1$, we evaluate $Q(x)$ and all its $\left(2 c_{j}-1\right)$ derivatives at all the $p_{j}$ 's and this will take no more than $O(N \log N(\log n+1))$ steps [CH]. Hence all the $K_{j, i}$ 's can be found in $O(N \log N(\log n+1))$ steps.
3. The evaluation problem for rational functions. In Theorem 2 , we have shown that the evaluation problem of an $(N-1)$ st degree polynomial and all its derivatives at any point is equivalent to the PF problem for the single multiple pole of order $N$. We can now show some similar equivalences.

THEOREM 4. The problem of finding the $L$ coefficients of $1 /\left(x-p_{0}\right)^{i}$ where $i=1,2, \cdots, L$, in the $P F$ expansion of $P(x) /\left[\left(x-p_{0}\right)^{L} Q(x)\right]$ is equivalent to the evaluation problem of $P(x) / Q(x)$ and its $(L-1)$ derivatives at $p_{0}$, as long as $p_{0}$ is not a root of either $P(x)$ or $Q(x)$.

Proof. The result follows trivially from the equations below:

$$
F(x)=P(x) /\left(x-p_{0}\right)^{L} Q(x)=\sum_{i=1}^{L} K_{i} /\left(x-p_{0}\right)^{i}+\cdots
$$

and

$$
K_{L-i}=\left.(1 / i!)\left[D^{i}(P(x) / Q(x))\right]\right|_{x=p_{0}}
$$

where $i=0,1, \cdots, L-1$.
Corollary 2. If $F(x)=P(x) / Q(x)=\sum_{i=0}^{M} d_{i} x^{i} / \prod_{j=0}^{n-1}\left(x-p_{j}\right)^{c_{j}}$ where $M \leqq$ $\sum_{j=0}^{n-1} c_{j}+L$, then the evaluation of $F(x)$ and its first $(L-1)$ derivatives at $p_{0}$ which is not a root of $P(x)$ or $Q(x)$ can be done in $O((N+L) \log (N+L) \log (n+1))$ steps, where $N=\sum_{j=0}^{n-1} c_{j}$.

Corollary 3. Similarly for
(i) $F(x)=P(x) / \prod_{j=0}^{N-1}\left(x-p_{j}\right)$ in $O\left((N+L) \log ^{2}(N+L)\right)$ steps,
(ii) $F(x)=P(x) /\left(x-p_{1}\right)^{N} \quad$ in $O((N+L) \log (N+L))$ steps,
(iii) $F(x)=P(x) /\left(x-p_{1}\right) \quad$ in $O(L \log L)$ steps.
4. The inverse of the partial fraction expansion problem (IPF problem). The IPF problem is defined as:

IPF problem. Given

$$
\begin{equation*}
F(x)=\sum_{j=0}^{n-1} \sum_{i=1}^{c_{j}} \frac{K_{j, i}}{\left(x-p_{j}\right)^{i}}, \tag{2}
\end{equation*}
$$

find the $d_{i}$ 's, $i=1, \cdots, N-1$, such that

$$
F(x)=\sum_{j=0}^{N-1} d_{i} x^{i} / \prod_{j=0}^{n-1}\left(x-p_{j}\right)^{c_{j}}
$$

where $N=\sum_{j=0}^{n-1} c_{j}$.
Theorem 5 (simple pole case). If all the $c_{j}$ 's in (2) are 1 (i.e. all the poles are simple) the IPF problem can be done in $O\left(N \log ^{2} N\right)$ steps.

Proof.

$$
F(x)=\sum_{j=0}^{N-1} \frac{K_{j, 1}}{\left(x-p_{j}\right)}=\sum_{j=0}^{N-1} K_{j, 1}\left(\prod_{\substack{k=0 \\ k \neq j}}^{N-1}\left(x-p_{k}\right)\right) / \prod_{j=0}^{N-1}\left(x-p_{j}\right) .
$$

By the divide and conquer approach to compute the summation in the numerator

$$
\begin{aligned}
\sum_{j=0}^{N-1} K_{j, 1}\left(\prod_{\substack{k=0 \\
k \neq j}}^{N-1}\left(x-p_{k}\right)\right)= & \left(\prod_{k=N / 2}^{N-1}\left(x-p_{k}\right)\right)\left(\sum_{j=0}^{N / 2-1} K_{j, 1}\left(\sum_{\substack{k=0 \\
k \neq j}}^{N / 2-1}\left(x-p_{k}\right)\right)\right) \\
& +\left(\prod_{k=0}^{N / 2-1}\left(x-p_{k}\right)\right)\left(\sum_{j=N / 2}^{N-1} K_{j, 1}\left(\prod_{\substack{k=N / 2 \\
k \neq j}}^{N-1}\left(x-p_{k}\right)\right)\right),
\end{aligned}
$$

this IPF problem can be solved in $O\left(N \log ^{2} N\right)$ steps.
Theorem 6 (single multiple pole case). If $n=1$ in (2), i.e. F has only one multiple pole of order $N$, then this IPF problem can be solved in $O(N \log N)$ steps.

Proof.

$$
\begin{aligned}
F(x) & =\sum_{j=1}^{N} K_{j} /\left(x-p_{1}\right)^{j} \\
& =\sum_{j=1}^{N} K_{j}\left(x-p_{1}\right)^{N-j} /\left(x-p_{1}\right)^{N}
\end{aligned}
$$

$$
\begin{aligned}
\sum_{j=1}^{N} K_{j}\left(x-p_{1}\right)^{N-j} & =\sum_{j=0}^{N-1} K_{N-j}\left(x-p_{1}\right)^{j} \\
& =\sum_{j=0}^{N-1} K_{N-j}\left[\sum_{i=0}^{j}\binom{j}{i} p_{1}^{j-i} x^{i}\right] \\
& =\sum_{i=0}^{N-1} \sum_{j=i}^{N-1} K_{N-j}\binom{j}{i} p_{1}^{j-i} x^{i} \\
& =\sum_{i=0}^{N-1}\left[\sum_{j=0}^{N-1} f(j) g(i-j)\right] x^{i} / i!
\end{aligned}
$$

where $f(k)=K_{N-k} k$ ! for $0 \leqq k \leqq N-1$,

$$
g(k)=\left\{\begin{array}{cc}
p_{1}^{-k} /(-k)!, & -N+1 \leqq k \leqq 0 \\
0, & 1 \leqq k \leqq N-1
\end{array}\right.
$$

It is easy to see that $f(k)$ and $g(k)$ can be computed in $O(N)$ steps, and since the inner summation in the above formula is a convolution which can be evaluated in $O(N \log N)$ steps, the coefficients of $x^{i}$ can be found in $O(N \log N)$ steps.

There exists an $O(N \log N(\log n+1))$ algorithm for the general IPF problem with multiple poles.

Theorem 7. The IPF problem can be solved in $O(N \log N(\log n+1))$ steps.
Proof. It suffices for us to consider the case when $n>1$ and not all the $c_{j}$ 's are 1. Let's first consider the summation of all the terms with the same pole with $c_{j}>1$,

$$
G_{j}(x)=\sum_{i=1}^{c_{j}} K_{j, i} /\left(x-p_{j}\right)^{i}=H_{j}(x) /\left(x-p_{j}\right)^{c_{j}}
$$

where

$$
H_{j}(x)=\sum_{i=1}^{c_{j}} K_{i, i}\left(x-p_{j}\right)^{c_{i}-i}
$$

which can be calculated in $O\left(c_{j} \log c_{j}\right)$ steps as proved in Theorem 6. Let $C_{p}$ be the constant for this computation; then all the $H_{j}(x)$ can be computed in $C_{p} \sum_{j=0}^{n-1} c_{j} \log c_{j} \leqq C_{p} N \log N=O(N \log N)$ steps.

Let $I_{j}(x)=\left(x-p_{j}\right)^{c_{j}}$. Lemma 3 shows that all the $I_{j}(x)$ 's can be computed in $O(N)$ steps. Now we can write (2) as

$$
\begin{aligned}
F(x) & =\sum_{j=0}^{n-1}\left[H_{j}(x) / I_{j}(x)\right] \\
& =\left[\sum_{j=0}^{n-1} H_{j}(x) \prod_{\substack{k=0 \\
k \neq j}}^{n-1} I_{k}(x)\right] / \prod_{j=0}^{n-1} I_{j}(x) .
\end{aligned}
$$

Assume $n=2^{r}$. We have

$$
\begin{aligned}
\sum_{j=0}^{n-1} H_{j}(x)\left[\prod_{\substack{k=0 \\
k \neq j}}^{n-1} I_{k}(x)\right]= & J_{n / 2, n-1} *\left[\sum_{j=0}^{n / 2-1} H_{j}(x)\left(\prod_{\substack{k=0 \\
k \neq j}}^{n / 2-1} I_{k}(x)\right)\right] \\
& +J_{0, n / 2-1} *\left[\sum_{j=n / 2}^{n-1} H_{j}(x)\left(\prod_{\substack{k=n / 2 \\
k \neq j}}^{n-1} I_{k}(x)\right)\right]
\end{aligned}
$$



depth $(r-1)$
depth $r$


Fig. 2
where $J_{e, f}=\prod_{j=e}^{f} I_{j}(x)$. All the $J_{2^{i}(j-1)+1,2^{i} j}$ where $j=1, \cdots, 2^{r-i} ; i=1, \cdots, r$, can be computed in $O(N \log N \log n)$ steps by saving the intermediate results when building up the tree in Lemma 4. Finally, we want to show that $\sum_{j=0}^{n-1} H_{j}(x) \prod_{k=0, k \neq j}^{n-1} I_{k}(x)$ can be computed in $O(N \log N \log n)$ steps.

Letting $L_{e, f}=\sum_{i=e}^{f} H_{i}(x) \prod_{j=e, j \neq i}^{f} I_{j}(x)$, we have the computation tree in Fig. 2.

So, it can be shown by the similar argument as given in Lemma 4 that the number of steps for computing all the terms at each depth is $O(N \log N)$. Since the height of this tree is $\log n, L_{0, n-1}$ can be in $O(N(\log N)(\log n+1))$ steps.
5. Conclusion. The partial fraction expansion problem is also investigated by E. Horowitz [HO]. Instead of assuming a linearly factored denominator, he considers the partial fraction expansion problem with the denominator polynomial in its square-free factorization form. ${ }^{2}$ Algorithms of cost $>O\left(N^{4}\right)$ are presented, but there is no fundamental dispute with the results in this paper. In [HO], Horowitz deals with rational numbers where the complexity of each arithmetic step depends on the size of the numbers, while in this paper, the field of complex number is used and each complex arithmetic step is assumed to be unit cost. Anyway, the assumption that the denominator of the rational function is

[^79]given in an already factored form is one basic weakness of the paper; the general case is considered by Kung and Tong in [KT].

## REFERENCES

[ASU] A. V. Aho, K. Steiglitz and J. D. Ullman, Evaluation of polynomials at a fixed set of points, this Journal, 4 (1975), pp. 533-539.
[BR] O. Brugia, A noniterative method for the partial fraction expansion of rational functions with higher order poles, SIAM Rev., 7 (1965), pp. 381-387.
[CH] F. Y. CHIN, A generalized asymptotic upper bound on polynomial evaluation and interpolation, this Journal, 5 (1976), pp. 682-690.
[CS] F. Y. Chin and K. Steiglitz, An $O\left(N^{2}\right)$ algorithm for partial fraction expansion, IEEE Trans. Circuits and Systems, CAS-24, 1 (1977), pp. 42-45.
[CU] F. Y. Chin and J. D. Ullman, Asymptotic complexity of partial fraction expansion, Tech. Rep. 172, Dept. of Electrical Engineering, Princeton Univ., Princeton, NJ.
[HO] E. Horowitz, Algorithms for partial fraction decomposition and rational function integration, Proc. 2nd Symposium on Symbolic and Algebraic Manipulation, 1971, pp. 441-457.
[KU] H. T. Kung, Fast evaluation and interpolation, Computer Science Tech. Rep., CarnegieMellon University, Jan. 1973.
[KT] H. T. Kung and D. M. Tong, Fast algorithms for partial fraction decomposition, Proc. Symposium on New Directions and Recent Results in Algorithms and Complexity at Carnegie-Mellon Univ., J. Traub, ed., April, 1976.
[LI] L. J. P. Linner, The computation of the $K$-th derivative of polynomials and rational functions in factor form and related matters, IEEE trans. Circuits and Systems, (1974), pp. 233-236.
[MB] R. Moenck and A. Borodin, Fast modular transforms via division, Proc. of the IEEE 13th Annual Symposium on Switching and Automatia Theory, (1972), pp. 90-96.
[PO] C. Pottle, On the partial fraction expansion of a rational function with multiple poles by digital computer, IEEE trans. on Circuit Theory, (1964), pp. 161-162.
[SI] M. Sieveking, An algorithm for division of power series, Computing 10 (1972), pp. 153-156.
[ST69] V. Strassen, Guassian elimination is not optimal, Numer. Math., 13 (1969), pp. 354-356.
[ST72] ——Die Berechnungskomplexitat von Elementarsymmetrischen Funktionen und von Interpolationskoeffizioten, Ibid., 20 (1972), pp. 238-251.
[VA] T. M. Vari, Some complexity results for a class of Toeplitz matrices, Tech. Rep., Dept. of Computer Science and Mathematics, York University, Toronto, 1974.
[YU] D. Y. Y. Yun, On square-free decomposition algorithms, Proc. of 1976 ACM Symposium on Symbolic and Algebraic Computation, pp. 26-35.

# AN ANALYSIS OF SEVERAL HEURISTICS FOR THE TRAVELING SALESMAN PROBLEM* 

DANIEL J. ROSENKRANTZ, $\dagger$ RICHARD E.STEARNS $\dagger$ AND PHILIP M. LEWIS II $\dagger$


#### Abstract

Several polynomial time algorithms finding "good," but not necessarily optimal, tours for the traveling salesman problem are considered. We measure the closeness of a tour by the ratio of the obtained tour length to the minimal tour length. For the nearest neighbor method, we show the ratio is bounded above by a logarithmic function of the number of nodes. We also provide a logarithmic lower bound on the worst case. A class of approximation methods we call insertion methods are studied, and these are also shown to have a logarithmic upper bound. For two specific insertion methods, which we call nearest insertion and cheapest insertion, the ratio is shown to have a constant upper bound of 2 , and examples are provided that come arbitrarily close to this upper bound. It is also shown that for any $n \geqq 8$, there are traveling salesman problems with $n$ nodes having tours which cannot be improved by making $n / 4$ edge changes, but for which the ratio is $2(1-1 / n)$.


Key words. traveling salesman problem, approximation algorithm, $k$-optimal, minimal spanning tree, triangle inequality

1. Introduction. The traveling salesman problem has long been of great interest. The problem has been formulated in several different ways. We use the following formulation:

A traveling salesman graph $G$ is a complete weighted undirected graph specified by a pair $(N, d)$ where $N$ is a set of nodes, $d$ is a distance function mapping pairs of nodes (or edges) into real numbers, and $d$ satisfies
a) $d(i, j)=d(j, i)$ for all $i$ and $j$ in $N$,
b) $\quad d(i, j) \geqq 0$ for all $i$ and $j$ in $N$,
c) $d(i, j)+d(j, k) \geqq d(i, k)$ for all $i, j, k$ in $N$.

Condition c ) is referred to as the triangle inequality. The number $d(i, j)$ is called the length or weight of $(i, j)$.

A tour for a traveling salesman graph $G$ is a circuit on the graph containing each node exactly once (i.e. a Hamiltonian circuit). The length of a tour is the sum of the lengths of the edges composing the circuit. An optimal tour or solution for $G$ is a tour of minimal length. The traveling salesman problem is to take a traveling salesman graph and find an optimal tour.

The traveling salesman problem is sometimes formulated (Bellmore and Nemhauser [1]) as the problem of finding a minimal length circuit containing each node at least once for an undirected graph in which the distances are not constrained by the triangle inequality. However, a problem stated in this manner can always be reduced (Hardgrave and Nemhauser [6]) to the problem considered here by the technique of changing each $d(i, j)$ to the length of the shortest path between $i$ and $j$. This conversion can be done in time proportional to the cube of the number of nodes (Floyd [4]). Each tour in the new problem corresponds to a

[^80]circuit of the same length in the original problem, and the two problems have solutions of the same length. Therefore, our results, which are stated in terms of the new problem, also apply to the original problem.

Another formulation requires that a shortest tour be found for distances not constrained by the triangle inequality. A problem stated this way can always be reduced to the type of problem considered here by adding a suitably large constant $k$ to each distance. The altered problem has the same optimal tour as the original, but the lengths of the optimal tours will differ by the amount $n \cdot k$ where $n$ is the number of nodes. Our results do not apply to this formulation, since our results pertain to the tour lengths.

The best known methods of solving the traveling salesman problem take an amount of time exponential in the number of nodes. Furthermore, the problem is easily seen to be $N P$-hard. Karp [8] shows that determining whether an undirected graph has a Hamiltonian circuit is $N P$-complete. This problem can be reduced to a traveling salesman problem by forming the complete weighted graph whose edges are of length one if there is a corresponding edge in the original graph, and of length two otherwise. For an $n$ node graph, the minimal tour of the new graph has length $n$ if and only if the original graph is a Hamiltonian circuit.

In view of the computational difficulties in obtaining optimal tours, a number of algorithms have been published which run faster but do not necessarily produce an optimal tour. A number of these approximation algorithms have been experimentally observed to perform well, but there has not been a theoretical characterization of how the obtained tours compare with the optimal.

In this paper, we analyze some of these methods to bound the ratio of the obtained tour length to the optimal tour length. In some cases, these bounds grow as a function of the number of nodes and in other cases a constant bound is found for all traveling salesman problems. In contrast, if the distance function is unconstrained by the triangle inequality then for any constant $k \geqq 1$, the problem of finding a tour with a ratio bounded by $k$ is $N P$-complete (Sahni and Gonzalez [16]).

Another approximation method was recently announced and analyzed in Christofides [2]. This method produces a better worst case approximation than the methods analyzed here, but requires more running time.

In the material which follows, we exclude the trivial case where the distance function is identically zero. This assumption together with the triangle inequality implies that every tour has a length greater than zero. We also adopt the convention that OPTIMAL represents the length of the optimal tour. Under the assumption of nontriviality,
OPTIMAL>0
2. Nearest neighbor algorithm. The first approximation algorithm we study is the nearest neighbor method (Bellmore and Nemhauser [1]), also called the next best method in Gavett [5]. In this algorithm, a path is constructed as follows:

1. Start with an arbitrary node.
2. Find the node not yet on the path which is closest to the node last added and add to the path the edge connecting these two nodes.
3. When all nodes have been added to the path, add an edge connecting the starting node and the last node added.
We assume that when there are ties in step 2 , they can be broken arbitrarily.
We note that the nearest neighbor algorithm can be programmed to operate in time proportional to $n^{2}$ where $n$ is the number of nodes. This time is linear in the input length if the input is a list of all distances.

Let NEARNEIBER be the length of the tour obtained by the nearest neighbor algorithm. Let $\lg$ denote the logarithm to the base 2 , and $\lceil x\rceil$ denote the smallest integer greater than or equal to $x$.

Theorem 1. For a traveling salesman graph with $n$ nodes

$$
\frac{\text { NEARNEIBER }}{\text { OPTIMAL }} \leqq \frac{1}{2}\lceil\lg (n)\rceil+\frac{1}{2}
$$

The proof of Theorem 1 is given after the proof of the following lemma.
Lemma 1. Suppose that for a node graph ( $N, d$ ) there is a mapping assigning each node $p$ a number $l_{p}$ such that the following two conditions hold:
a) $d(p, q) \geqq \min \left(l_{p}, l_{q}\right)$ for all nodes $p$ and $q$.
b) $\quad l_{p} \leqq \frac{1}{2}$ OPTIMAL for all nodes $p$.

Then $\sum l_{p} \leqq \frac{1}{2}(\lceil\lg (n)\rceil+1)$ OPTIMAL.
Proof. We can assume without loss of generality that node set $N$ is $\{i \mid 1 \leqq i \leqq n\}$ and that $l_{i} \geqq l_{j}$ whenever $i \leqq j$. The key to the proof is the following inequality:

$$
\begin{equation*}
\text { OPTIMAL } \geqq 2 \sum_{i=k+1}^{\min (2 k, n)} l_{i} \tag{2.1}
\end{equation*}
$$

for all $k$ satisfying $1 \leqq k \leqq n$.
To prove (2.1), we let $H$ be the complete subgraph defined on the set of nodes

$$
\{i \mid 1 \leqq i \leqq \min (2 k, n)\} .
$$

We let $T$ be the tour in $H$ which visits the nodes of $H$ in the same order as these nodes are visited in an optimal tour of the original graph. Let LENGTH be the length of $T$. By the triangle inequality, each edge $(b, c)$ of $T$ must have a length which is less than or equal to the length of the path from $b$ to $c$ used in the optimal tour. Since the edges of $T$ sum to LENGTH and the corresponding paths in the original graph sum to OPTIMAL we conclude that

OPTIMAL $\geqq$ LENGTH.
By condition a) of the Lemma, for each $(i, j)$ in $T, d(i, j) \geqq \min \left(l_{i}, l_{j}\right)$. Therefore,

$$
\begin{equation*}
\text { LENGTH } \geqq \sum_{(i, j) \in T} \min \left(l_{i}, l_{j}\right)=\sum_{i \in H} \alpha_{i} l_{i} \tag{2.3}
\end{equation*}
$$

where $\alpha_{i}$ is the number of edges $(i, j)$ in $T$ for which $i>j$ (and hence $l_{i}=\min \left(l_{i}, l_{j}\right)$ ).

We want to obtain a lower bound on the right hand side of (2.3). Observe that each $\alpha_{i}$ is at most 2 (because $i$ is the endpoint of only two edges in tour $T$ ) and that the $\alpha_{i}$ sum to the number of edges in $T$. Because $k$ is at least half of the number of
edges in $T$, we certainly get a lower bound on the right hand side of (2.3) if we assume that the $k$ largest $l_{i}$ have $\alpha_{i}=0$ and the remaining $\min (2 k, n)-k$ of the $l_{i}$ have $\alpha_{i}=2$. By assumption, the $k$ largest are $\left\{l_{i} \mid 1 \leqq i \leqq k\right\}$ so the estimated lower bound is

$$
\begin{equation*}
\sum_{i \in H} \alpha_{i} l_{i} \geqq 2 \sum_{i=k+1}^{\min (2 k, n)} l_{i} \tag{2.4}
\end{equation*}
$$

and (2.2), (2.3), and (2.4) together establish (2.1).
We now sum inequalities 2.1 for all values of $k$ equal to a power of two less than $n$, namely:

$$
\sum_{j=0}^{\lceil\lg (n)\rceil-1} \text { OPTIMAL } \geqq \sum_{j=0}^{\lceil\lg (n)]-1} 2 \cdot \sum_{i=2^{j}+1}^{\min \left(2^{i+1}, n\right)} l_{i},
$$

which reduces to

$$
\begin{equation*}
\lceil\lg (n)\rceil \cdot \text { OPTIMAL } \geqq 2 \cdot \sum_{i=2}^{n} l_{i} . \tag{2.5}
\end{equation*}
$$

Now condition b) of the lemma implies

$$
\begin{equation*}
\text { OPTIMAL } \geqq 2 \cdot l_{1} \tag{2.6}
\end{equation*}
$$

and (2.5) and (2.6) combine to give the conclusion of the lemma.
Proof of Theorem 1. For each node $p$, let $l_{p}$ be the length of the edge leaving node $p$ and going to the node selected as the nearest neighbor to $p$. We want to show that the $l_{p}$ satisfy the conditions of Lemma 1.

If node $p$ was selected by the algorithm before node $q$, then $q$ was a candidate for the closest unselected node to node $p$. This means that edge $(p, q)$ is no shorter than the edge selected and hence

$$
\begin{equation*}
d(p, q) \geqq l_{p} . \tag{2.7}
\end{equation*}
$$

Conversely, if $q$ was selected before $p$, then

$$
\begin{equation*}
d(p, q) \geqq l_{q} . \tag{2.8}
\end{equation*}
$$

Since one of the nodes was selected before the other, either (2.7) or (2.8) must hold and condition a) of Lemma 1 must be satisfied.

To prove condition $\mathbf{b}$ ) it suffices to prove that for any edge $(p, q)$

$$
\begin{equation*}
d(p, q) \leqq \frac{1}{2} \cdot \text { OPTIMAL. } \tag{2.9}
\end{equation*}
$$

The optimal tour can be considered to consist of two disjoint parts, each of which is a path between nodes $p$ and $q$. From the triangle inequality, the length of any path between $p$ and $q$ cannot be less than $d(p, q)$, establishing (2.9).

Because the $l_{p}$ are the lengths of the pairs comprising tour $T$,

$$
\begin{equation*}
\sum l_{p}=\text { NEARNEIBER. } \tag{2.10}
\end{equation*}
$$

The conclusion of Lemma 1 together with (2.10) and (1.1) imply the inequality of Theorem 1.

Theorem 2. For each $m>3$, there exists a traveling salesman graph with $n=2^{m}-1$ nodes such that

$$
\frac{\text { NEARNEIBER }}{\text { OPTIMAL }}>\frac{1}{3} \lg (n+1)+\frac{4}{9} .
$$

Proof. For all $i \geqq 1$, we define an incomplete weighted graph $F_{i}$ with three distinguished nodes. The distinguished nodes are called the start node, the middle node, and the right node. These graphs are defined recursively using Fig. 1 where the start node appears to the left, the middle node in the middle, and the right node on the right. Each $F_{i}$ has a path $P_{i}$ which goes from the start node to the middle node visiting each node of $F_{i}$ on the way. The $P_{i}$ are also defined recursively in Fig. 1.


$F_{i+1}$

Fig. 1
Graph $F_{1}$ consists of precisely three nodes with each pair of nodes having an edge of weight 1. Path $P_{1}$ consists of two edges, the edge from the start node to the right node and the edge from the right node to the middle node.

To construct graph $F_{i+1}$, one takes two copies of $F_{i}$ (which we call the left copy and right copy) and one additional node (which becomes the middle node of $F_{i+1}$ ). This additional node is called $D$ in Fig. 1. The additional node $D$ is connected to the right node of the left copy (node $C$ ) and the start node of the right copy (node $E$ ) by edges of length 1 . The additional node $D$ is also connected to the middle node of the right copy (node $F$ ) by an edge of length $l_{i}$ (defined below). Finally, the middle node of the left copy (node $B$ ) is connected to the start node of the right copy (node $E$ ) by an edge of length $l_{i}$. The start node of $F_{i+1}$ is the start node of the left copy (node $A$ ) and the right node is the right node of the right copy (node $G$ ). The path $P_{i+1}$ consists of the two copies of path $P_{i}$ plus the two edges $(B, E)$ and $(F, D)$ of length $l_{i}$. The length $l_{i}$ is given by the formula

$$
\begin{equation*}
l_{i}=\frac{1}{6}\left(4 \cdot 2^{i}-(-1)^{i}+3\right) . \tag{2.11}
\end{equation*}
$$

Let $L_{i}$ be the length of path $P_{i}$. Length $L_{i}$ is described by the difference equation

$$
L_{i+1}=2 \cdot L_{i}+2 \cdot l_{i}
$$

since $P_{i+1}$ consists of two copies of $P_{i}$ and two edges of length $l_{i}$. Given that $L_{1}=2$, the solution of this difference equation is

$$
\begin{equation*}
L_{i}=\frac{1}{9}\left(6 \cdot i \cdot 2^{i}+8 \cdot 2^{i}+(-1)^{i}-9\right) . \tag{2.12}
\end{equation*}
$$

For each $F_{i}$, we define a graph $G_{i}$ obtained by connecting the start and right nodes of $F_{i}$ by an edge of length 1 , and connecting the middle node to the start node with an edge of length $l_{i}-1$. The start node of $F_{i}$ is then also referred to as the start node of $G_{i}$. Figure 2 is a picture of $G_{4}$. We define $\bar{G}_{i}$ to be the complete graph on the nodes of $G_{i}$ where $d(a, b)$ is the length of the minimal path from $a$ to $b$ in $G_{i}$. Therefore, the distances in $\bar{G}_{i}$ satisfy the triangle inequality.


Fig. 2
Graph $\bar{G}_{i}$ has two important properties:
a) the edges of $G_{i}$ have the same lengths in $\bar{G}_{i}$ as they have in $G_{i}$;
b) if the nearest neighbor method is started with the start node of $G_{i}$, the method can (with suitable resolution of ties) produce path $P_{i}$ followed by the edge of length $l_{i}-1$ returning from the middle node (which is the last node of path $P_{i}$ ) to the start node.
We return to prove properties $a$ ) and $b$ ) after completing the main thread of the proof.

Each $\bar{G}_{i}$ has an optimal tour whose length is equal to the number of nodes $n$ in $\bar{G}_{i}$ (namely $2^{i+1}-1$ ). This tour is found, starting with the start node, by visiting the nodes in left to right order and then returning from the right node back to the start node. Each of the edges in this tour has weight one.

The example satisfying the theorem is $\bar{G}_{m-1}$. Its ratio is exactly

$$
\frac{\text { NEARNEIBER }}{\text { OPTIMAL }}=\left(L_{i}+l_{i}-1\right) / n \quad \text { where } i=\lg (n+1)-1
$$

This ratio is greater than the ratio indicated in the theorem.
All that remains is to prove properties a) and b). Referring back to Fig. 1, we first show that for each $F_{i+1}$

$$
\begin{align*}
& \overline{A B}=\overline{B C}=\overline{E F}=\overline{F G}=l_{i}-1,  \tag{2.13}\\
& \overline{A C}=\overline{E G}=l_{i+1}-2,  \tag{2.14}\\
& \overline{B E}=\overline{D F}=l_{i},  \tag{2.15}\\
& \overline{A D}=\overline{D G}=l_{i+1}-1,  \tag{2.16}\\
& \overline{A G}=l_{i+2}-2 . \tag{2.17}
\end{align*}
$$

The notation $\overline{X Y}$ indicates the length of the shortest path between $X$ and $Y$ in $F_{i+1}$. The equations are routinely verified for $i=1$. We continue by induction. Assume that (2.13)-(2.17) are true for $i \leqq I-1$ (i.e. for $F_{I}$ ). Figure 3a shows the relevant nodes in $F_{I+1}$ before the two copies of $F_{I}$ are connected. Associated with each pair of nodes from the same copy of $F_{I}$, an edge is shown whose weight is the length of the shortest path in $F_{I}$ connecting these nodes. These shortest path lengths in $F_{I}$ are specified by the induction hypothesis. For instance, edge ( $A, B$ ) in Fig. 3a connects the start and middle nodes of $F_{I}$ and from (2.16), the shortest path length in $F_{I}$ connecting these nodes is $l_{I}-1$. Figure 3 b shows Fig. 3a with the addition of the four edges created in the construction of $F_{I+1}$ from the two copies of $F_{I}$. Because each of the edge weights in Fig. 3a represents a shortest path in $F_{I}$, by applying formula (2.11) for $l_{I}$ to all possible paths in $F_{I+1}$, we can conclude that


Fig. 3a


Fig. 3b
each of the edge weights in Fig. 3b is the length of the shortest path in $F_{I+1}$ connecting the end nodes of the edges. This establishes equations (2.13)-(2.15) for $F_{I+1}$. Equations (2.16) and (2.17) are established by a similar consideration of all paths in Fig. 3b. The path of length $l_{I+2}-2$ from $A$ to $G$ is $A B E G$.

We note also that (2.13)-(2.16) also hold when $F_{I+1}$ is converted to $G_{I+1}$. This is proven by connecting $A$ and $G$ in Fig. 3b by an edge of weight one and $A$ and $D$ by an edge at length $l_{I+1}-1$ and again checking the paths. Note also that the shortest path from $A$ to $D$ is the edge $(A, D)$.

Now we return to property a). Equation (2.15) shows that, as each $F_{i+1}$ is constructed, the newly added edges constitute the shortest paths between their endpoints. All distances among points in an $F_{i}$ are maintained when that $F_{i}$ is embedded in $F_{i+1}$, because the distances among the three exit points at $F_{i}$ are maintained. (Compare (2.13) with (2.16) and (2.14) with (2.17).)

We have already noted that the final edge added in constructing a $G_{i}$ is also a shortest path and the fact that the length one edges are also shortest paths requires no argument. Thus property a) is established.

Property b) is established by observing that the middle node of an $F_{i}$ is reached only after all of the nodes of $F_{i}$ have been visited, and the node at the end of the edge of length $l_{i}$ is at least as close as any node reached by a path through the start or right nodes. These nodes are already distance $l_{i-1}$ away from the middle node and are at least distance 1 from a node not yet selected.

One way to improve a nearest neighbor result is to repeat the method for each possible starting node and then take the minimum solution among these. This idea is described in Gavett [5]. However, for the examples used to prove Theorem 2, the result of this method (with suitable resolution of ties) is also proportional to $\lg (n)$.
3. Insertion methods. We now consider a class of methods we call insertion methods. The basic idea of these methods is to construct the approximation tour by a sequence of steps in which tours are constructed for progressively larger subsets of the nodes.

Definition. Given a traveling salesman graph ( $N, d$ ), a tour $T$ on a subset $S$ of $N$ will be called a subtour of $(N, d)$. We write $a \in T$ to mean $a \in S$. We treat a one node subset as a tour without edges.

Definition. Given a traveling salesman graph $(N, d)$, a subtour $T$, and a node $k$ in $N$ which is not in $T$, we define $\operatorname{TOUR}(T, k)$ to be a subtour obtained as follows:
if $T$ passes through more than one point, then
a) find an edge $(x, y)$ in $T$ which minimizes

$$
\begin{equation*}
d(x, k)+d(k, y)-d(x, y) \tag{3.1}
\end{equation*}
$$

b) delete edge $(x, y)$ and add edges $(x, k)$ and $(k, y)$ to obtain TOUR( $T, k$ );
if $T$ passes through a single node $i$, then make $\operatorname{TOUR}(T, k)$ the two node tour consisting of edges $(i, k)$ and $(k, i)$.
In either case, we say that $\operatorname{TOUR}(T, k)$ is obtained by inserting $k$ into $T$.
Formula (3.1) represents the difference in length between tour $T$ and the tour obtained by replacing $(x, y)$ by $(x, k)$ and $(k, y)$. Thus, when $T$ has two or more
nodes, $\operatorname{TOUR}(T, k)$ is the shortest tour that can be obtained from $T$ and $k$ by the alteration described in step b ). When $T$ has only one node, $\operatorname{TOUR}(T, k)$ is the only tour that can be made from $k$ and the point in $T$.

Definition. An approximation method is called an insertion method if it takes a traveling salesman graph ( $N, d$ ) with $n$ nodes and constructs a sequence of subtours $T_{1}, \cdots, T_{n}$ so that

1. $T_{1}$ consists of a single node $a_{0}$,
2. for each $i<n$, there is a node $a_{i}$ not in $T_{i}$ such that

$$
\begin{equation*}
T_{i+1}=\operatorname{TOUR}\left(T_{i}, a_{i}\right) \tag{3.2}
\end{equation*}
$$

3. $T_{n}$ is the approximation.

In later sections, we consider specific selection criteria for choosing the nodes $a_{i}$. Here we are concerned with results which hold regardless of the selection method.

Definition. Given a subtour $T$ and a node $k$ not in $T$, we define $\operatorname{COST}(T, k)$ to be the length of $\operatorname{TOUR}(T, k)$ minus the length of $T$.

An important consequence of the triangle inequality is the following:
Lemma 2. If $(N, d)$ is a traveling salesman graph, $T$ is a subtour, $k$ a node not in $T$, and $j$ a node in $T$, then

$$
\begin{equation*}
\operatorname{COST}(T, k) \leqq 2 \cdot d(k, j) \tag{3.3}
\end{equation*}
$$

Proof. In the case that $T$ has only one node, the result is obvious. When $T$ consists of more than one node, $j$ is an endpoint of some edge $(i, j)$ in $T$. Because $k$ is inserted to minimize (3.1),

$$
\begin{equation*}
\operatorname{COST}(T, k) \leqq d(i, k)+d(k, j)-d(i, j) \tag{3.4}
\end{equation*}
$$

where the right-hand side is (3.1) with $(i, j)$ substituted for $(x, y)$. The triangle inequality says

$$
\begin{equation*}
d(i, k)-d(i, j) \leqq d(j, k) \tag{3.5}
\end{equation*}
$$

Inequalities (3.4) and (3.5) together with $d(j, k)=d(k, j)$ give (3.3).
We let INSERT represent the length of a path constructed by an insertion algorithm.

Theorem 3. For a traveling salesman graph with n nodes,

$$
\begin{equation*}
\frac{\text { INSERT }}{\text { OPTIMAL }} \leqq\lceil\lg (n)\rceil+1 \tag{3.6}
\end{equation*}
$$

Proof. Let $(N, d)$ be the graph and let $T_{i}$ for $1 \leqq i \leqq n$ and $a_{i}$ for $0 \leqq i<n$ be the subtours and nodes referred to in the definition of an insertion method. An obvious consequence of the definition of cost is

$$
\begin{equation*}
\operatorname{INSERT}=\sum_{i=1}^{n-1} \operatorname{COST}\left(T_{i}, a_{i}\right) \tag{3.7}
\end{equation*}
$$

For each node $a_{i}$ in $N-\left\{a_{0}\right\}$, define

$$
\begin{equation*}
l_{a_{i}}=\frac{1}{2} \cdot \operatorname{CosT}\left(T_{i}, a_{i}\right) \tag{3.8}
\end{equation*}
$$

and define

$$
\begin{equation*}
l_{a_{0}}=0 . \tag{3.9}
\end{equation*}
$$

We want to show that the $l_{p}$ for $p$ in $N$ satisfy the hypothesis of Lemma 1. To verify condition a), consider two nodes $a_{i}$ and $a_{j}$ with $i>j$. By our naming conventions, $i>j$ means that $a_{j}$ belongs to $T_{i}$ and $a_{i}$ was inserted in $T_{i}$. By Lemma 2,

$$
\begin{equation*}
\operatorname{COST}\left(T_{i}, a_{i}\right) \leqq 2 \cdot d\left(a_{i}, a_{j}\right) \tag{3.10}
\end{equation*}
$$

With (3.8) this implies

$$
\begin{equation*}
l_{a_{i}} \leqq d\left(a_{i}, a_{j}\right) \tag{3.11}
\end{equation*}
$$

which implies condition a).
Condition b) is trivial for $l_{a_{0}}$. For other $l_{a_{i}}$, (3.8) requires us to prove

$$
\begin{equation*}
\operatorname{COST}\left(T_{i}, a_{i}\right) \leqq \text { OPTIMAL } \tag{3.12}
\end{equation*}
$$

In the case of $a_{1}$, this cost is just $2 d\left(a_{0}, a_{1}\right)$ and by the triangle inequality, OPTIMAL is at least as large as the distance between two points and back. For $i>1, a_{i}$ is inserted between two distinct points $x$ and $y$ with cost

$$
\begin{equation*}
d\left(x, a_{i}\right)+d\left(a_{i}, y\right)-d(x, y) \tag{3.13}
\end{equation*}
$$

which is the length of the added edges minus the length of the deleted edge. There is a subpath of the optimal tour between $x$ and $a_{i}$ which does not contain $y$ and a disjoint subpath between $a_{i}$ and $y$ not containing $x$. By the triangle inequality, these subpaths are no shorter than $d\left(x, a_{i}\right)$ and $d\left(a_{i}, y\right)$ respectively and hence (3.13) must be no greater than OPTIMAL and condition b) is established.

Lemma 1 together with (3.8), (3.9), (3.7), and (1.1) imply the theorem.
We do not know if the logarithmic growth permitted by Theorem 3 can actually be achieved. In fact, we know of no examples such that INSERT/OPTIMAL $>4$ so there could even be a constant upper bound. In the next section we present some insertion methods for which we can establish a constant upper bound.
4. Nearest insertion and cheapest insertion. We now consider two insertion methods which produce a tour no longer than twice the optimal regardless of the number of nodes in the problem. We call these two methods the nearest insertion method and the cheapest insertion method.

Given a subtour $T$ and a node $p$, we define the distance $d(T, p)$ between $T$ and $p$ as

$$
\begin{equation*}
\min \{d(x, p) \text { for } x \text { in } T\} \tag{4.1}
\end{equation*}
$$

We say that a tour is constructed by nearest insertion if each $a_{i}, 1 \leqq i<n$, in the definition of an insertion method satisfies

$$
\begin{equation*}
d\left(T_{i}, a_{i}\right)=\min \left\{d\left(T_{i}, x\right) \text { for } x \text { in } N-T_{i}\right\} \tag{4.2}
\end{equation*}
$$

We say a tour is constructed by cheapest insertion if the $a_{i}$ satisfy

$$
\begin{equation*}
\operatorname{COST}\left(T_{i}, a_{i}\right)=\min \left\{\operatorname{COST}\left(T_{i}, x\right) \text { for } x \operatorname{in} N-T_{i}\right\} \tag{4.3}
\end{equation*}
$$

The nearest insertion method is easily programmed to run in a time proportional to $n^{2}$. The only programming trick is to compute the value of $d\left(T_{i+1}, x\right)$ as the minimum of the two numbers $d\left(T_{i}, x\right)$ and $d\left(a_{i}, x\right)$. Thus the nearest insertion method runs in time proportional to the nearest neighbor method.

The cheapest insertion method is described in Nicholson [12]. The fastest algorithm we have devised for the cheapest insertion method runs proportional to $n^{2} \cdot \log (n)$. Each time a node $a_{i}$ is inserted in $T_{i}$, the new subtour $T_{i+1}$ contains two new edges not in $T_{i}$. For each new edge $\left(x, a_{i}\right)$ in $T_{i+1}$, the algorithm involves performing a sort of the $n-(i+1)$ values of

$$
d(x, k)+d\left(k, a_{i}\right)-d\left(x, a_{i}\right)
$$

obtained for all $k$ in $N-T_{i+1}$.
Theorem 4. If a tour of length INSERT is obtained by nearest insertion or cheapest insertion, then

$$
\begin{equation*}
\frac{\text { INSERT }}{\text { OPTIMAL }}<2 . \tag{4.4}
\end{equation*}
$$

We prove this theorem after proving the following lemma:
Lemma 3. Suppose that, for a traveling salesman graph ( $N, d$ ) with n nodes, a tour of length INSERT is constructed by the insertion method of § 3. Suppose further that for $i$ satisfying $1 \leqq i<n$, the tour $T_{i}$ and node $a_{i}$ selected by the insertion method satisfy
$\operatorname{CosT}\left(T_{i}, a_{i}\right) \leqq 2 \cdot d(p, q)$
for all nodes $p$ and $q$ such that $p$ is in $T_{i}$ and $q$ is not in $T_{i}$. Then

## INSERT $\leqq 2 \cdot$ TREE

where TREE is the length of a minimal spanning tree for $(N, d)$.
Proof. Let $M$ be a minimal spanning tree. The idea of the proof is to establish a correspondence between steps in the insertion procedure and edges of $M$. For the step of inserting node $a_{i}$ into $T_{i}$, the corresponding edge of $M$ will have one endpoint in $T_{i}$ and the other endpoint in $N-T_{i}$. Thus (4.5) can be used to show that the cost of each step is no more than twice the corresponding edge.

First, since $M$ is a tree, there is a unique path in $M$ connecting each pair of nodes. For each node $a_{i}$ with $i>0$, we say that node $a_{j}$ is compatible with node $a_{i}$ if $j<i$ and all the intermediate nodes in the unique path in $M$ connecting $a_{i}$ and $a_{j}$ have indices greater than $i$. Thus $a_{j}$ compatible with $a_{i}$ implies that $a_{j}$ is the first node in $T_{i}$ encountered in the path from $a_{i}$ to $a_{j}$. For each $a_{i}$ with $i>0$, the critical node is the node with the largest index that is compatible with $a_{i}$. The critical path for $a_{i}$ is the unique path in $M$ between $a_{i}$ and its critical node. The critical edge for $a_{i}$ is the edge in the critical path, one of whose endpoints is the critical node. Observe that the critical edge for $a_{i}$ has one endpoint (the critical node) in $T_{i}$, and the other endpoint in $N-T_{i}$.

We now show that no two nodes can have the same critical edge. Assume to the contrary that $a_{i}$ and $a_{j}$ (with $j>i$ ) have the same critical edge. Let the endpoints of this critical edge be $a_{k}$ and $a_{l}$ with $l>k$. For any critical edge, the node with the lower index is the critical node and the node with the higher index is
on the critical path, so node $a_{k}$ is the critical node for both $a_{i}$ and $a_{j}$. Thus, the critical paths for $a_{i}$ and $a_{j}$ both pass through $a_{l}$ before reaching $a_{k}$. Therefore, there is a path $P$ in $M$ connecting $a_{j}$ and $a_{i}$, such that every edge in $P$ belongs to either the critical path for $a_{j}$ or the critical path for $a_{i}$ (or both). Therefore every intermediate node on $P$ has an index greater than $i$. Since the path $P$ from $a_{j}$ reaches a node of lower index $\left(a_{i}\right)$, some node $a_{m}$ along path $P$ is compatible with $a_{j}$. Now $m \geqq i$ because $a_{m}$ is on path $P$ and $i>k$ because $a_{k}$ is a compatible node for $a_{i}$. This implies $m>k$ and so $a_{m}$ is a compatible node for $a_{j}$ with a higher index than $a_{k}$. This contradicts the assumption that $a_{k}$ is critical for $a_{j}$. Therefore no two nodes can have the same critical edge. Thus given a minimal spanning tree we can associate a unique edge in that tree with each node inserted by the insertion method.

Let $e_{i}$ be the critical edge for node $a_{i}$. Since one endpoint of $e_{i}$ is in $T_{i}$ and the other endpoint is not, by (4.5).

$$
\begin{equation*}
\operatorname{COST}\left(T, a_{i}\right) \leqq 2 \cdot d\left(e_{i}\right) \tag{4.7}
\end{equation*}
$$

Summing (4.7) gives

$$
\begin{equation*}
\sum_{i=1}^{n-1} \operatorname{CosT}\left(T_{i}, a_{i}\right) \leqq 2 \cdot \sum_{i=1}^{n-1} d\left(e_{i}\right) \tag{4.8}
\end{equation*}
$$

The left-hand side of (4.8) is INSERT by (3.7). Since $M$ consists of $n-1$ edges, and each $e_{i}$ is distinct, the right-hand side of (4.8) is $2 \cdot$ TREE. Thus (4.8) implies (4.6).

Proof of Theorem 4. We first show that, for both insertion methods, (4.5) holds. For the nearest insertion, there is for each $i$ by (4.2) a node $y_{i}$ in $T_{i}$ such that

$$
\begin{equation*}
d\left(y_{i}, a_{i}\right) \leqq d(p, q) \tag{4.9}
\end{equation*}
$$

for all $p$ in $T_{i}$ and $q$ in $N-T_{i}$. Lemma 2 says that

$$
\begin{equation*}
\operatorname{COST}\left(T_{i}, a_{i}\right) \leqq 2 \cdot d\left(y_{i}, a_{i}\right) \tag{4.10}
\end{equation*}
$$

and (4.9) and (4.10) imply (4.5). For the cheapest insertion, the cost of inserting $a_{i}$ is by (4.3) even less than the cost of inserting an $a_{i}$ chosen to satisfy (4.2). Therefore (4.5) must also hold in this case and Lemma 3 applies to both cases.

The optimal tour can be made into a tree by deleting its longest edge and this longest edge has a length at least OPTIMAL/ $n$ where $n$ is the number of nodes in the problem. Since the minimal spanning tree is no longer than this tree,

$$
\begin{equation*}
\text { TREE } \leqq\left(1-\frac{1}{n}\right) \cdot \text { OPTIMAL } \tag{4.11}
\end{equation*}
$$

Equations (4.11), (4.6), and (1.1) imply (4.4),
Corollary. For a traveling salesman graph on n nodes, equation (4.4) in Theorem 4 may be replaced by

$$
\begin{equation*}
\frac{\text { INSERT }}{\text { OPTIMAL }} \leqq 2 \cdot\left(1-\frac{1}{n}\right) . \tag{4.12}
\end{equation*}
$$

For the nearest insertion method, a simpler correspondence than that in the proof of Lemma 3 can be established between the cost of the insertion steps and
the edges of a minimal spanning tree. Since each $a_{i}$ is selected in accordance with (4.2), there is an edge ( $x, a_{i}$ ) such that $x$ is in $T_{i}$ and

$$
\begin{equation*}
d\left(x, a_{i}\right)=\min \left\{d(p, q) \text { for } p \text { in } T_{i} \text { and } q \text { in } N-T_{i}\right\} \tag{4.13}
\end{equation*}
$$

Let $e_{i}$ be this edge ( $x, a_{i}$ ) and observe from Lemma 2 that

$$
\operatorname{COST}\left(T_{i}, a_{i}\right) \leqq 2 \cdot e_{i} .
$$

Moreover, the set of edges $\left\{e_{i} \mid 1 \leqq i<n\right\}$ constitute a minimal spanning tree since the method of selecting edges satisfying (4.13) is a method of constructing a minimal spanning tree (Kruskal [9], Prim [13]).

We now show that there exist traveling salesman graphs for which the bound (4.12) is actually achieved. The examples can be interpreted as cities placed uniformly on a circular road. The case for 8 nodes is shown in Fig. 4. The optimal path is simply to go around the circle. The insertion methods may construct a path such as that in the figure, a path which goes almost all the way around and then doubles back on itself. Thus, each edge of the circle (except one) is traveled twice instead of the one time actually required, and the ratio of the path obtained to OPTIMAL is roughly two.


Fig. 4
Theorem 5. For $n \geqq 6$, there exists a traveling salesman graph on $n$ nodes such that

$$
\begin{equation*}
\frac{\text { INSERT }}{\text { OPTIMAL }}=2 \cdot\left(1-\frac{1}{n}\right) \tag{4.14}
\end{equation*}
$$

for either the nearest insertion or cheapest insertion methods.
Proof. We define graph $\left(N_{n}, d_{n}\right)$ as follows:

$$
\begin{aligned}
N_{n}= & \{i \mid 1 \leqq i \leqq n\}, \\
\dot{\hat{i}_{n}}(i, j)= & \text { smallest nonnegative integer } m \text { such that } \\
& i-j \equiv m(\bmod n) \text { or } j-i \equiv m(\bmod n) .
\end{aligned}
$$

We define $T_{1}$ to be the tour on set $\{1\}$, we define

$$
T_{2}=\{(1,2),(2,1)\}
$$

and for $3 \leqq i \leqq n$ we define

$$
T_{i}=\{(1,2),(i-1, i)\} \cup\{(j, j+2) \mid 1 \leqq j \leqq i-2\} .
$$

Figure 4 shows $T_{8}$ for the case $n=8$.
We define

$$
a_{i}=i+1 \quad \text { for } 0 \leqq i<n .
$$

Obviously the $T_{i}$ defined above are tours. We will show that the $T_{i}$ together with the $a_{i}$ satisfy (3.2), (4.2), and (4.3).
$T_{i+1}$ is obtained from $T_{i}$ by deleting edge ( $i-1, i$ ) and adding edges ( $i-1$, $i+1)$ and $(i, i+1)$.

We compute that

$$
\operatorname{COST}\left(T_{i}, a_{i}\right)=2
$$

and that $(i-1, i)$ is the edge in $T_{i}$ which minimizes (3.1); this proves (3.2). We also compute that

$$
d\left(T_{i}, a_{i}\right)=1
$$

because $d\left(a_{i-1}, a_{i}\right)=(i+1)-i=1$ and (4.2) is satisfied because 1 is the shortest distance between distinct nodes. It can also be calculated that no insertion can cost less than 2 and so (4.2) holds. We omit these calculations but note that they require the assumption $n \geqq 6$.

We note finally that the approximation $T_{n}$ has two edges of length one and $n-2$ edges of length two for a total length of $2 \cdot(n-1)$. The optimal tour is obviously the tour of length $n$ that starts with node 1 and visits the nodes in numerical order. Equation (4.14) is obtained by dividing these two lengths.

For $i>3$ in the above proof, the insertion of $a_{i}$ into $T_{i}$ to obtain $T_{i+1}$ involves a tie between edges $(i-1, i)$ and ( $i-2, i$ ), both of which minimize (3.1). An example with no ties in (3.1) is obtained from the example by decreasing the length of all edges greater than 1 by a small number $\varepsilon$. The choice $(i-1, i)$ of the proof becomes the unique choice and the construction proceeds as in the proof. The resulting ratio is very close (depending on $\varepsilon$ ) to (4.14).

Theorem 5 shows that, in the worst case, nearest insertion can create paths which double back on themselves and are roughly twice as long as necessary. We examined a number of problems with nodes placed randomly on a plane, and observed that the nearest insertion method often produced paths in which portions doubled back on themselves.
5. Farthest insert. There is another insertion method which has some intuitive and empirical appeal, a method we call farthest insertion.

We say that a tour is constructed by farthest insertion if each $a_{i}, 1 \leqq i<n$, in the definition of an insertion method satisfies

$$
\begin{equation*}
d\left(T_{i}, a_{i}\right)=\max \left\{d\left(T_{i}, x\right) \text { for } x \text { in } N-T_{i}\right\} . \tag{5.1}
\end{equation*}
$$

Contrasting (5.1) with (4.2), we observe that farthest insertion has a max where nearest insertion has a min. The intuitive appeal is that the method establishes the general outline of the approximate tour at the outset and then fills in the details. The early establishment of a general outline is appealing because we expect better performance when the number of nodes is small. Inserting nearby points late in the approximation is appealing because the short edges used late in the procedure are less likely to be accidentally deleted by some still later insertion.

The empirical appeal is that, in a series of experiments, we found that farthest insertion usually produced a better tour than nearest insertion, cheapest insertion, and the nearest neighbor. For example, when tried on problems obtained by placing 50 nodes randomly on a unit square, nearest insertion was from 7 to $22 \%$ worse than farthest insertion, nearest neighbor was from 0 to $38 \%$ worse, and cheapest insertion ranged from $7 \%$ better to $12 \%$ worse. The usual ranking was thus farthest insertion first, cheapest insertion second, nearest insertion third, and nearest neighbor last.

The largest example we tried was 2000 points placed uniformly at random in the unit square. The score was farthest insertion 36.8, nearest insertion 41.4, nearest neighbor 39.9. A path of length 37.2 was obtained by randomly selecting the order in which points were chosen for insertion. The farthest insertion path was no more than 1.25 times the optimal since the minimal spanning tree had length 29.5 .

The advantage of picking random or arbitrary points for insertion is that virtually no computation time is needed to select an arbitrary point. On the 2000 city problem, the nearest neighbor tour was constructed in 751 seconds, the arbitrary insertion in 820 seconds, and the nearest and farthest insertions in 1628 seconds each.

Theorems 2 and 4 tell us that, in the worst case, the nearest neighbor paths become progressively worse than the nearest insertion paths as the number of nodes increase. We found no evidence of such a trend in our experiments. For example, in the 2000 node example described above, nearest neighbor actually did better than nearest insertion.

Altogether, our experiments suggest that the performance of the methods is not strongly tied to their worst case behavior.
6. Some other approximation methods. There are a variety of other approximation methods for which the cost of each step in the construction of the tour corresponds to a unique edge in a minimal spanning tree and for which the reasoning of Lemma 3 and Theorem 4 can be used to demonstrate a worst case ratio bound of 2 . In this section, we discuss two such methods.

The first method, which we call nearest addition, is similar to nearest insertion. The nearest addition method takes a traveling salesman graph $(N, d)$ with $n$ nodes and constructs a sequence of subtours $T_{1}, T_{2}, \cdots, T_{n}$ so that

1. $T_{1}$ consists of a single node $a_{0}$;
2. for each $i<n$ there are nodes $a_{i}$ in $N-T_{i}$ and $b_{i}$ in $T_{i}$ such that

$$
\begin{equation*}
d\left(b_{i}, a_{i}\right)=\min \left\{d(y, x) \text { for } y \text { in } T_{i} \text { and } x \text { in } N-T_{i}\right\} \tag{6.1}
\end{equation*}
$$

and $T_{i+1}$ is constructed from $T_{i}$ by deleting some edge $\left(c, b_{i}\right)$ from $T_{i}$ and adding the two edges $\left(c, a_{i}\right)$ and $\left(b_{i}, a_{i}\right)$;
3. $T_{n}$ is the approximation.

At each step of the procedure, the closest node is selected and added to the subtour next to the node to which it is the closest.

The increase in length between $T_{i}$ and $T_{i+1}$ is

$$
\begin{equation*}
d\left(c, a_{i}\right)+d\left(b_{i}, a_{i}\right)-d\left(c, b_{i}\right) \tag{6.2}
\end{equation*}
$$

From the triangle inequality

$$
\begin{equation*}
d\left(c, a_{i}\right) \leqq d\left(c, b_{i}\right)+d\left(b_{i}, a_{i}\right) \tag{6.3}
\end{equation*}
$$

so that (6.2) is bounded by $2 \cdot d\left(b_{i}, a_{i}\right)$. The set of edges $\left(b_{i}, a_{i}\right)$ selected in accordance with (6.1) is identical to the set of edges that would be selected for the nearest insertion method in accordance with (4.2), and constitutes a minimal spanning tree. Therefore results similar to Lemma 3 and Theorem 4 apply, and the ratio of the obtained tour length to the optimal tour length is bounded by 2.

Another approximation method is one we call nearest merger. First, given two disjoint subtours (i.e., subtours having no nodes in common) $T_{1}$ and $T_{2}$, their merger $\operatorname{MERGE}\left(T_{1}, T_{2}\right)$ is defined as follows:
a) If $T_{1}$ consists of a single node $k$, then

$$
\operatorname{MERGE}\left(T_{1}, T_{2}\right)=\operatorname{TOUR}\left(T_{2}, k\right)
$$

else if $T_{2}$ consists of a single node $k_{1}$, then

$$
\operatorname{MERGE}\left(T_{1}, T_{2}\right)=\operatorname{TOUR}\left(T_{1}, k\right)
$$

b) If $T_{1}$ and $T_{2}$ each contain at least two nodes, let $a, b, c, d$ be nodes such that $(a, b)$ is an edge in $T_{1},(c, d)$ is an edge in $T_{2}$ and

$$
\begin{equation*}
d(a, c)+d(b, d)-d(a, b)-d(c, d) \tag{6.4}
\end{equation*}
$$

is minimized. Then MERGE $\left(T_{1}, T_{2}\right)$ is the tour obtained from $T_{1}$ and $T_{2}$ by deleting $(a, b)$ and $(c, d)$ and adding $(a, c)$ and $(b, d)$.
The nearest merger method takes a problem $(N, d)$ with $n$ nodes and constructs a sequence $S_{1}, \cdots, S_{n}$ such that each $S_{i}$ is a set of $n-i+1$ disjoint subtours covering all the nodes in $N$. The sequence is constructed as follows:

1. $S_{1}$ consists of $n$ subtours, each containing a single node.
2. For each $i<n$, find an edge ( $a_{i}, c_{i}$ ) such that

$$
\begin{equation*}
d\left(a_{i}, c_{i}\right)=\min \left\{d(x, y) \text { for } x \text { and } y \text { in different subtours in } S_{i}\right\} . \tag{6.5}
\end{equation*}
$$

Then $S_{i+1}$ is obtained from $S_{i}$ by merging the subtours containing $a_{i}$ and $c_{i}$.
At each step in the procedure, the two closest subtours are merged.
Observe that in a merger corresponding to (6.4), from the triangle inequality

$$
d(b, d) \leqq d(b, a)+d(a, c)+d(c, d)
$$

so that (6.4) is bounded by $2 \cdot d(a, c)$. Also observe that the set of edges $\left(a_{i}, c_{i}\right)$ chosen in accordance with (6.5) form a minimal spanning tree (Kruskal [9]). From these facts, results similar to Lemma 3 and Theorem 4 can be proved for nearest merger, and so the ratio of the obtained tour length to the optimal tour length is bounded by 2 .

We also observe that Theorem 5 is also true for both nearest addition and nearest merger. For the examples in the proof of Theorem 5 both of these methods produce the same approximate tour as nearest insertion and cheapest insertion.

One possible way to improve nearest insertion, cheapest insertion, and nearest addition is to repeat each of these methods for each possible starting node and then take the minimum solution among these. However, for the examples in the proof of Theorem 5, these methods produce tours of the same length for all starting nodes. Therefore the approach of trying all starting nodes does not improve the worst case ratio.

The methods of this section and $\S 4$ are all proven to have constant bounds because of comparisons with the minimal spanning tree. There are also known bounded methods which actually construct a tour by first constructing the minimal spanning tree. One widely known but unpublished method is to construct the minimal spanning tree, double its edges to obtain an Eulerian circuit containing each point at least once, and then make the circuit into a tour by removing extra occurrences of each node. This method also has an upper bound of 2 .

The method of Christophides [2] also starts with the minimal spanning tree, but this is converted into an Eulerian circuit by solving the matching problem among the nodes of odd order. This method has an upper bound of $\frac{3}{2}$, an improvement on the bounds for the methods studied here. However, the running time of this method is $n^{3}$, which is slower than the $n^{2}$ methods studied here.
7. $\boldsymbol{k}$-optimality. One approach to obtaining approximate solutions is to first find some tour and then perturb it somewhat to see if a better tour results. If a better tour does result, the original tour is discarded and perturbations on the new tour are tried. Methods of this kind are described in Croes [3], Lin [10], Reiter and Sherman [14], Roberts and Flores [15] and Nicholson [12]. The local optimum obtained by these perturbation methods can be further adjusted to obtain a global optimum (Croes [3]). Lin and Kernighan [11] generalize these techniques in a powerful way.

Define a $k$-change of a tour as the deletion of $k$ edges and their replacement by $k$ other edges so that another tour is obtained.

Define a tour as $k$-optimal $(\operatorname{Lin}[10])$ if no $k$-change produces a better tour.
Lin [10] describes a method whereby several random initial tours are obtained, each is improved until a 3-optimal tour is obtained and the best of these 3-optimal tours is used.

In this section, we investigate how far a $k$-optimal tour can be from the optimal tour.

Theorem 6. For each $n \geqq 8$ there exists a traveling salesman graph having a tour which is $k$-optimal for all $k \leqq n / 4$, and for which the length of that tour, LOCALOPT, satisfies

$$
\begin{equation*}
\frac{\text { LOCALOPT }}{\text { OPTIMAL }}=2 \cdot\left(1-\frac{1}{n}\right) . \tag{7.1}
\end{equation*}
$$

Proof. The example is the graph $\left(N_{n}, d_{n}\right)$ and tour $T_{n}$ constructed in the proof of Theorem 5. In particular, the tour shown in Fig. 4 will be shown to be 2-optimal.

For each $n$, define the set of edges

$$
E_{n}=\{(1, n)\} \cup\{(i, i+1) \text { for } 1 \leqq i<n\}
$$

$E_{n}$ is the set of edges which have length one. Because of the way function $d_{n}$ is defined, each pair of points $(a, b)$ from $N_{n}$ is connected by some path in $E_{n}$ of length equal to $d_{n}(a, b)$. For each tour $T$, there is a circuit $\alpha(T)$ obtained by replacing each edge of $T$ by a path of equal length from $E_{n}$. Circuit $\alpha(T)$ has the same length as $T$ and visits each node at least once. Circuit $\alpha\left(T_{n}\right)$ visits node 1 and $n$ once and every other node twice.

For each edge $e$ in $E_{n}$ and each tour $T$, we let $\operatorname{COUNT}(e, T)$ be the number of times edge $e$ occurs in circuit $\alpha(T)$. For tour $T_{n}$ we have

$$
\begin{align*}
& \operatorname{COUNT}\left((i, i+1), T_{n}\right)=2 \quad \text { for } 1 \leqq i<n,  \tag{7.2}\\
& \operatorname{COUNT}\left((1, n), T_{n}\right)=0 . \tag{7.3}
\end{align*}
$$

Because the edges of $E_{n}$ are of unit length, the length $L(T)$ of tour $T$ is given by

$$
\begin{equation*}
L(T)=\sum_{e \text { in } E_{n}} \operatorname{COUNT}(e, T) \tag{7.4}
\end{equation*}
$$

We say that a tour $T$ is even if $\operatorname{COUNT}(e, T)$ is even for all $e$ in $E_{n}$. We say that a tour $T$ is odd if $\operatorname{COUNT}(e, T)$ is odd for all $e$ in $E_{n}$. We next show that any tour must be either odd or even.

By construction, each node $a$ is the endpoint of exactly two edges of $E_{n}$, namely $(a, a+1)$ and $(a, a-1)(\bmod n)$. Since each occurrence of $a$ in $\alpha(T)$ is associated with two edges of $\alpha(T)$

$$
\begin{equation*}
\operatorname{COUNT}((a, a+1), T)+\operatorname{COUNT}((a, a-1), T)=2 \cdot j_{a} \tag{7.5}
\end{equation*}
$$

where $j_{a}$ is the number of times node $a$ occurs in circuit $\alpha(T)$. Therefore, $\operatorname{COUNT}((a, a+1), T)$ and $\operatorname{COUNT}((a, a-1), T)$ sum to an even number and are either both even or both odd. Since the edges in $E_{n}$ form a connected graph, if $T$ were neither odd nor even, some node would have one incident edge with an odd count and its other incident edge with an even count. This contradicts (7.5), so $T$ is either odd or even.

For any tour $T$, there can be only one edge $e$ in $E_{n} \operatorname{such}$ that $\operatorname{COUNT}(e, T)=$ 0 since otherwise the tour could not be connected. Therefore, $T_{n}$ with its one edge of count 0 and other edges of count 2 (see (7.2) and (7.3)) is the shortest even tour. Consequently, any tour improving on $T_{n}$ must be odd.

Now suppose that tour $T_{n}$ is changed by a $k$-change to an odd tour. Since the largest edges of $T_{n}$ are at length 2 , the decrease resulting from deleting $k$ edges is at most $2 k$. Since at most $2 k$ of the counts in $\alpha(T)$ are reduced, and since $E_{n}$ has $n$ edges, $n-2 k$ edges of $E_{n}$ do not get their counts decreased. When edges are added to complete the $k$-change, the counts for the edges not decreased must in fact be increased in order to change from an even number to an odd number. Therefore, the increases are at least $n-2 k$. If the $k$-change is to improve the tour length, the decreases must be greater than the increases or

$$
2 k>n-2 k .
$$

This inequality is only true when $k>n / 4$ so $T$ is indeed $k$-optimal for $k \leqq n / 4$.

We already know from the proof of Theorem 5 that $T_{n}$ and the optimal tour have ratio $2 \cdot(1-1 / n)$ so the theorem is proved.

Corollary. For any $k$ and $n$ such that $4 \cdot k \leqq n$, the nearest insertion and cheapest insertion methods can result in a $k$-optimal tour such that

$$
\frac{\text { INSERT }}{\text { OPTIMAL }}=2 \cdot\left(1-\frac{1}{n}\right) .
$$

Proof. We have just shown that the example used to establish Theorem 5 is also $k$-optimal if $4 \cdot k \leqq n$.
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#### Abstract

The partial fraction decomposition of a proper rational function whose denominator has degree $n$ and is given in general factored form can be done in $O\left(n \log ^{2} n\right)$ operations in the worst case. Previous algorithms require $O\left(n^{3}\right)$ operations, and $O\left(n \log ^{2} n\right)$ operations for the special case where the factors appearing in the denominator are all linear.
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## 1. Introduction. Let

$$
\frac{P(x)}{\prod_{i=1}^{k} Q_{i}^{l_{i}}(x)}
$$

be a given fraction, where the $P, Q_{i}$ are polynomials and the $l_{i}$ are positive integral exponents such that

1. $\operatorname{deg} P<\sum_{i=1}^{k} l_{i} \cdot \operatorname{deg} Q_{i}=n$, and
2. $Q_{1}, \cdots, Q_{k}$ are relatively prime.

The general partial fraction decomposition problem (general PF problem) is to compute the coefficients of the polynomials $C_{i, j}$ for $i=1, \cdots, k$ and $j=1, \cdots, l_{i}$ such that

$$
\frac{P(x)}{\prod_{i=1}^{k} Q_{i}^{l_{i}}(x)}=\sum_{i=1}^{k} \sum_{j=1}^{l_{i}} \frac{C_{i, j}(x)}{Q_{i}^{j}(x)}
$$

with $\operatorname{deg} C_{i, j}<\operatorname{deg} Q_{i}$ for all $i, j$. The existence and uniqueness of the polynomials $C_{i, j}$ are well known (see, e.g., van der Waerden (1953, § 29). There are enormous applications of partial fractions in applied mathematics and in network theory (see, e.g., Henrici (1974, Chap. 7) and Weinberg (1962)). This paper gives fast algorithms for solving the general partial fraction decomposition problem when $n$ is large.

Previous algorithms for the problem usually involve solving systems of linear equations (see Henrici (1974, Chap. 7) for a nice summary). Hence they take $O\left(n^{3}\right)$ arithmetic operations, or $O\left(n^{2.81}\right)$ operations if Strassen's method (Stras$\operatorname{sen}(1969)$ ) is used. For the special case that the $Q_{i}$ have either degree one or two, many algorithms were known: see, e.g., Schwatt (1924, Chap. VIII), Turnbull (1927), Hazony and Riley (1959), Pottle (1964), Pessen (1965), Brugia (1965), Moad (1966), Valentine (1967), Wehrhahn (1967), Karni (1969) and Linnér (1974). But these algorithms still take $O\left(n^{2}\right)$ or more operations.

Recently Chin and Ullman (1975) showed that in case that all the $Q_{i}$ have degree one the problem can be done in $O\left((n \log n)^{3 / 2}\right)$ operations. This bound

[^81]was further improved by Chin in his thesis (Chin (1975)). He showed that if the $Q_{i}$ are all linear, then the problem can be done in $O((\log k) \cdot(n \log n))$ operations. However, the assumption that the $Q_{i}$ are all linear factors is crucial in his methods. Hence the problem of solving the general PF problem (without assuming that the $Q_{i}$ are linear) in $O\left(n^{2}\right)$ operations is stated as an unsolved problem in his thesis. Note that the general PF problem does occur frequently in practice. For example, if we work over the field of real numbers, then the factors $Q_{i}$ certainly can have either degree one or two. (See also Grau (1971) and Henrici (1971) for more examples.) In this paper, we show that the general PF problem can be done in $O((\log n) \cdot M(n))$ operations in the worst case. $M(n)$ is any upper bound on the number of operations needed to multiply two $n$-th degree polynomials, which satisfies some mild regularity condition (see § 2). In particular, if an FFT algorithm is used for polynomial multiplication (see, e.g., Knuth (1969, § 4.6.4), Borodin and Munro (1975)), then we have $M(n)=O(n \log n)$, which satisfies the regularity condition, and hence the general PF problem can be done in $O\left(n \log ^{2} n\right)$ operations. Moreover, we note that for the special case where the $Q_{i}$ are all linear, our approach will lead to Chin's $O((\log k) \cdot(n \log n))$ algorithm.

Basic assumptions and preliminary lemmas used in this paper are introduced in § 2. In §3, the solution of the general PF problem is reduced to the solution of two simpler problems, Problem P1 and Problem P2, and precise statements of the main results of the paper are given. An algorithm, based on a new theorem (Theorem 4.1), for solving Problem P1 is presented in § 4. Section 5 contains an algorithm for solving Problem P2. Finally, an important special case of Problem P2 is solved in § 6.
2. Basic assumptions and preliminary lemmas. We assume throughout the paper that polynomials are over some field $K$, are denoted by upper case letters, and are given in the form $P(x)=\sum p_{i} x^{i}$ where $p_{i} \in K$. To compute $P$ or $P(x)$ means to find all the coefficients of $P$. We assume that $M(n)$ is an upper bound on the number of operations needed to multiply two $n$th degree polynomials. Given relatively prime polynomials $A_{1}, A_{2}$ with $\operatorname{deg} A_{1}, \operatorname{deg} A_{2} \leqq n$, let $F(n)$ be an upper bound on the number of operations to find polynomials $F_{1}, F_{2}$ such that

$$
F_{2} \cdot A_{1}+F_{1} \cdot A_{2}=1
$$

with $\operatorname{deg} F_{1}<\operatorname{deg} A_{1}$ and $\operatorname{deg} F_{2}<\operatorname{deg} A_{2}$. The existence and uniqueness of $F_{1}$ and $F_{2}$ are well-known (see, e.g., van der Waerden (1953, § 29)).

Let $Z^{+}$be the set of all nonnegative integers and let $G: Z^{+} \rightarrow Z^{+}$be a nondecreasing function. We say $G$ satisfies Condition C, if

$$
G(n)=n \cdot H(n)
$$

for some nondecreasing function $H: Z^{+} \rightarrow Z^{+}$. We assume that $M$ satisfies Condition C. Similar regularity conditions are usually assumed (see, e.g., Aho, Hopcroft and Ullman (1974, p. 280), Brent and Kung (1976) and Moenck (1973b)). There are many algorithms for polynomial multiplication. For example, the classical algorithm gives $M(n)=c_{1} n^{2}$, binary splitting multiplication gives $M(n)=c_{2} n^{1.585}$, and if the field $K$ is algebraically closed, then FFT multiplication gives $M(n)=$ $c_{3} n \log n$, where $c_{1}, c_{2}, c_{3}$ are positive constants (see e.g., Fateman (1974)). In all
cases $M$ satisfies Condition C. In fact all we need in this paper are some consequences of Condition C. Hence it is possible to weaken our assumption on $M$, if one wishes to do so.

Let $D(n)$ be the number of operations needed to divide a polynomial of degree $2 n$ by a polynomial of degree $n$. Then using Newton's method and the fact that $M$ satisfies Condition C, one can show the following lemma (see, e.g., Borodin and Munro (1975) and Kung (1974)).

Lemma 2.1. $D(n)=O(M(n))$.
Using the algorithm EGCD in Moenck (1973a), which is a generalization of an algorithm due to Schöenhage (1971) for integer GCDs, one can show the following lemma.

Lemma 2.2. $F(n)=O((\log n) \cdot M(n))$.
We shall assume that $F$ satisfies the condition that

$$
\sum F\left(n_{i}\right) \leqq F\left(\sum n_{i}\right)
$$

for any $n_{i} \in Z^{+}$. Clearly, if $F(n)=c \cdot(\log n) \cdot M(n)$ for some positive constant $c$ as in Lemma 2.2, then $F$ satisfies the condition. In fact, the required condition in $F$ is satisfied as long as $F$ satisfies Condition C.
3. Problems P1, P2 and statement of results. Consider the following two instances of the general PF problem defined in § 1.

Problem P1. (This is the general PF problem with $l_{i}=1$ for all $i$.) Given the fraction $P / \prod_{i=1}^{k} R_{i}$ where the $R_{i}$ are relatively prime and

$$
\operatorname{deg} P<\sum_{i=1}^{k} \operatorname{deg} R_{i}=n,
$$

compute the polynomials $C_{1}, \cdots, C_{k}$ such that

$$
\begin{equation*}
\frac{P(x)}{\prod_{i=1}^{k} R_{i}(x)}=\sum_{i=1}^{k} \frac{C_{i}(x)}{R_{i}(x)} \tag{3.1}
\end{equation*}
$$

with $\operatorname{deg} C_{i}<\operatorname{deg} R_{i}$ for all $i$.
The decomposition (3.1) is called the incomplete partial fraction decomposition by Henrici (1971), (1974, Chap. 7). Note also that efficient algorithms for solving Problem P1 will furnish efficient procedures for factoring polynomials, as observed by Grau (1971).

Problem P2. (This is the general PF problem with $k=1$.) Given the fraction $P / Q^{l}$ where $\operatorname{deg} P<l \cdot \operatorname{deg} Q$ compute the polynomials $C_{1}, \cdots, C_{l}$ such that

$$
\frac{P(x)}{Q^{l}(x)}=\sum_{j=1}^{l} \frac{C_{j}(x)}{Q^{j}(x)}
$$

with $\operatorname{deg} C_{j}<\operatorname{deg} Q$ for all $j$.
The following lemma essentially shows that fast algorithms for Problems P1 and P2 will lead to fast algorithms for the general PF problem. Define $T(k, n), T_{1}(k, n)$ and $T_{2}(l, \operatorname{deg} Q)$ to be the number of operations needed to solve the general PF problem, Problem P1 and Problem P2, respectively.

Lemma 3.1.

$$
T(k, n) \leqq T_{1}(k, n)+\sum_{i=1}^{k}\left[T_{2}\left(l_{i}, \operatorname{deg} Q_{i}\right)+O\left(M\left(l_{i} \cdot \operatorname{deg} Q_{i}\right)\right)\right]
$$

Proof. The result follows from the observation that general PF problem can be solved in the following way:

1. Multiply $Q_{i}^{l_{i}}(x)$ out for $i=1, \cdots, k$. Let the expansion of $Q_{i}^{l_{i}}(x)$ be $R_{i}(x)$ for all $i$.
2. Solve Problem P1 for the fraction $P / \prod_{i=1}^{k} R_{i}$ and obtain the polynomials $C_{i}$ satisfying (3.1).
3. Solve Problem P2 for the fractions $C_{i} / Q_{i}^{l_{i}}, i=1, \cdots, k$.

Note that each $Q_{i}^{l_{i}}(x)$ can be computed in $O\left(M\left(l_{i} \cdot \operatorname{deg} Q_{i}\right)\right)$ operations by an algorithm in Brent (1976, § 13).

We summarize our results on $T_{1}(k, n)$ and $T_{2}(l, \operatorname{deg} Q)$ in the following:
(i) $T_{1}(k, n) \leqq F(n)+O((\log k) \cdot M(n))$.
(Theorem 4.2)
(ii) $T_{1}(k, n)=O((\log k) \cdot(n \log n))$, when the $R_{i}(x)$ is given in the form $\left(x-z_{i}\right)^{m_{i}}$ for all $i$.
(Theorem 4.3)
(iii) $T_{2}(l, \operatorname{deg} Q)=O((\log l) \cdot M(l \cdot \operatorname{deg} Q))$.
(Theorem 5.1)
(iv) $T_{2}(l, \operatorname{deg} Q)=O(l \log l)$, when $\operatorname{deg} Q \leqq 2 . \quad$ (Theorems 6.1 and 6.2)

We have the following results for the general partial fraction decomposition problem.

Theorem 3.1. The general PF problem can be done in $F(n)+$ $O((\log k) \cdot M(n))+O((\log l) \cdot M(n))$ operations, where $l=\max \left(l_{1}, \cdots, l_{k}\right)$.

Proof. Note that

$$
\begin{aligned}
\sum_{i=1}^{k}\left(\log l_{i}\right) \cdot & M\left(l_{i} \cdot \operatorname{deg} Q_{i}\right) \\
& \leqq(\log l) \sum_{i=1}^{k} l_{i} \cdot \operatorname{deg} Q_{i} \cdot H\left(l_{i} \cdot \operatorname{deg} Q_{i}\right) \\
& \leqq(\log l) \cdot n \cdot H(n)=(\log l) \cdot M(n) .
\end{aligned}
$$

The result follows from (i), (iii) and Lemma 3.1.
Corollary 3.1. The general PF problem can be done in $O\left(n \log ^{2} n\right)$ operations.

Proof. Note that in Theorem 3.1, $k \leqq n$ and $l \leqq n$. The result follows from the theorem and Lemma 2.2 by letting $M(n)=O(n \log n)$.
$O\left(n \log ^{2} n\right)$ is the best asymptotic bound known for the general PF problem.
Theorem 3.2. The general PF problem can be done in $O((\log k) \cdot(n \log n))$ operations, if $Q_{i}(x)=x-z_{i}$, for $i=1, \cdots, k$.

Proof. The result follows from (ii), (iv) and Lemma 3.1.
The bound in Theorem 3.2 was obtained previously by Chin (1975). We include it here just to show that his result will emerge as a special case in our general approach. See the remarks at the end of $\S 4$.
4. An algorithm for problem P1. We first assume that $P(x) \equiv 1$ in Problem P1. Thus we want to find $A_{1}, \cdots, A_{k}$ such that

$$
\frac{1}{\prod_{i=1}^{k} R_{i}(x)}=\sum_{i=1}^{k} \frac{A_{i}(x)}{R_{i}(x)}
$$

with $\operatorname{deg} A_{i}<\operatorname{deg} R_{i}$ for all $i$. Note that

$$
\begin{equation*}
1=\sum_{i=1}^{k}\left[A_{i}(x) \prod_{\substack{j=1 \\ j \neq i}}^{k} R_{j}(x)\right] . \tag{4.1}
\end{equation*}
$$

Define

$$
R(x)=\sum_{i=1}^{k}\left(\prod_{\substack{j=1 \\ j \neq i}}^{k} R_{j}(x)\right)
$$

and for each $i=1, \cdots, k$, define $B_{i}, D_{i}$ by

$$
\begin{equation*}
R(x)=B_{i}(x) R_{i}(x)+D_{i}(x) \tag{4.2}
\end{equation*}
$$

where $\operatorname{deg} D_{i}<\operatorname{deg} R_{i}$. Note that $D_{i}(x) \not \equiv 0$, since the $R_{i}$ are relatively prime. Suppose that $\operatorname{deg} D_{i} \geqq 1$, i.e., $D_{i}(x)$ is not a constant. Then (4.2) implies that $D_{i}$ and $R_{i}$ are relatively prime, since $R_{i}$ and $R$ are relatively prime. Hence there exist unique polynomials $\tilde{A}_{i}$ and $E_{i}$ such that

$$
\begin{equation*}
\tilde{A}_{i}(x) D_{i}(x)+E_{i}(x) R_{i}(x)=1 \tag{4.3}
\end{equation*}
$$

with $\operatorname{deg} \tilde{A}_{i}<\operatorname{deg} R_{i}$ and $\operatorname{deg} E_{i}<\operatorname{deg} D_{i}$. The following theorem appears to be new.

Theorem 4.1. For $i=1, \cdots, k$, if $D_{i}(x) \equiv d_{i}$ for some constant $d_{i}$, then $A_{i}$ is the constant $1 / d_{i}$; else $A_{i}=\tilde{A}_{i}$.

Proof. We classify the zeros of $R_{i}$ according to their multiplicities. Let $Z_{m}$ be the set of zeros of $R_{i}$ which have multiplicity $m$. (The zeros exist in an algebraically closed extension field of $K$.) Clearly, we have that
(4.4) $\quad \sum m \cdot\left|Z_{m}\right|=\operatorname{deg} R_{i}, \quad$ where $\left|Z_{m}\right|$ is the number of elem: ${ }^{\text {ts }}$ in $Z_{m}$, and that if $z \in Z_{m}$ then

$$
\begin{equation*}
R_{i}^{(h)}(z)=0 \quad \text { for } h=0, \cdots, m-1 \tag{4.5}
\end{equation*}
$$

Taking derivatives of (4.1) and (4.3), and using (4.5), one can easily show that

$$
\begin{equation*}
\sum_{q=0}^{h}\binom{h}{q} A_{i}^{(q)}(z) \cdot\left(\prod_{\substack{j=1 \\ j \neq i}}^{k} R_{j}\right)^{(\mathrm{h}-\mathrm{q})}(z)=\delta_{0, h} \tag{4.6}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{q=0}^{h}\binom{h}{q} \tilde{A}_{i}^{(q)}(z) \cdot D_{i}^{(h-q)}(z)=\delta_{0, h} \tag{4.7}
\end{equation*}
$$

for $z \in Z_{m}$ and $h=0, \cdots, m-1$, where $\delta_{0, h}=1$ if $h=0$ and $\delta_{0, h}=0$ otherwise. (Derivatives are represented by the superscripts.) Note that by (4.2) and (4.5),

$$
D_{i}^{(h-q)}(z)=R^{(h-q)}(z)
$$

$$
\begin{equation*}
=\left(\prod_{\substack{j=1 \\ j \neq i}}^{k} R_{j}\right)^{(h-q)}(z) \tag{4.8}
\end{equation*}
$$

for $z \in Z_{m}, h=0, \cdots, m-1$ and $q=0, \cdots, h$. Suppose that $D_{i}(x) \equiv d_{i}$ for some constant $d_{i}$. Then by (4.6) and (4.8),

$$
\begin{equation*}
A_{i}^{(h)}(z) \cdot d_{i}=\delta_{0, h} \tag{4.9}
\end{equation*}
$$

for $z \in Z_{m}, h=0, \cdots, m-1$. Since $d_{i} \neq 0$ and $\operatorname{deg} A_{i}<\operatorname{deg} R_{i}, A_{i}$ is uniquely determined by the Hermite interpolation problem defined by (4.9). Hence $A_{i}(x) \equiv 1 / d_{i}$. On the other hand, suppose that $\operatorname{deg} D_{i} \geqq 1$. Because the $R_{i}$ are relatively prime,

$$
\begin{equation*}
D_{i}(z)=\left(\prod_{\substack{j=1 \\ j \neq i}}^{k} R_{j}\right)(z) \neq 0 \tag{4.10}
\end{equation*}
$$

for $z \in Z_{m}$. By (4.6), (4.7), (4.8) and (4.10) it is easy to see that $A_{i}$ and $\tilde{A}_{i}$ are deteremined by the same Hermite interpolation problem. This implies that $A_{i}=\tilde{A}_{i}$.

By Theorem 4.1 the following algorithm can be used for computing $A_{i}(x)$ for $i=1, \cdots, k$.

Algorithm 4.1.

1. Compute $R(x)$.
2. Compute $D_{i}(x)$ for $i=1, \cdots, k$.
3. For $i=1, \cdots, k$, if $D_{i}(x) \equiv d_{i}$ for some constant $d_{i}$ then set $A_{i}(x) \leftarrow 1 / d_{i}$ else compute $A_{i}(x)$ by solving (4.3).
In the following we study the number of operations needed by the algorithm.
It is well known that $\prod_{i=1}^{k} R_{i}(x)$ can be computed by using a binary splitting scheme, which is illustrated as follows for the case $k=8$ :


Lemma 4.1. By using the binary splitting, $\prod_{i=1}^{k} R_{i}(x)$ and all the intermediate results such as $\prod_{i=1}^{2} R_{i}(x)$ and $\prod_{i=5}^{8} R_{i}(x)$ can be computed in $O((\log k) \cdot M(n))$ operations.

Proof. Note that the sum of the degrees of all the polynomials at any level of the tree is $n$. Hence each level takes $M(n)$ operations, since $M$ satisfies Condition C. The result then follows from the fact that the height of the tree is $\left\lceil\log _{2} k\right\rceil$.

Lemma 4.2. $R(x)$ can be computed in $O((\log k) \cdot M(n))$ operations.
Proof. We shall again use the binary splitting technique. We may assume that $k$ is a power of 2 . It is easy to check that

$$
\sum_{i=1}^{k}\left(\prod_{\substack{j=1 \\ j \neq i}}^{k} R_{j}\right)=\left(\prod_{j=k / 2+1}^{k} R_{j}\right) \cdot \sum_{i=1}^{k / 2}\left(\prod_{\substack{j=1 \\ j \neq i}}^{k / 2} R_{j}\right)+\left(\prod_{j=1}^{k / 2} R_{j}\right) \cdot \sum_{i=k / 2+1}^{k}\left(\prod_{\substack{i=k / 2+1 \\ j \neq i}}^{k} R_{j}\right)
$$

This gives us a recursive algorithm for computing $R$. By Lemma 4.1, we may assume that all the products such as $\prod_{j>k / 2} R_{j}$ and $\prod_{j \leqq k / 2} R_{j}$ needed by the algorithm have been precomputed. The result again follows from the fact that the sum of the degrees of all polynomials at any level of the associated binary tree is $n$.

Lemma 4.3. $D_{1}(x), \cdots, D_{k}(x)$ can be computed in $O((\log k) \cdot M(n))$ operations.

Proof. We may assume that $k$ is a power of 2 . Note that if we use divisions to obtain $V_{1}$ and $V_{2}$ such that

$$
\begin{aligned}
& R(x)=U_{1}(x) \cdot \prod_{j=1}^{k / 2} R_{i}(x)+V_{1}(x) \\
& R(x)=U_{2}(x) \cdot \prod_{j=k / 2+1}^{k} R_{i}(x)+V_{2}(x)
\end{aligned}
$$

where $\operatorname{deg} V_{1}<\operatorname{deg} \prod_{j=1}^{k / 2} R_{i}$ and $\operatorname{deg} V_{2}<\operatorname{deg} \prod_{j=k / 2+1}^{k} R_{i}$, then the problem of computing $D_{i}$ from $R$ for $i=1, \cdots, k$ is reduced to the problems of computing $D_{i}$ from $V_{1}$ for $i=1, \cdots, k / 2$ and computing $D_{i}$ from $V_{2}$ for $i=k / 2+1, \cdots, k$. This again gives us a recursive procedure. Using the fact that $D(n)=O(M(n))($ Lemma 2.1), the lemma can be proved by the same argument as used in the proofs of Lemmas 4.1 and 4.2.

Lemma 4.4. $A_{1}(x), \cdots, A_{k}(x)$ can be computed in $F(n)$ operations.
Proof. Since $\operatorname{deg} D_{i}<\operatorname{deg} R_{i}$, the $A_{i}(x)$ and $E_{i}(x)$ satisfying (4.3) can be computed in $F\left(\operatorname{deg} R_{i}\right)$ operations. Hence all the $A_{i}$ can be computed in

$$
\sum_{i=1}^{k} F\left(\operatorname{deg} R_{i}\right) \leqq F\left(\sum_{i=1}^{k} \operatorname{deg} R_{i}\right)=F(n)
$$

operations.
By Lemmas 4.2, 4.3 and 4.4, we know that Algorithm 4.1 can be done in $F(n)+O((\log k) \cdot M(n))$ operations. After the $A_{i}$ have been computed, we can solve Problem P1 without assuming $P(x) \equiv 1$ in $O((\log k) \cdot M(n))$ operations by the following method: For $i=1, \cdots, k$,

1. compute $K_{i}(x)$ such that

$$
P(x)=J_{i}(x) R_{i}(x)+K_{i}(x)
$$

with $\operatorname{deg} K_{i}<\operatorname{deg} R_{i}$, for some $J_{i}$,
2. compute $L_{i}(x)=K_{i}(x) \cdot A_{i}(x)$ and $C_{i}(x)$ such that

$$
L_{i}(x)=N_{i}(x) R_{i}(x)+C_{i}(x)
$$

with $\operatorname{deg} C_{i}<\operatorname{deg} R_{i}$, for some $N_{i}$.

Note that

$$
\begin{aligned}
\frac{P}{\prod R_{i}} & =\sum\left(\frac{P}{R_{i}}\right) A_{i} \\
& =\sum\left(J_{i}+\frac{K_{i}}{R_{i}}\right) A_{i} \\
& =\sum J_{i} A_{i}+\sum \frac{L_{i}}{R_{i}} \\
& =\sum J_{i} A_{i}+\sum N_{i}+\sum \frac{C_{i}}{R_{i}}
\end{aligned}
$$

Since $P / \Pi R_{i}$ is a proper fraction, $\sum J_{i} A_{i}+\sum N_{i}$ must be zero. Therefore the $C_{i}$ are the desired solution. Since $\operatorname{deg} P<n$, by the same argument as used in the proof of Lemma 4.3, $K_{i}(x)$ for $i=1, \cdots, k$ can be computed in $O((\log k) \cdot M(n))$ operations. $A_{i}$ and $K_{i}$ have degree at most $\operatorname{deg} R_{i}$, so $C_{i}(x)$ can be computed in $O\left(M\left(\operatorname{deg} R_{i}\right)\right)$ operations. This implies that $C_{1}(x), \cdots, C_{k}(x)$ can be computed in $O(M(n))$ operations. Therefore, we have shown the following

Theorem 4.2. Problem P1 can be done in

$$
F(n)+O((\log k) \cdot M(n))
$$

operations.
We now consider the special case where the $R_{i}(x)$ is given in the form $\left(x-z_{i}\right)^{m_{i}}$ for $i=1, \cdots, k$. In this case the $A_{i}$ satisfying (4.3), i.e.,

$$
A_{i}(x) D_{i}(x)+E_{i}(x)\left(x-z_{i}\right)^{m_{i}}=1,
$$

can be computed easily in the following way. Let $\hat{A}_{i}(x)=A_{i}\left(x+z_{i}\right), \hat{D}_{i}(x)=$ $D_{i}\left(x+z_{i}\right)$, etc. Then

$$
\hat{A}_{i}(x) \hat{D}_{i}(x)+\hat{E}_{i}(x) x^{m_{i}}=1 .
$$

This implies that

$$
\begin{equation*}
\hat{A}_{i}(x) \hat{D}_{i}(x) \equiv 1 \quad\left(\bmod x^{m_{i}}\right) . \tag{4.11}
\end{equation*}
$$

Hence we have the following algorithm for computing $A_{i}$ :
Algorithm 4.2.

1. Compute $\hat{D}_{i}(x)$ such that $\hat{D}_{i}(x)=D_{i}\left(x+z_{i}\right)$.
2. Compute $\hat{A}_{i}(x)$ from (4.10).
3. Compute $A_{i}(x)$ such that $A_{i}(x)=\hat{A}_{i}\left(x-z_{i}\right)$.

Step 1 is equivalent to evaluating $D_{i}$ and all its derivatives at $z_{i}$. Aho, Steiglitz and Ullman (1975) and Vari (1974) have independently shown that this can be done in $O\left(m_{i} \log m_{i}\right)$ operations. Similarly, step 3 can be done in $O\left(m_{i} \log m_{i}\right)$ operations. Step 2 involves a division, which is $O\left(m_{i} \log m_{i}\right)$ by Lemma 2.1. Since $\sum_{i=1}^{k} m_{i} \log m_{i}=O(n \log n)$, by Theorem 4.2 with $M(n)=O(n \log n)$ we have proved the following

Theorem 4.3. Problem P1 with $R_{i}(x)$ given by $\left(x-z_{i}\right)^{m_{i}}$ for $i=1, \cdots, k$ can be done in

$$
O((\log k) \cdot(n \log n))
$$

operations.
Suppose that we solve the general PF problem for $1 / \prod_{i=1}^{k}\left(x-z_{i}\right)^{l_{i}}$ by solving Problem P1 for $1 / \prod_{i=1}^{k} R_{i}(x)$ with $R_{i}(x)=\left(x-z_{i}\right)^{l_{i}}$. Then we need not perform step 3 of Algorithm 4.2 since the solution of the general PF problem is given by the coefficients of the $\hat{A}_{i}$. It turns out that this is exactly Chin's $O((\log k) \cdot(n \log n))$ algorithm for solving the general PF problem for $1 / \prod_{i=1}^{k}\left(x-z_{i}\right)^{l_{i}}$. A similar observation can also be made for the case of solving the general PF problem for $P / \prod_{i=1}^{k}\left(x-z_{i}\right)_{i}^{l_{i}}$ with $P(x) \neq 1$.
5. An algorithm for Problem P2. Note that using division, we have

$$
\begin{aligned}
\frac{P}{Q^{l}} & =\frac{1}{Q^{[l / 2]}} \cdot \frac{P}{Q^{[l / 2]}} \\
& =\frac{1}{Q^{[l / 2]}} \cdot\left(P_{1}+\frac{P_{2}}{Q^{[l / 2]}}\right) \\
& =\frac{P_{1}}{Q^{[1 / 2]}}+\frac{1}{Q^{[l / 2]}} \cdot\left(\frac{P_{2}}{Q^{[1 / 2]}}\right) .
\end{aligned}
$$

where $\operatorname{deg} P_{1}<\lceil l / 2\rceil \cdot \operatorname{deg} Q$ and $\operatorname{deg} P_{2}<\lfloor l / 2\rfloor \cdot \operatorname{deg} Q$. Thus, to solve Problem P 2 for the fraction $P / Q^{l}$, it suffices to do the following:

1. Divide $P$ by $Q^{\lfloor/ 2\rfloor}$ and obtain the quotient $P_{1}$ and the remainder $P_{2}$.
2. Solve Problem P2 for the fractions $P_{1} / Q^{[1 / 2]}$ and $P_{2} / Q^{[l / 2]}$.

This gives us a recursive prodedure for solving Problem P2. Assume that the expansion of the power such as $Q^{[1 / 2]}(x)$ and $Q^{[1 / 2]}(x)$ required by the recursive procedure have been precomputed. Let $X(l)$ be the number of operations needed to solve Problem P2. Then the recursive procedure gives

$$
X(l) \leqq X(\lceil l / 2\rceil)+X(\lfloor l / 2\rfloor)+D(l \cdot \operatorname{deg} Q)
$$

for $l>1$ and $X(1)=0$. Note that

$$
\frac{1}{2} \leqq \frac{\lceil l / 2\rceil}{l} \leqq \frac{2}{3}
$$

for any integer $l \geqq 2$, and that by Lemma 2.1, $D(l \cdot \operatorname{deg} Q)=O(M(l \cdot \operatorname{deg} Q))$. We have

$$
X(l) \leqq X(\alpha l)+X((1-\alpha) l)+O(M(l \cdot \operatorname{deg} Q))
$$

where $\alpha$ is a variable with its values in $[1 / 2,2 / 3]$. The expansion of the recurrence corresponds to a binary tree

such that $X(l)$ is bounded above by the total value of the nodes inside the tree. Using the fact that $M$ satisfies Condition C , one can easily show that the sum of the values of the nodes at each level is $O(M(l \cdot \operatorname{deg} Q))$. Since $\alpha \in[1 / 2,2 / 3]$, the height of the tree is at most $\left\lceil\log _{3 / 2} l\right\rceil$. Hence

$$
X(l)=O((\log l) \cdot M(l \cdot \operatorname{deg} Q))
$$

Now we examine how to compute all the required powers of $Q$. This can be done by using a recursion based on

$$
Q^{l}=Q^{\lceil l / 2\rceil} \cdot Q^{\lfloor l / 2\rfloor}
$$

The number of operations needed here clearly satisfies the same recurrence as $X$, and hence is $O((\log l) \cdot M(l \cdot \operatorname{deg} Q))$. We have proved the following

Theorem 5.1. Problem P2 can be done in

$$
O((\log l) \cdot M(l \cdot \operatorname{deg} Q))
$$

operations.
6. A special case for problem $\mathbf{P 2}$. The following theorem can be found in Chin and Ullman (1975).

Theorem 6.1. Problem P2 can be solved in $O(l \log l)$ operations if $\operatorname{deg} Q=1$.
In this section we extend the theorem to the case that $\operatorname{deg} Q=2$. Our result is of interest when the underlying field $K$ is the field of real numbers, for in this case irreducible factors can have either degree one or two. We may assume that $Q$ is monic, since this will affect only $O(l)$ operations. Let

$$
Q(x)=x^{2}+a x+b
$$

By completing the square and letting $y=x+a / 2$ and $c=b-a^{2} / 4$, we have

$$
\frac{P(x)}{Q^{l}(x)}=\frac{P(y-a / 2)}{\left(y^{2}+c\right)^{l}} .
$$

Write

$$
\begin{aligned}
P\left(y-\frac{a}{2}\right)= & \sum_{i=0}^{2 l-1} p_{i} y^{i} \\
= & \left(p_{0}+p_{2} y^{2}+\cdots p_{2 l-2} y^{2 l-2}\right) \\
& +y\left(p_{1}+p_{3} y^{2}+\cdots+p_{2 l-1} y^{2 l-2}\right) \\
= & P_{1}\left(y^{2}\right)+y \cdot P_{2}\left(y^{2}\right),
\end{aligned}
$$

where $\operatorname{deg} P_{1} \leqq l-1$ and $\operatorname{deg} P_{2} \leqq l-1$. Then

$$
\frac{P(x)}{Q^{l}(x)}=\frac{P_{1}\left(y^{2}\right)}{\left(y^{2}+c\right)^{l}}+y \cdot \frac{P_{2}\left(y^{2}\right)}{\left(y^{2}+c\right)^{l}} .
$$

Hence we can solve Problem P2 for $P(x) / Q^{l}(x)$ by performing the following steps:

1. Compute $p_{0}, \cdots, p_{2 l-1}$.
2. Form $P_{1}(z)=p_{0}+p_{2} z+\cdots+p_{2 l-2} z^{l-1} \quad$ and $\quad P_{2}(z)=p_{1}+p_{3} z+\cdots+$ $p_{2 l-1} z^{l-1}$.

Solve Problem P2 for the fractions $P_{1}(z) /(z+c)^{l}$ and $P_{2}(z) /(z+c)^{l}$, and obtain

$$
\frac{P_{1}(z)}{(z+c)^{l}}=\sum_{i=1}^{l} \frac{f_{i}}{(z+c)^{i}}, \quad \frac{P_{2}(z)}{(z+c)^{l}}=\sum_{i=1}^{l} \frac{e_{i}}{(z+c)^{i}} .
$$

3. Since

$$
\begin{aligned}
\frac{P(x)}{Q^{l}(x)} & =\sum_{i=1}^{l} \frac{f_{i}}{Q^{i}(x)}+y \cdot \sum_{i=1}^{l} \frac{e_{i}}{Q^{i}(x)} \\
& =\sum_{i=1}^{l} \frac{f_{i}}{Q^{i}(x)}+\left(x+\frac{a}{2}\right) \cdot \sum_{i=1}^{l} \frac{e_{i}}{Q^{i}(x)} \\
& =\sum_{i=1}^{l} \frac{e_{i} x+f_{i}+a e_{i} / 2}{Q^{i}(x)}
\end{aligned}
$$

we set $C_{i}(x) \leftarrow e_{i} x+f_{i}+\frac{a e_{i}}{2}$ for $i=1, \cdots, l$.
By the result of Aho, Steiglitz and Ullman (1975) and Vari (1974) step 1 can be done in $O(l \log l)$ operations. By Theorem 6.1, step 2 can be done in $O(l \log l)$ operations. Step 3 clearly uses $O(l)$ operations. Thus, we have shown the following theorem.

Theorem 6.2. Problem P2 can be solved in $O(l \log l)$ operations if $\operatorname{deg} Q=2$.

It is an open problem whether Theorem 6.2 holds if $\operatorname{deg} Q>2$.
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# LOCATION OF A POINT IN A PLANAR SUBDIVISION AND ITS APPLICATIONS* 

D. T. LEE $\dagger$ AND F. P. PREPARATA $\ddagger$


#### Abstract

Given a subdivision of the plane induced by a planar graph with $n$ vertices, in this paper we consider the problem of identifying which region of the subdivision contains a given test point. We present a search algorithm, called point-location algorithm, which operates on a suitably preprocessed data structure. The search runs in time at most $O\left((\log n)^{2}\right)$, while the preprocessing task runs in time at most $O(n \log n)$ and requires $O(n)$ storage. The methods are quite general, since an arbitrary subdivision can be transformed in time at most $O(n \log n)$ into one to which the preprocessing procedure is applicable. This solution of the point location problem yields interesting and efficient solutions of other geometric problems, such as spatial convex inclusion and inclusion in an arbitrary polygon.


Key words. planar region identification, computational geometry, point location, computational complexity, analysis of algorithms, spatial convex inclusion, inclusion in polygon

1. Introduction. We shall consider the following problem referred to as "point location": A given planar straight line graph on $n$ vertices induces a subdivision of the plane; given a test point $P$, find which region of this subdivision contains $P$. We shall assume that the graph is originally given as the collection of the edge-lists of its $n$ vertices.

To solve this problem, one must produce an algorithm and its associated data structure, obtained by preprocessing the original data structure. Thus, from a computational viewpoint, any solution to the point location problem should be evaluated with respect to the following three measures: (i) the search time, that is, the number of operations required to locate the test point in the subdivision; (ii) the preprocessing time, that is, the number of operations required to construct the data structure postulated by the search algorithm; (iii) the amount of storage required by the preprocessed data structure.

Some workers have recently considered this problem. For example Ketelsen [1] proposed an algorithm whose search time is $O(n)$. The most recent and interesting results are due to Shamos [2]. His approach is an adaptation of a nearest-neighbor algorithm, also developed by him. It consists of tracing a sheaf of parallel lines through each of the $n$ points, thereby slicing the plane in strips, called "slabs", each of which contains no vertex of the graph and is subdivided by transversal segments in at most $O(n)$ regions. Since each of these slab-regions belongs to a unique plane region, $O(\log n)^{1}$ comparisons are sufficient to locate the slab and additional $O(\log n)$ comparisons are sufficient to locate the region.

[^82]Thus, Shamos's search algorithm has running time $O(\log n)$, but, as is easily realized, both preprocessing time and storage are $O\left(n^{2}\right)$. Shamos also outlines another possible procedure [2], based on recursively splitting the planar subdivision by means of polygonal lines, so that at each step half of the regions to be subdivided lie on either side of a polygonal line. Such an algorithm could achieve a search time $O\left((\log n)^{2}\right)$, but the polygonal lines must be "star-shaped" (in his terminology) and the existence of such lines is an open question even for the special case of a triangulation. In this paper we show that, if one does not insist on recursively halving sets of regions, a suitable set of polygonal lines can be found within a preprocessing time $O(n \log n)$; the resulting data structure can be stored in $O(n)$ memory locations and the search time is at most $O\left((\log n)^{2}\right)$.

The point location problem occurs in a number of applications in operations research, pattern recognition, job scheduling, etc. We shall show in this paper how it can also be applied to solve a number of other problems, among which is spatial convex inclusion.

This paper is organized as follows. In the next section we shall introduce some useful geometric constructs, specifically, monotone complete sets of chains of a planar graph, and justify their application to the solution of the point location problem. In § 3 we shall give a procedure for the construction of such sets of chains for an important subclass of planar subdivisions and illustrate the resulting data structure. In § 4 we shall illustrate in detail the point location algorithm. In § 5 we shall extend the results to arbitrary planar subdivisions. Finally, in § 6 we shall describe further applications of the outlined algorithms to problems in computational geometry.
2. Complete sets of chains. We begin by recalling some standard geometric definitions and introducing some useful notions.

A connected planar straight line (PSL) graph $G$ with a finite number of vertices subdivides the plane into nonempty regions of which exactly one is infinite. These regions form a planar subdivision and will be also referred to as the regions of $G$.

Definition 1. A chain $C=\left(u_{1}, \cdots, u_{p}\right)$ is a PSL graph with vertex set $\left\{u_{1}, \cdots, u_{p}\right\}$ and edge set $\left\{\left(u_{i}, u_{i+1}\right) \mid i=1, \cdots, p-1\right\}$.

Definition 2. A chain $C=\left(u_{1}, u_{2}, \cdots, u_{p}\right)$ is said to be monotone with respect to a straight line $l$ if the orthogonal projections $\left\{l\left(u_{1}\right), \cdots, l\left(u_{p}\right)\right\}$ of the vertices of $C$ on $l$ are ordered as $\left(l\left(u_{1}\right), \cdots, l\left(u_{p}\right)\right)$.

Example. The chain in Fig. 1a is monotone with respect to $l$ whereas there is no straight line with respect to which the chain in Fig. 1b is monotone.

It is convenient to extend a chain ( $u_{1}, \cdots, u_{p}$ ) which is monotone with respect to a line $l$ with half-lines parallel to $l$ beyond each terminal point $u_{1}$ and $u_{p}$. Any such extended chain thus divides the plane into two regions. In the sequel, a monotone chain will always be thought of as being extended in this manner.

Definition 3. Given a PSL $G$, a set of chains $\mathscr{C}$ with the properties
(i) each edge of $G$ belongs to at least one chain of $\mathscr{C}$;
(ii) for any two chains $C_{1}$ and $C_{2}$ of $\mathscr{C}$, the vertices of $C_{1}$ which are not vertices of $C_{2}$ lie on the same side of $C_{2}$,
is said to be a complete set of chains of $G$.


FIG. 2. A PSL graph Gand two complete sets of chains of $G$

Given a set of chains $\mathscr{C}$ of a PSL graph, it is natural to introduce a binary relation " $<$ " on $\mathscr{C}$ as follows: for $C_{1}, C_{2} \in \mathscr{C}$, the notation $C_{1}<C_{2}$ means that $C_{1}$ lies on a selected side of $C_{2}$ with respect to a fixed observer. It is then obvious that condition (ii) in Definition 3 implies that $<$ on a complete set $\mathscr{C}$ is a total ordering, i.e., $\mathscr{C}$ is a sequence ( $C_{1}, C_{2}, \cdots, C_{r}$ ). As an example, in Fig. 2 b and 2 c we exhibit two complete sets of chains of the PSL graph $G$ given in Fig. 2a.

Definition 4. A complete set of chains of a PSL graph $G$ is said to be monotone if all of its members are monotone with respect to the same straight line.

Referring to the preceding example, the set in Fig. 2c is monotone, whereas the set in Fig. 2b is not.

We shall now motivate our interest in monotone complete sets of chains. Let $C$ be a chain with vertices $u_{1}, \cdots, u_{s}$ which is monotone with respect to a straight line $l$ and let $P$ be a test point. We shall call a discrimination (of $P$ against $C$ ) the operation of deciding on which side of $C$ the point $P$ lies. As Shamos pointed out [2], such discrimination can be performed with $O(\log s)$ comparisons of coordinates. In fact (see Fig. 3), the projections of the vertices of $C$ on $l$ form a sequence of points $\left(l\left(u_{1}\right), \cdots, l\left(u_{s}\right)\right)$. With a binary search, i.e., with $\lceil\log (s+1)\rceil$ compari-


Fig. 3. Illustration of a "discrimination" of a point P against a chain C
sons of coordinates, we can determine a unique interval $\left(l\left(u_{i}\right), l\left(u_{i+1}\right)\right)$ of $l$ which contains the projection $l(P)$ of $P$ on $l$. Next, with a fixed number of arithmetic operations and a single comparison we can determine on which side of the straight line containing $\overline{u_{i} u_{i+1}}$ the point $P$ lies. This also determines on which side of $C$ the point $P$ lies. Suppose now that a complete monotone set of chains $\mathscr{C}=$ $\left(C_{1}, C_{2}, \cdots, C_{r}\right)$ is given and let $s$ be the maximum number of vertices in any chain of this set. Applying binary search to the set of chains $\mathscr{C}$, with $\lceil\log (r+1)\rceil$ discriminations we can determine a unique pair of consecutive chains $C_{j}$ and $C_{j+1}$ of $\mathscr{C}$ which enclose the given point $P$. Since the set $\mathscr{C}$ is also complete, by property (i) in Definition 3 the portion of plane contained between two consecutive members of $\mathscr{C}$ is a concatenation of regions of $G$ and (possibly) of chain segments (see Fig. 4). Recall now that the discriminations of $P$ against a chain $C_{j}$ entails the identification of a unique edge $e^{(j)}$ of $C_{j}$. Thus, if $P$ has been located between two consecutive chains $C_{j}$ and $C_{j+1}$, the two edges $e^{(j)}$ and $e^{(j+1)}$ uniquely identify the


Fig. 4. Portion of plane comprised between two consecutive chains $C_{j}$ and $C_{j+1}$
region of the graph $G$ to which $P$ belongs, and the point location problem is solved.

This justifies the usefulness of monotone complete sets of chains of a PSL graph $G$. The preceding discussion also indicates that at most $O(\log s) \cdot O(\log r)$ comparisons are needed for point location. Notice now that, if $G$ has $n$ vertices, each chain of a complete monotone set $\mathscr{C}$ on $G$ has at most $n$ vertices; moreover, by property (i) in Definition 3, there are at most $O(n)$ chains in $\mathscr{C}$. It follows that point location requires at most $O\left((\log n)^{2}\right)$ comparisons.

The remaining crucial question is whether an arbitrary PSL graph always admits of a monotone complete set of chains. The answer is in general negative. However, we shall constructively show that a PSL graph $G$ admits of a monotone complete set of chains, provided it satisfies a rather weak requirement. In addition, we shall show that an arbitrary PSL graph can be easily embedded into one to which the chain construction procedure is applicable. This embedding creates some new "artificial" regions, with no harm, however, to the effective solution of the point location problem.
3. Preprocessing algorithm (construction of complete sets of chains). Let $G$ be a PSL graph in the plane $(x, y)$ with vertex $\operatorname{set}\left\{v_{1}, v_{2}, \cdots, v_{n}\right\}$. Each vertex $v_{i}$ is given by a pair of coordinates ( $x_{i}, y_{i}$ ) and the graph $G$ is described by its edge-lists, i.e., by a collection $\left\{L_{1}, L_{2}, \cdots, L_{n}\right\}$, where $L_{j}$, the edge-list for vertex $v_{j}$, is the set of indices of vertices to which $v_{j}$ is connected. The set of chains we shall construct will be monotone with respect to the $y$-axis.

We initially arrange the original data structure by sorting the $y$-coordinates of the vertices and renaming the indices so that $y_{1} \geqq y_{2} \geqq \cdots \geqq y_{n}$; this processing requires $O(n \log n)$ operations. Next we construct a two-dimensional list, called the standard representation of $G$, representing a modified connection matrix $A$ of $G$, where $A[i, j]=1$ if and only if there is an edge $\left(v_{i}, v_{j}\right)$ in $G$ and either $y_{i}>y_{j}$ or, if $y_{i}=y_{j}$, then $i<j$. Notice that the row-lists thus obtained describe a directed graph $G^{\prime}$, obtained from $G$ by assigning to each edge $e$ of $G$ direction so that the projection of $e$ on the $y$-axis runs opposite to this axis. For ease of reference, we shall say that an edge of $G$ is "incoming" or "outgoing" depending upon its direction in $G^{\prime}$. The construction of the standard representation of $G$ is a simple operation. We scan the original data structure and process each edge $\left(v_{i}, v_{j}\right)$ as follows: If either $y_{i}>y_{j}$ or $y_{i}=y_{j}$ and $i<j$, we assign the edge to the row-list of $v_{i}$ and to the column-list of $v_{j}$; otherwise, we ignore the edge. It is clear that the running time of this construction is proportional to the number of edges, i.e., since $G$ is planar, it is $O(n)$. Finally, the edges of each row- and column-list are sorted according to counterclockwise ascending slope: this sorting operation requires time at most $O(n \log n)$. The two-dimensional list data structure which gives the standard representation of the graph of Fig. 5a is illustrated in Fig. 5b, along with the formats of the vertex and edge nodes. The denominations of the fields of the two formats are now explained. For a vertex $v_{i}, \operatorname{PRED}\left[v_{i}\right]$ and $\operatorname{SUCC}\left[v_{i}\right]$ point to the locations of the nodes $v_{i-1}$ and $v_{i+1}$, respectively, while $\operatorname{COL}\left[v_{i}\right]$ and ROW $\left[v_{i}\right]$ point to the first members of the column- and row-lists, respectively; as to the value fields, \# $\left[v_{i}\right]=i$ and $I\left[v_{i}\right]$, the column degree of $v_{i}$, is the number of incoming edges of $v_{i}$, i.e., the cardinality of its column-list. For an edge $e=\left(v_{i}, v_{j}\right)$, with

(a)

(b)

FIG. 5. A PSL graph and the corresponding data structure
$y_{i}>y_{j}, \mathrm{UP}[e]$ and DN[ $\left.e\right]$ point to $v_{i}$ and $v_{j}$, respectively, while COLNEXT[ $\left.e\right]$ and ROWNEXT $[e]$ point to the next members of the column- and row-lists, respectively; $W[e]$, the weight of $e$, will be used to denote the number of chains containing the edge $e$.

Definition 5. A vertex $v_{j}$ of a PSL graph $G$ is said to be regular if there are integers $i<j<k$ such that $\left(v_{i}, v_{j}\right)$ and $\left(v_{j}, v_{k}\right)$ are edges of $G$. Graph $G$ is said to be regular if each $v_{j}$ is regular for $1<i<n$ (i.e., with the exception of the two extreme vertices $v_{1}$ and $v_{n}$ ).

We shall now show that a regular PSL graph admits of a complete set of chains monotone with respect to the $y$-axis.

First we show, by induction, that for any $j$ in the range from 2 to $n$, there is a chain from $v_{1}$ to $v_{j}$ which is monotone with respect to the $y$-axis. This is trivial for $j=2$. Assume the statement is true for $k<j$. Since $v_{j}$ is regular, by Definition 5, there is some $i<j$ such that $\left(v_{i}, v_{j}\right)$ is an edge of $G$. But, by the inductive hypothesis, there is a chain from $v_{1}$ to $v_{i}$ monotone with respect to the $y$-axis; clearly, the concatenation of $C$ and $\left(v_{i}, v_{j}\right)$ is a chain from $v_{1}$ to $v_{j}$ which is monotone with respect to the $y$-axis. This extends the inductive hypothesis. To complete the proof, we must show that a set of chains can be constructed, so that properties (i) and (ii) in Definition 3 are satisfied. But this is achieved if we succeed
in assigning weights to edges so that 1) each edge has positive weight and 2) for each vertex $v_{i}$ the sum $W_{\text {in }}\left(v_{i}\right)$ of the weights of its incoming edges equals the sum $W_{\text {out }}\left(v_{i}\right)$ of the weights of its outgoing edges. In fact, condition 1) ensures that each edge belongs to at least one chain (property (i)), and condition 2) ensures that the $W_{\text {in }}\left(v_{i}\right)$ chains passing through a given vertex $v_{i}$ can be chosen so that they do not cross (property (ii)).

The conditions $W_{\text {in }}\left(v_{i}\right)=W_{\text {out }}\left(v_{i}\right)$, for $i=2, \cdots, n-1$, referred to as "weight balancing", can be simply achieved with two passes over the previously described data structure. In the first pass we proceed from $v_{n}$ to $v_{1}$ and assign the edge weights so that, for each nonterminal $v_{i}, W_{\text {in }}\left(v_{i}\right) \geqq W_{\text {out }}\left(v_{i}\right)$. The second pass, in turn, proceeds from $v_{1}$ to $v_{n}$ and modifies the weights so that, $W_{\text {in }}\left(v_{i}\right) \leqq W_{\text {out }}\left(v_{i}\right)$, for every nonterminal $v_{i}$, thereby achieving the desired balancing.

During the latter pass we can also explicitly construct the chain data structure. It may appear at first glance that more than $O(n)$ locations are needed to store the chains, since there are $O(n)$ chains and there is no obvious way to bound the number of edges each of them may contain. However, we can obtain a very compact representation of this set using the fact that the chain set is to be used in a binary search. Indeed, it is well-known that a binary search algorithm on a totally ordered set $S$ induces a natural hierarchy on $S$ as follows: each member of $S$ is assigned to a vertex of a binary tree $T(S)$ through a mapping $\tau: S \rightarrow T(S)$, and an actual search operation corresponds to tracing a path from the root to a leaf of $T(S)$. Given two chains $C_{i}$ and $C_{j}$ in $\mathscr{C}$ we shall say that $C_{i}$ is higher than $C_{j}$, and denote it by $C_{i}>C_{i}$, if the path from the root of $T(\mathscr{C})$ to $\tau\left(C_{j}\right)$ contains $\tau\left(C_{i}\right)$. Assume now that $C_{i}>C_{j}$ and that $C_{i}$ and $C_{j}$ share an edge $e$. Since, when performing binary search, the discrimination of a point $P$ against $C_{j}$ is preceded by the discrimination of $P$ against $C_{i}$, then clearly edge $e$ may be assigned to $C_{i}$ only. Thus, as a general rule, an edge of the graph $G$ will be stored only once and will be assigned to the highest chain of the hierarchy which contains it.

With a negligible loss of search efficiency we shall adopt a standard hierarchy for the set $\mathscr{C}=\left\{C_{1}, C_{2}, \cdots, C_{r}\right\}$ which is independent of the number of chains, as follows: for $i \neq j, C_{i}>C_{j} \Leftrightarrow j \in\left[i-2^{p_{i}}+1, i+2^{p_{i}}-1\right]$, where $2^{p_{i}}$ is the largest power of 2 which is a factor of the integer $i$. For example, for $n=20$ we have the hierarchy illustrated in Fig. 6. As we shall show, the use of the standard hierarchy will permit the assignment of edges to chains concurrently with the weight balancing operation.

The data structure describing the set $\mathscr{C}$ of chains will be a list representation of the tree $T(\mathscr{C})$, linking the chain nodes; in turn, the node for chain $C_{i}$ is the header of a list $L\left(C_{i}\right)$, which gives the sequence of the edges assigned to $C_{i}$ according to the previously outlined criterion. For reasons to become apparent later (§4) each edge $e=\left(v_{i}, v_{j}\right)$ is labeled with two pairs of integers $\left(I_{\min }[e], I_{\max }[e]\right)$ and $(L[e], R[e])$. The integers $I_{\min }[e]$ and $I_{\max }[e]$ are respectively the minimum and the maximum value of $j$ such that $e \in C_{j}$. The integers $L[e]$ and $R[e]$ are the labels of the plane regions respectively to the left and to the right of the edge $e$ directed so that its $y$-projection is concurrent with the $y$-axis. The formats of the chain and the edge nodes are illustrated in Fig. 7.

We can now give a formal description of the algorithms which accomplish the construction of the set $\mathscr{C}$.


Fig. 6. Hierarchy for $n=20$


Fig. 7. Formats of chain and edge nodes in the chain data structure

## Chain construction algorithm.

First pass. This pass accepts a PSL graph $G$ given by its standard representation and assigns the weight of each edge so that for each nonterminal vertex $v_{i}$ we have $W_{\text {in }}\left(v_{i}\right) \geqq W_{\text {out }}\left(v_{i}\right)$.

1. For each edge $e$ in column-list of $v_{i}$, for $j=1, \cdots, n$, set $W[e] \leftarrow 1$.
2. Set $i \leftarrow n-1$.
3. While $1<i<n$ do:
4. Set $W_{\text {out }} \leftarrow$ sum of weights in row-list of $v_{i}$. (Comment: due to the ordering of the vertices each edge considered in this step has already the weight it will have at the end of the first pass.)
5. Set $d \leftarrow$ first edge in column-list of $v_{i}$.
6. If $W_{\text {out }}>I\left[v_{i}\right]$, set $W[d] \leftarrow W_{\text {out }}-I\left[v_{i}\right]+1$.
7. Set $i \leftarrow i-1$.
8. Halt.

Comment. All edges are assigned weight 1 except for the first member of each column-list, which is assigned the value $W_{\text {out }}\left(v_{i}\right)-W_{\text {in }}\left(v_{i}\right)+1$. In this manner, the condition $W_{\text {in }}\left(v_{i}\right) \geqq W_{\text {out }}\left(v_{i}\right)$ is achieved for each nonterminal vertex. Computationally, the running time is $O(n)$, since each edge of the graph is scanned a fixed number of times (steps 1,4 , and 5) and there are $O(n)$ edges.

Second pass. This pass accepts the output of the first pass and performs the following functions: 1) it balances the weight of each nonterminal vertex of $G ; 2$ ) it constructs a complete set of chains for $G ; 3$ ) it labels the regions of the subdivision induced by $G$. The assignment of an edge to a chain makes use of a special arithmetic function, called $\operatorname{PREDECESSOR}(k, l)$, for two integers $k$ and $l$
with $k \leqq l$, which determines the common predecessor of both $k$ and $l$ which is the lowest in the standard hierarchy; this function, which will not be described in detail, can operate directly on the binary representations of the integers $k$ and $l$ and is easily seen to require a number of operations proportional to $\log n$.

Comrient. Steps 1-3 initialize for the special vertex $v_{1}$.

1. Set $A \leftarrow 1, r \leftarrow 2, L \leftarrow 1, R \leftarrow 1$.
2. Set $W_{\text {in }} \leftarrow$ sum of weights in row-list of $v_{1}$. (Comment: This is the total number of chains in $\mathscr{C}$.)
3. Set $i \leftarrow 1$.
4. While $1 \leqq i<n$ do:
5. Set $W_{\text {out }} \leftarrow$ sum of weights in row-list of $v_{i}$.
6. Set $a \leftarrow W_{\text {in }}-W_{\text {out }}$.
7. Set $e \leftarrow$ first edge in row-list of $v_{i}$.
8. While there are edges in row-list of $v_{i}$ do: (Comment: Steps 9-12 assign an edge to a chain; steps 13-14 label the regions separated by an edge.)
9. Set $I_{\text {min }}[e] \leftarrow A$.
10. Set $I_{\text {max }}[e] \leftarrow A+a+W[e]-1$.
11. Compute $c \leftarrow \operatorname{PREDECESSOR}\left(I_{\min }[e], I_{\max }[e]\right)$.
12. Assign $e$ to list of chain $c$.
13. If $e$ is first edge of row-list, set $L[e] \leftarrow L$; else set $L[e] \leftarrow r$ and $r \leftarrow r+1$.
14. If $e$ is last edge of row-list, set $R[e] \leftarrow R$; else set $R[e] \leftarrow r$.
15. Set $a \leftarrow 0, A \leftarrow I_{\text {max }}[e]+1$.
16. Set $e \leftarrow$ next edge in row-list of $v_{i}$.
17. Set $i \leftarrow i+1$.
18. Set $W_{\text {in }} \leftarrow$ sum of weights in column-list of $v_{i}$.
19. Set $d_{1} \leftarrow$ first edge in column-list of $v_{i}$.
20. Set $R \leftarrow R\left[d_{1}\right]$.
21. Set $d_{2} \leftarrow$ last edge in column-list of $v_{i}$.
22. Let $L \leftarrow L\left[d_{2}\right], A \leftarrow I_{\text {min }}\left[d_{2}\right]$.
23. Halt.

Comment. The second pass contains two nested loops. The primary loop (steps 5-22) scans the vertices, the secondary loop (steps 9-16) scans the edges in the row-list of a vertex. For each vertex $v_{i}$, the weight balance is achieved by modifying, if necessary, the weight of the first member of the row-list (steps $5,6,7$, 9 , and 10). Each edge is processed only once, but the function PREDECESSOR requires time $O(\log n)$; thus the number of operations required is $O(n \log n)$.

In summary, since the initial sorting, the first balancing pass and the second balancing pass run in times $O(n \log n), O(n)$, and $O(n \log n)$, respectively, the entire preprocessing tasks can be accomplished in time $O(n \log n)$.
4. Point location algorithm (search). We shall now describe in detail the point location algorithm which we have sketched in § 2. The algorithm accepts the chain data structure described in $\S 3$ and a test point $P \equiv(x, y)$ and determines the planar region $R$ to which $P$ belongs in at most $O\left((\log n)^{2}\right)$ steps. The integer $m$ denotes the number of chains. The search is characterized by a pair of integers
$(l, r)$, with $l<r$, to denote that the point $P$ is contained between chains $C_{l}$ and $C_{r}$; the algorithm terminates when $r-l=1$ and the region is determined from the data associated with the edges.

1. If $y \geqq y_{1}$ or $y \leqq y_{n}$, then set $R \leftarrow 1$. (Comment: $P$ belongs to the infinite region of the plane) and halt.
2. Set $g \leftarrow \operatorname{root}$ of $T(\mathscr{C}), l \leftarrow 0, r \leftarrow m+1$.
3. Set $j \leftarrow$ index of the chain associated with $g$.
4. If $l \geqq j$, set $g \leftarrow$ right descendant of $g$ and go to step 3 .
5. If $r \leqq j$, set $g \leftarrow$ left descendant of $g$ and go to step 3 .
6. In the edge-list headed by $g$, find an edge ( $v_{i}, v_{k}$ ) such that $y_{k} \leqq y \leqq y_{i}$ and set $e \leftarrow\left(v_{i}, v_{k}\right)$. (Comment: This step is the binary search of the edge against which $P$ is to be discriminated.)
7. If $P$ lies to the right of $e$, set $l \leftarrow I_{\max }[e]$ and $R \leftarrow R[e]$; else set $r \leftarrow I_{\min }[e]$ and $R \leftarrow L[e]$. (Comment: This step discriminates $P$ against the edge $e$ and makes a tentative region assignment; this assignment is final if $r-l=1$, as indicated by step 8.)
8. If $r-l=1$, halt; else go to step 3 .
9. Regularization of an arbitrary planar polygon. The preprocessing procedure described in § 3 is applicable to regular PSL graphs. However, a PSL graph is not regular in general, since it may contain regions delimited by arbitrary polygons. In this section, we shall illustrate a procedure which transforms an arbitrary polygon with $n$ vertices into a regular PSL graph and runs in time $O(n \log n)$. This procedure will be referred to as regularization of a planar polygon. With the aid of this additional procedure, our point-location algorithm and its associated preprocessing are applicable to arbitrary planar subdivisions.

We shall briefly illustrate the idea of the regularization procedure. In a simple planar polygon not all vertices are regular with respect to a selected line (the $y$-axis): for example, in Fig. 8a, vertices marked with " $\nabla$ " require an outgoing edge and vertices marked with " $\Delta$ " require an incoming edge. Consider now in Fig. 8a the horizontal line $l$ (orthogonal to the $y$-axis) through a vertex $v$ requiring, for example, an incoming edge. This line $l$ intersects a set of edges $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ in points $P_{1}, P_{2}, P_{3}$, and $P_{4}$, respectively. Therefore vertex $v$ falls in a unique part of the partition of $l$ determined by these points (in our example, in segment $P_{2} P_{3}$ ). Associated with the pair of edges $\left(e_{2}, e_{3}\right)$ there is a vertex of minimum ordinate (in our case, vertex $u$ ): thus we can introduce an auxiliary edge $(v, u)$ which is guaranteed not to cross any edge of the polygon and which satisfies the requirement of $v$ for an incoming edge. Thus the regularization procedure will consist of two passes: in the first pass (descending pass) we scan the vertices in order of decreasing $y$-coordinate and satisfy the requirements of vertices in need of incoming edges; in the second pass (ascending pass) the reverse process occurs. Each stage in the execution of the algorithm is characterized by an ordered set of edges (a sequence of edges). For every newly reached vertex $v$, the current edge sequence is updated as follows: if $v$ is regular, a new edge replaces a previous edge, if $v$ requires an incoming edge (an outgoing edge), two new edges are inserted (are deleted). Therefore, the natural data structure for the edge sequence is a list, realized by a balanced tree (an AVL tree; see [3, § 6.2.3]).


Fig. 8. A simple polygon and its regularized version

We shall now give a detailed description of the regularization algorithm and, for obvious reasons, we shall confine ourselves to the descending pass. The polygon $G$ is originally given as a sequence of vertices $u_{1}, u_{2}, \cdots, u_{n}$, corresponding to the edge sequence $\left(u_{1}, u_{2}\right),\left(u_{2}, u_{3}\right), \cdots,\left(u_{n}, u_{1}\right)$. Preliminarily, we construct the standard representation of $G$ (see §3); that is, we sort the vertices in order of decreasing $y$-coordinate, we relabel them as $v_{1}, \cdots, v_{n}$ so that $y\left(v_{1}\right) \geqq$ $\cdots \geqq y\left(v_{n}\right)$ and associate with each vertex the row- and column-lists of its outgoing and incoming edges, respectively. In our case, the total number of edges in the row- and column-lists is equal to 2 , since $G$ is a closed polygon.

The data structure describing the current edge sequence is an AVL tree $\mathscr{E}$. Specifically, $\mathscr{E}$ is a sequence $\left[e_{0}, w_{0}\right],\left[e_{1}, w_{1}\right], \cdots,\left[e_{k}, w_{k}\right]$, for some integer $k$, where $e_{j}$ is an edge and $w_{j}$ is a minimum ordinate vertex between $e_{j}$ and $e_{j+1}$. The algorithm described below refers to a simple polygon $G$ surrounded by the infinite region of the plane; there are some obvious modifications when $G$ borders other simple polygons.

Descending pass. This algorithm accepts the standard representation of $G$ and creates an auxiliary list of edges satisfying the requirements of vertices in need of an incoming edge. We assume that standard operations: INSERT, DELETE, REPLACE are available for the AVL tree $\mathscr{E}$. Use is also made of an artificial edge $e_{0}$ corresponding to the line $x=-\infty$. If a vertex $v$ has two outgoing edges, the latter are denoted as $e^{\prime}(v)$ and $e^{\prime \prime}(v)$, with $e^{\prime}(v)$ forming a counterclockwise convex angle with $e^{\prime \prime}(v)$. The integer $I(v)$ denotes the number of incoming edges of a vertex $v$.

1. Set $\quad w_{0} \leftarrow v_{1}, e_{1} \leftarrow e^{\prime}\left(v_{1}\right), e_{2} \leftarrow e^{\prime \prime}\left(v_{1}\right), w_{1} \leftarrow v_{1}, w_{2} \leftarrow v_{1} \quad$ and $\quad$ INSERT [ $\left.e_{0}, w_{0}\right],\left[e_{1}, w_{1}\right]$, and $\left[e_{2}, w_{2}\right]$ into $\mathscr{E}$. ( $\mathscr{E}$ is initially empty.)
2. Set $i \leftarrow 2$.
3. While $i<n$ do:
4. Set $j \leftarrow$ smallest integer so that $v_{i}$ is not to the left of $e_{j}$.
5. If $I\left(v_{i}\right)=2$, set $w_{j-1} \leftarrow v_{i}, w_{j+2} \leftarrow v_{i}$; then DELETE [ $e_{j}, w_{j}$ ] and [ $e_{j+1}, w_{j+1}$ ] from $\mathscr{E}$. (Comment: This case occurs when $v_{i}$ requires an outgoing edge.)
6. If $I\left(v_{i}\right)=1$, set $w_{j} \leftarrow v_{i}, w_{j-1} \leftarrow v_{i}, e_{j} \leftarrow$ outgoing edge of $v_{i}$. (Comment: $v_{i}$ is a regular vertex.)
7. If $I\left(v_{i}\right)=0$, INSERT $\left[e^{\prime}\left(v_{i}\right), v_{i}\right]$ and $\left[e^{\prime \prime}\left(v_{i}\right), v_{i}\right]$ between $\left[e_{j}, w_{j}\right]$ and $\left[e_{j+1}, w_{j+1}\right]$ in $\mathscr{E}$. Add the edge ( $v_{i}, w_{j}$ ) to the auxiliary list and set $w_{j} \leftarrow v_{i}$. (Comment: In this case $v_{i}$ requires an incoming edge.)
8. Set $i \leftarrow i+1$.
9. Halt.

The ascending pass is the same algorithm, once the signs of the ordinates $y\left(v_{1}\right), \cdots, y\left(v_{n}\right)$ have been changed. At the completion of the two passes the edges in the auxiliary list must be added to the standard representation and the resulting PSL graph is regular with respect to the $y$-axis.

We now analyze the regularization algorithm. The initial sorting pass of the ordinates requires $O(n \log n)$ operations. Step 4 involves tracing a path in the AVL tree $\mathscr{E}$ and requires at most $O(\log n)$ operations; thus the total amount of work involved in step 4 is $O(n \log n)$. Each update, deletion or insertion (see steps 5,6 , and 7) requires computational work of at most $O(\log n)$; however, there is a fixed maximum number of such operations per vertex, whence the total number of operations required by these steps is $O(n \log n)$. We conclude that the algorithm for regularizing a simple polygon has running time at most $O(n \log n)$.

In Fig. 8b, we illustrate the result of the regularization procedure applied to the polygon in Fig. 8a. New regions have been created, with no difficulty however for the effective solution of the point location problem.

As a final observation, we consider the case in which we must regularize a given general PSL graph $G$ with $n$ vertices and $N$ edges. For every region of $G$ with $s$ vertices, the regularization algorithm runs in time $O(s \log s)$. Assuming that the subdivision induced by $G$ consists of regions $R_{1}, R_{2}, \cdots, R_{J}$ with respective number of vertices $s_{1}, s_{2}, \cdots, s_{J}$, since $s_{1}+\cdots+s_{J} \leqq 2 N$, we conclude $s_{1} \log s_{1}+\cdots+s_{J} \log s_{J} \leqq 2 N \log 2 N$; but $N$ is $O(n)$, whence the regularization of a general PSL graph with $n$ vertices can also be accomplished in time $O(n \log n)$.
6. Applications. As we indicated in $\S 1$, the point location problem occurs as a subproblem in a number of important applications. Thus our fast point location algorithm provides interesting solutions for other problems. In particular, we shall explicitly consider:
(i) spatial convex inclusion;
(ii) inclusion in an arbitrary planar polygon;
(iii) location in the planar subdivision determined by $n$ straight lines.
6.1. Spatial convex inclusion. Let $S$ be a convex polyhedron with $n$ vertices in 3-space ( $x, y, z$ ) and let $P$ be a test point; we must determine whether $P$ is inside or outside $S$. We shall proceed as follows. Let $P_{1}$ be a vertex of $S$ with largest $z$ coordinate. Clearly, the stereographic projection of $S$ from $P_{1}$ onto the plane $(x, y)$ is a planar graph $S^{\prime}$. Since the regions induced by $S^{\prime}$ are projections of faces of $S$, and the latter are convex, each region of the planar subdivision is convex. It
follows then that $S^{\prime}$ is regular, since the nonterminal vertices on the boundary are obviously regular and each internal vertex has at least three edges forming convex angles. Thus, with the previous point location algorithm, we can identify a unique region $R^{\prime}$ of $S^{\prime}$ which contains a point $P^{\prime}$, which is the projection onto $(x, y)$ from $P_{1}$ of a given test point $P$ in 3 -space. Since $R^{\prime}$ of $S^{\prime}$ corresponds to a face $R$ of $S$, the testing for convex inclusion of $P$ in $S$ is accomplished by determining on which side of $R$ the point $P$ lies. Since the operation of constructing the data structure for $S^{\prime}$ from the data structure of $S$ runs in time $O(n)$, we conclude that, with a preprocessing time at most $O(n \log n)$, spatial convex inclusion can be tested in at most $O\left((\log n)^{2}\right)$ steps.
6.2. Inclusion in an arbitrary planar polygon. Let $G$ be a planar polygon with $n$ vertices and let $P$ be a test point; we must determine whether $P$ is inside or outside $G$. Shamos [2] provides an algorithm for solving this problem based on the "slab" notion, which has search time $O(\log n)$, with a preprocessing time and storage both $O\left(n^{2}\right)$. By contrast, our algorithm has search time $O\left((\log n)^{2}\right)$, preprocessing time $O(n \log n)$ and storage $O(n)$. We initially regularize the polygon $G$ and transform it into a regular PSL graph $G^{\prime}$ : the regions of the resulting subdivision are partitioned depending on whether they are inside or outside $G$. Thus the point location algorithm is applied to $G^{\prime}$ and the problem is solved.
6.3. Location in straight line planar subdivision. Dobkin and Lipton originally suggested the problem of locating a point in the planar subdivision induced by $n$ straight lines in general position [4]. In this case the regions (finite or infinite) are all convex, and therefore the planar graph on $O\left(n^{2}\right)$ vertices is regular. Some minor modification of the algorithms are required and it is straightforward to show that $O\left((\log n)^{2}\right)$ search time and $O\left(n^{2}\right)$ storage can be attained, as conjectured by Shamos [2].
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# INTERNAL FRAGMENTATION IN A CLASS OF BUDDY SYSTEMS* 

DAVID L. RUSSELL $\dagger$


#### Abstract

A general class of buddy systems is defined and the overallocation of memory due to internal fragmentation is examined. It is shown that, for a uniform distribution of requests, the overallocation varies between $2 x_{1} /\left(x_{1}+1\right)$ and $\frac{1}{2}\left(x_{1}+1\right)$, where $x_{1}>1$ is the largest real root of the characteristic equation of the particular buddy system. Bounds are found for the overallocation for request distributions characterized by a parameterization of Zipf's law. The expected value of the overallocation is independent of the request distribution within wide values of the parameter, and is given by $\left(x_{1}-1\right) / \ln x_{1}$. For the binary buddy system $x_{1}=2$; the overallocation varies between 1.33 and 1.50 and the expected value is $\approx 1.44$.
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1. Introduction. Buddy systems are algorithms for dynamic storage allocation. Storage is provided in fixed size blocks; an available space list is maintained to keep track of available blocks. When a request for a block of a particular size cannot be satisfied from an available block, then a larger block is split into smaller blocks, called buddies. One of these buddies is used to satisfy the request, and the others are placed on the available space list. (The request procedure may be performed iteratively to obtain the "larger" block, if it is not already on the available space list.) When a block is released, its buddies are examined. If all the buddies are free, then they are recombined into the original parent block. This recombination continues as long as all buddy descendants of a parent block are free.

Inefficient use of memory may arise in two ways. Internal fragmentation occurs because blocks may be allocated in fixed, predetermined sizes only; thus, a request for memory must be satisfied by a block of the next larger size. External fragmentation results when sufficient memory exists to satisfy a request, but it is found in blocks which are not buddies and therefore may not be combined.

The original buddy system studied by Knowlton [2] and Knuth [3] used blocks of size $2^{n}$, and will be referred to as the binary buddy system. Hirschberg [1] and Sedgewick [10] studied Fibonacci buddy systems, where the block sizes are Fibonacci numbers $F_{n}$. Hirschberg [1] and Peterson and Norman [8] have generalized these schemes to include a wider class of block sizes.

In this paper, internal fragmentation is measured by the overallocation ratio, (memory allocated)/(memory requested). A class of buddy systems, called simple buddy systems, is defined and the block sizes of simple buddy systems are characterized. An expression for the overallocation of a simple buddy system is derived, assuming that the sizes of requested blocks are uniformly distributed. This is generalized to request distributions described by a parameterized Zipf's law. Bounds for the overallocation are determined, and the expected value for the overallocation is found.

[^83]2. Simple buddy systems. The buddy systems studied in this paper may be defined by a linear homogeneous recurrence equation with constant coefficients:
\[

$$
\begin{equation*}
u_{n}=a_{1} u_{n-1}+a_{2} u_{n-2}+\cdots+a_{r} u_{n-r} . \tag{1}
\end{equation*}
$$

\]

(As is common with equations of this type, $a_{r} \neq 0$; otherwise the order of the difference equation could be reduced.) This represents the splitting of a block of size $u_{n}$ into $a_{1}$ buddies of size $u_{n-1}, a_{2}$ buddies of size $u_{n-2}$, etc. The initial conditions are

$$
\begin{align*}
& u_{n}=0, \quad n<0, \\
& u_{0}=1 . \tag{2}
\end{align*}
$$

Definition. A simple buddy system is a buddy system where the block sizes $u_{n}$ satisfy (1) and (2), the coefficients $a_{i}$ of (1) are nonnegative integers, and for large enough $n$, the sequence $u_{n}$ is monotonically increasing.

For example, the recurrence relation for the binary buddy system is $u_{n}=$ $2 u_{n-1}$, and the recurrence relation for the Fibonacci buddy system is $u_{n}=$ $u_{n-1}+u_{n-2}$. The recurrence relation $u_{n}=u_{n-1}+u_{n-2}+u_{n-3}$ would represent a buddy system where each larger block is split into three buddies. Note that the class of simple buddy systems does not include all useful buddy schemes. For instance, the weighted buddy system of Shen and Peterson [11] is defined by a system of two recurrence relations and is not a simple buddy system.

From the theory of recurrence relations (see, for example, Liu [6]) it is known that the solutions of (1) are determined by the initial conditions and by the zeros of the characteristic polynomial

$$
\begin{equation*}
f(z)=z^{r}-a_{1} z^{r-1}-a_{2} z^{r-2}-\cdots-a_{r} . \tag{3}
\end{equation*}
$$

Lemma. The characteristic polynomial (3) has a real zero $z_{1}>1$ of multiplicity 1 , and $z_{1}$ is the sole dominant zero.

Proof. The sum $\sum_{1 \leqq i \leqq r} a_{i}$ must be strictly greater than 1 ; if not, the $u_{n}$ would never be monotonically increasing. But then $f(1)<0$. Since $f(z)>0$ for sufficiently large positive $z$ there is a zero $z_{1}>1$. The derivative $f^{\prime}(z)$ satisfies

$$
\begin{aligned}
f^{\prime}(z) & =r z^{r-1}-a_{1}(r-1) z^{r-2}-\cdots-a_{r-1} \\
& >r z^{r-1}-a_{1} r z^{r-2}-\cdots-r a_{r-1} \\
& =\frac{r\left[f(z)+a_{r}\right]}{z} \\
& >\frac{r f(z)}{z} \text { for all } z>0 .
\end{aligned}
$$

Thus $f^{\prime}\left(z_{1}\right)>r f\left(z_{1}\right) / z_{1}=0$, and $z_{1}$ is a single zero. Furthermore, since $f^{\prime}(z)>$ $r f(z) / z \geqq 0$ for $z>z_{1}, f(z)$ is monotonically increasing for $z>z_{1}$, and there are no real roots of magnitude greater than $z_{1}$.

By a simple application of inequalities for complex numbers $f(z)$ is seen to satisfy

$$
\begin{align*}
|f(z)| & \geqq\left|z^{r}\right|-\left|a_{1} z^{r-1}+a_{2} z^{r-2}+\cdots+a_{r}\right| \\
& \geqq\left|z^{r}\right|-\left|a_{1} z^{r-1}\right|-\left|a_{2} z^{r-2}\right|-\cdots-\left|a_{r}\right| \\
& =|z|^{r}-\left|a_{1}\right||z|^{r-1}-\left|a_{2}\right||z|^{r-2}-\cdots-\left|a_{r}\right|  \tag{4}\\
& =f(|z|),
\end{align*}
$$

since the $a_{i}$ are nonnegative and satisfy $\left|a_{i}\right|=a_{i}$.
In relation (4) equality can hold only if each term $a_{i} z^{r-i}$ is a real number, and this happens only when $f(z)=g\left(z^{p}\right)$, so that $z$ is a $p$ th root of a real zero of the polynomial $g$. This would imply, however, that the defining equation is really

$$
u_{n}=a_{p} u_{n-p}+a_{2 p} u_{n-2 p}+\cdots+a_{m p} u_{n-m p}, \quad m p=r .
$$

The initial conditions would then give a sequence

$$
1,0,0, \cdots, u_{p}, 0,0, \cdots, u_{2 p}, 0,0, \cdots
$$

Since the sequence $u_{n}$ is required to be monotonically increasing for large $n$, this situation cannot occur, and equality never holds in relation (4) above; therefore, $|f(z)|>f(|z|)$.

Now, if a root $z_{2} \neq z_{1}$ exists, where $\left|z_{2}\right| \geqq z_{1}$, then $\left|f\left(z_{2}\right)\right|>f\left(\left|z_{2}\right|\right) \geqq f\left(z_{1}\right)=0$, since $f^{\prime}(z)>0$ for $z \geqq z_{1}$. But then $z_{2}$ cannot be a zero of $f(z)$, and thus $z_{1}$ is the sole dominant zero. Q.E.D.

Corollary. The block sizes of a simple buddy system satisfy

$$
u_{n}=c z_{1}^{n}+O\left(n^{p-1}\left|z_{2}\right|^{n}\right)
$$

where $z_{2}$ is the zero of next to largest modulus, $p$ is the multiplicity of $z_{2}$, and $c$ is an appropriate constant.

Proof. This follows from the theory of recurrence equations (see, for example, Liu [6]) and the fact that $z_{1}$, the sole dominant zero, is of multiplicity 1.
3. Overallocation in a simple buddy system. Suppose that a request for a block of memory of size $i$ results in the allocation of a block of memory of size $s_{i}$. Unless $s_{i}=i$ for all sizes of requests $i$, some memory will be wasted. If blocks of size $L_{n}$ may be allocated, then $s_{i}=L_{k}$ such that $L_{k-1}<i \leqq L_{k}$ (assuming that the $L_{n}$ are monotonically increasing). Given a distribution of request sizes, the average overallocation may be calculated.

If a distribution of requests which is uniform from 1 to $m$ is assumed, then the overallocation may be defined as $b_{m} / a_{m}$, where

$$
\begin{aligned}
& a_{m}=1+2+3+\cdots+m=\frac{1}{2} m(m+1) \\
& b_{m}=s_{1}+s_{2}+s_{3}+\cdots+s_{m}
\end{aligned}
$$

Since $s_{j}$ is constant for $L_{k-1}<j \leqq L_{k}$ the sum $b_{m}$, for $L_{k} \leqq m \leqq L_{k+1}$, may be expressed as

$$
b_{m}=L_{1}^{2}+\sum_{2 \leqq i \leqq k} L_{i}\left(L_{i}-L_{i-1}\right)+\alpha\left(L_{k+1}-L_{k}\right) L_{k+1}
$$

where $m=L_{k}+\alpha\left(L_{k+1}-L_{k}\right)$, and $0 \leqq \alpha \leqq 1$. The overallocation is then defined as $R(\alpha)=\lim _{m \rightarrow \infty} b_{m} / a_{m}$.

In a simple buddy system the block sizes $L_{k}$ are determined by the numbers $u_{k}$. Since the $u_{k}$ may not be monotonically increasing for small $k$, it is not possible to directly set $L_{k}=u_{k}$. (Consider, for example, the simple buddy system $u_{n}=$ $u_{n-1}+u_{n-3}$, which generates the sequence $1,1,1,2,3,4, \cdots$ or the system $u_{n}=$ $u_{n-2}+u_{n-3}$ and its sequence $1,0,1,1,1,2,2,3, \cdots$.) Since the $u_{k}$ eventually do become monotonic, however, it is true that $L_{k}=c_{1} x_{1}^{k}+O\left(k^{p-1}\left|z_{2}\right|^{k}\right)$, for large enough $k$, say $k \geqq k_{0}$, and for an appropriate constant $c_{1}$. Then $m$ satisfies

$$
m=L_{k}+\alpha\left(L_{k+1}-L_{k}\right)=c_{1} x_{1}^{k}\left(1+\alpha\left(x_{1}-1\right)\right)+O\left(k^{p-1}\left|z_{2}\right|^{k}\right)
$$

Furthermore, $b_{m}$ satisfies

$$
\begin{aligned}
b_{m}= & B_{1}+\sum_{k_{0}<i \leqq k} L_{i}\left(L_{i}-L_{i-1}\right)+\alpha\left(L_{k+1}-L_{k}\right) L_{k+1} \\
= & B_{1}+\sum_{k_{0}<i \leqq k}\left[c_{1}^{2} x_{1}^{2 i-1}\left(x_{1}-1\right)+O\left(x_{1}^{i} i^{p-1}\left|z_{2}\right|^{i}\right)\right]+c_{1}^{2} \alpha x_{1}^{2 k+1}\left(x_{1}-1\right) \\
& +O\left(x_{1}^{k} k^{p-1}\left|z_{2}\right|^{k}\right) \\
= & B_{1}+\frac{c_{1}^{2}\left(x_{1}^{2 k+1}-B_{2}\right)}{x_{1}^{2}-1}\left(x_{1}-1\right)+c_{1}^{2} \alpha x_{1}^{2 k+1}\left(x_{1}-1\right)+O\left(x_{1}^{k} k^{p-1}\left|z_{2}\right|^{k}\right) .
\end{aligned}
$$

In this equation, $B_{1}$ represents the contribution from the terms with small block size, where the sequence of $u_{k}$ may not be monotonic, and $B_{2}$ represents the contribution due to the bottom limit of the summation; $B_{1}$ and $B_{2}$ are both constant. The exact error term depends on the magnitude of $z_{2}$. (It is, in fact, given by the expression $O\left(1+x_{1}^{k} k^{p-1}\left|z_{2}\right|^{k}\right)$.) In any case, however, the limit of $b_{m} / x_{1}^{2 k}$ is well-defined and

$$
\lim _{\substack{m \rightarrow \infty \\ k \rightarrow \infty}} \frac{b_{m}}{x_{1}^{2 k}}=\frac{c_{1}^{2} x_{1}}{x_{1}+1}\left(1+\alpha\left(x_{1}^{2}-1\right)\right)
$$

Similarly, when $a_{m}$ is calculated, the exact error term depends on the magnitude of $z_{2}$. The limit of $a_{m} / x_{1}^{2 k}$, though, is well-defined and

$$
\lim _{\substack{m \rightarrow \infty \\ k \rightarrow \infty}} \frac{a_{m}}{x_{1}^{2 k}}=\frac{1}{2} c_{1}^{2}\left(1+\alpha\left(x_{1}-1\right)\right)^{2} .
$$

The overallocation of a simple buddy system is given by

$$
\begin{equation*}
R(\alpha)=\lim _{m \rightarrow \infty} \frac{b_{m}}{a_{m}}=\lim _{\substack{m \rightarrow \infty \\ k \rightarrow \infty}} \frac{b_{m} / x_{1}^{2 k}}{a_{m} / x_{1}^{2 k}}=\frac{2 x_{1}}{x_{1}+1} \frac{1+\alpha\left(x_{1}^{2}-1\right)}{\left(1+\alpha\left(x_{1}-1\right)\right)^{2}} . \tag{5}
\end{equation*}
$$

The minimum value of this function occurs when $\alpha=0$ or $\alpha=1$. It is easily seen that

$$
\begin{equation*}
R_{\min }=R(0)=R(1)=\frac{2 x_{1}}{x_{1}+1} . \tag{6}
\end{equation*}
$$

The function $R(\alpha)$ has an extremal value at $\alpha_{m}$ when $\alpha_{m}$ is chosen to make $R^{\prime}\left(\alpha_{m}\right)$ vanish. $R^{\prime}\left(\alpha_{m}\right)$ will be zero when

$$
\left(1+\alpha_{m}\left(x_{1}-1\right)\right)^{2}\left(x_{1}^{2}-1\right)-\left(1+\alpha_{m}\left(x_{1}^{2}-1\right)\right)\left(2\left(1+\alpha_{m}\left(x_{1}-1\right)\right)\left(x_{1}-1\right)\right)=0
$$

Upon simplification, this reduces to $\alpha_{m}=1 /\left(x_{1}+1\right)$ and thus
$R_{\max }=R\left(\frac{1}{x_{1}+1}\right)=\frac{2 x_{1}}{x_{1}+1} \frac{x_{1}}{\left[1+\left(x_{1}-1\right) /\left(x_{1}+1\right)\right]^{2}}=\frac{2 x_{1}^{2}\left(x_{1}+1\right)}{\left(2 x_{1}\right)^{2}}=\frac{1}{2}\left(x_{1}+1\right)$.
An "average" value $R_{\text {avg }}$ for the overallocation of a buddy system may be found by letting the memory size be a random variable over the positive integers. Since every particular memory size corresponds to a particular value of $\alpha$, it is tempting to take the integral of $R(\alpha)$ from $\alpha=0$ to $\alpha=1$ as the average value $R_{\text {avg. }}$.

This implies that $\alpha$ is uniformly distributed in $[0,1]$. However this is not true. It is well known that the leading digits of the normalized fraction parts of random numbers are not uniformly distributed [4]. In particular, the probability that a randomly chosen real number written in base $b$ has leading digits $<r$, where $1<r<b$, is $\log _{b} r$. Thus the leading digits are logarithmically distributed.

In the present case, $m \approx c_{1} x_{1}^{n}\left(1+\alpha\left(x_{1}-1\right)\right)$ and the quantity $1+\alpha\left(x_{1}-1\right)$ acts as a "leading digit." The probability distribution function of $\alpha$ is $F(\alpha)=$ $\log _{x_{1}}\left(1+\alpha\left(x_{1}-1\right)\right)$, and thus the probability density function for a particular value $\alpha$ is given by

$$
f(\alpha)=\frac{d}{d \alpha}\left(\log _{x_{1}}\left(1+\alpha\left(x_{1}-1\right)\right)\right)=\frac{\left(x_{1}-1\right)}{\left(\ln x_{1}\right)\left(1+\alpha\left(x_{1}-1\right)\right)} .
$$

This may be used as a weight function and multiplied by $R(\alpha)$ before taking the integral to get $R_{\text {avg. }}$. The integral may be calculated using elementary calculus and yields the following expression:

$$
\begin{align*}
R_{\mathrm{avg}}= & \int_{0}^{1} \frac{\left(x_{1}-1\right) R(\alpha)}{\left(\ln x_{1}\right)\left(1+\alpha\left(x_{1}-1\right)\right)} d \alpha \\
= & \frac{2 x_{1}\left(x_{1}-1\right)}{\left(x_{1}+1\right)\left(\ln x_{1}\right)} \int_{0}^{1} \frac{\left(1+\alpha\left(x_{1}^{2}-1\right)\right)}{\left(1+\alpha\left(x_{1}-1\right)\right)^{3}} d \alpha \\
= & \frac{2 x_{1}\left(x_{1}-1\right)}{\left(x_{1}+1\right)\left(\ln x_{1}\right)}\left\{\frac{-1}{2\left(x_{1}-1\right)\left(1+\alpha\left(x_{1}-1\right)\right)^{2}}\right. \\
& \quad+\left(x_{1}+1\right)\left[\frac{-1}{\left(x_{1}-1\right)\left(1+\alpha\left(x_{1}-1\right)\right)}\right.  \tag{8}\\
& \left.\left.\quad+\frac{1}{2\left(x_{1}-1\right)\left(1+\alpha\left(x_{1}-1\right)\right)^{2}}\right]\right\}_{0}^{1} \\
= & \frac{2 x_{1}\left(x_{1}-1\right)}{\left(x_{1}+1\right)\left(\ln x_{1}\right)}\left[\frac{x_{1}+1}{2 x_{1}^{2}}+\left(x_{1}+1\right) \frac{x_{1}-1}{2 x_{1}^{2}}\right] \\
= & \frac{x_{1}-1}{\ln x_{1}} .
\end{align*}
$$

An alternative derivation of $R_{\text {avg }}$ can be obtained by expressing $m$ in terms of a parameter $\beta$, so that $m=L_{k}\left(L_{k+1} / L_{k}\right)^{\beta} \approx c_{1} x_{1}^{k+\beta}$. Then a random value of $m$ leads to a value of $\beta$ which is uniformly distributed in [0,1]. The parameter $\beta$ satisfies $x_{1}^{\beta}=1+\alpha\left(x_{1}-1\right)$, and therefore $\alpha=\left(x_{1}^{\beta}-1\right) /\left(x_{1}-1\right) . R(\alpha)$ may be rewritten as

$$
\begin{equation*}
R(\beta)=\frac{2 x_{1}}{x_{1}+1} \frac{1+\left(x_{1}^{\beta}-1\right)\left(x_{1}+1\right)}{x_{1}^{2 \beta}} \tag{9}
\end{equation*}
$$

and $R_{\text {avg }}$ may be calculated as

$$
\begin{aligned}
\mathrm{R}_{\mathrm{avg}} & =\int_{0}^{1} R(\beta) d \beta \\
& =\frac{2 x_{1}}{x_{1}+1} \int_{0}^{1} \frac{1+\left(x_{1}^{\beta}-1\right)\left(x_{1}+1\right)}{x_{1}^{2 \beta}} d \beta \\
& =\frac{2 x_{1}}{x_{1}+1}\left\{\left(x_{1}+1\right) \frac{x_{1}^{-\beta}}{-\ln x_{1}}-x_{1} \frac{x_{1}^{-2 \beta}}{-2 \ln x_{1}}\right\}_{0}^{1} \\
& =\frac{2 x_{1}}{\left(x_{1}+1\right)\left(\ln x_{1}\right)}\left\{\left(x_{1}+1\right)\left(1-\frac{1}{x_{1}}\right)-\frac{1}{2} x_{1}\left(1-\frac{1}{x_{1}^{2}}\right)\right\} \\
& =\frac{x_{1}-1}{\ln x_{1}}
\end{aligned}
$$

That these two integrals are actually formally the same can be seen by noting that

$$
x_{1}^{\beta} \ln x_{1} d \beta=\left(x_{1}-1\right) d \alpha, \quad \text { or } \quad d \beta=\frac{\left(x_{1}-1\right)}{\left(\ln x_{1}\right)\left(1+\alpha\left(x_{1}-1\right)\right)} d \alpha .
$$

Thus the two expressions for $R_{\text {avg }}$ are equivalent.
4. Generalized Zipf distribution. In § 3 it was assumed that the sizes of requested blocks were uniformly distributed from 1 to $m$. The method can be generalized to find the overallocation of a simple buddy system with other distributions of request sizes. Suppose that the probability of a request of size $i$ is $p_{i}$. (Since this is a probability function, $\sum p_{i}=1$.) The quantity $a=\sum i p_{i}$ gives the mean request size, and the quantity $b=\sum p_{i} s_{i}$ gives the mean allocated size. The overallocation is then given by $R=b / a$. For the uniform distribution already discussed, $p_{i}=1 / m$ for $1 \leqq i \leqq m$, and 0 otherwise; the expressions reduce to their previous values.

The calculations can also be easily made for a class of distributions related to Zipf's law. Let $p_{i}=c / i^{\theta}$ for $1 \leqq i \leqq m$, and $p_{i}=0$ otherwise. If $\theta=0$, this is the uniform distribution; if $\theta=1$, it is Zipf's law. The constant $c=1 / H_{m}^{(\theta)}$ is a normalizing constant chosen to make $\sum p_{i}=1 ; H_{m}^{(\theta)}$ is the $m$ th harmonic number of order $\theta$, defined by

$$
H_{m}^{(\theta)}=\sum_{1 \leqq i \leqq m} \frac{1}{i^{\theta}}
$$

The mean request size is given by

$$
a_{m}=\sum_{1 \leqq i \leqq m} i p_{i}=\sum_{1 \leqq i \leqq m} c i \frac{1}{i^{\theta}}=\sum_{1 \leqq i \leqq m} c \frac{1}{i^{\theta-1}}=c H_{m}^{(\theta-1)} .
$$

The mean allocated block size is calculated as

$$
\begin{aligned}
b_{m} & =L_{1} \sum_{1 \leqq j \leqq L_{1}} p_{j}+\sum_{2 \leqq i \leqq k} L_{i} \sum_{L_{i-1}<j \leqq L_{i}} p_{j}+L_{k+1} \sum_{L_{k}<j \leqq m} p_{j} \\
b_{m} / c & =L_{1} H_{L_{1}}^{(\theta)}+\sum_{2 \leqq i \leqq k} L_{i}\left(H_{L_{i}}^{(\theta)}-H_{L_{i-1}}^{(\theta)}\right)+L_{k+1}\left(H_{m}^{(\theta)}-H_{L_{k}}^{(\theta)}\right) .
\end{aligned}
$$

The asymptotic expression for $H_{m}^{(\theta)}, \theta \neq 1$, is [5]

$$
H_{m}^{(\theta)}=\zeta(\theta)+m^{1-\theta} /(1-\theta)+\frac{1}{2} m^{-\theta}-\cdots
$$

where $\zeta(\theta)$ is a constant (Reimann's zeta function). Thus, if $\theta \neq 1$, the following expressions are valid:

$$
\begin{aligned}
H_{L_{i}}^{(\theta)}-H_{L_{i-1}}^{(\theta)} & \approx \frac{1}{(1-\theta)}\left(\left(c_{1} x_{1}^{i}\right)^{1-\theta}-\left(c_{1} x_{1}^{i-1}\right)^{1-\theta}\right) \\
& =\frac{c_{1}^{1-\theta} x_{1}^{(i-1)(1-\theta)}}{(1-\theta)}\left(x_{1}^{1-\theta}-1\right), \\
H_{m}^{(\theta)}-H_{L_{k}}^{(\theta)} & \approx \frac{c_{1}^{1-\theta} x_{1}^{k(1-\theta)}}{(1-\theta)}\left(x_{1}^{\beta(1-\theta)}-1\right) .
\end{aligned}
$$

(As before, the block sizes $L_{i}$ are given by $L_{i} \approx c_{1} x_{1}^{i}$ and $m$ satisfies $m=L_{k}+$ $\left.\alpha\left(L_{k+1}-L_{k}\right) \approx c_{1} x_{1}^{k}\left(1+\alpha\left(x_{1}-1\right)\right)=c_{1} x_{1}^{k+\beta}.\right)$

Completing the calculation for $b_{m} / c$ (again ignoring the constant contribution from small block sizes and the bottom limit of the summation) leads to the following expression:

$$
\begin{aligned}
b_{m} / c & \approx \frac{c_{1}^{2-\theta}}{1-\theta}\left\{\sum_{i \leq k} x_{1}^{(i-1)(1-\theta)+i}\left(x_{1}^{1-\theta}-1\right)+x_{1}^{k+1} x_{1}^{k(1-\theta)}\left(x_{1}^{\beta(1-\theta)}-1\right)\right\} \\
& =\frac{c_{1}^{2-\theta}}{1-\theta}\left\{\frac{x_{1}^{1-\theta}-1}{x_{1}^{2-\theta}-1} x_{1}^{k(1-\theta)+k+1}+x_{1}^{k+1+k(1-\theta)}\left(x_{1}^{\beta(1-\theta)}-1\right)\right\} \\
& =\frac{c_{1}^{2-\theta}}{1-\theta} x_{1}^{2 k+1-k \theta}\left\{\frac{x_{1}^{1-\theta}-1}{x_{1}^{2-\theta}-1}+x_{1}^{\beta(1-\theta)}-1\right\} .
\end{aligned}
$$

The asymptotic value of $a_{m}$, if $\theta \neq 2$, is given by

$$
a_{m} / c=H_{m}^{(\theta-1)} \approx \frac{\left(c_{1} x_{1}^{k+\beta}\right)^{2-\theta}}{2-\theta}=\frac{c_{1}^{2-\theta}}{2-\theta} x_{1}^{2 k-\theta k+\beta(2-\theta)} .
$$

Therefore, the overallocation as a function of $\beta$ can be given by

$$
\begin{equation*}
R(\beta)=\frac{(2-\theta) x_{1}}{(1-\theta)} \frac{\left\{\left(x_{1}^{1-\theta}-1\right) /\left(x_{1}^{2-\theta}-1\right)+x_{1}^{\beta(1-\theta)}-1\right\}}{x_{1}^{\beta(2-\theta)}} . \tag{10}
\end{equation*}
$$

When $\theta=0$ this expression reduces to the previously determined formula (9) for the overallocation under a uniform request distribution. When $\theta=1$ or $\theta=2$, however, the expression is invalid.

If $\theta=1$ the expression is indeterminate and its value may be calculated by l'Hôpital's rule:

$$
\begin{equation*}
R_{\theta=1}(\beta)=\frac{x_{1} \ln x_{1}}{x_{1}-1} \frac{1+\beta\left(x_{1}-1\right)}{x_{1}^{\beta}} \tag{11}
\end{equation*}
$$

Alternatively, the proper asymptotic series for $H_{m}^{(1)}$ may be used [3]: $H_{m}^{(1)}=$ $\ln m+\gamma+1 /(2 m)-1 /\left(12 m^{2}\right)+\cdots$. Then the following expressions hold:

$$
\begin{aligned}
& H_{L_{i}}^{(1)}-H_{L_{i-1}}^{(1)} \approx \ln \left(c_{1} x_{1}^{i}\right)-\ln \left(c_{1} x_{1}^{i-1}\right)=\ln x_{1}, \\
& H_{m}^{(1)}-H_{L_{k}}^{(1)} \approx \ln \left(c_{1} x_{1}^{k+\beta}\right)-\ln \left(c_{1} x_{1}^{k}\right)=\beta \ln x_{1} .
\end{aligned}
$$

Thus, $b_{m} / c$ and $a_{m} / c$ are given by the following expressions:

$$
\begin{aligned}
& \frac{b_{m}}{c} \approx \frac{c_{1} x_{1}^{k+1}}{x_{1}-1} \ln x_{1}+c_{1} x_{1}^{k+1} \beta \ln x_{1}, \\
& \frac{a_{m}}{c}=\sum_{1 \leqq i \leq m} i \frac{1}{i}=m \approx c_{1} x_{1}^{k+\beta},
\end{aligned}
$$

and this also leads to (11).
When $\theta=2$, use of l'Hôpital's rule gives

$$
\begin{equation*}
R_{\theta=2}(\beta)=\frac{x_{1}-1}{\ln x_{1}} \tag{12}
\end{equation*}
$$

Alternatively, it is easily shown that, when $\theta=2$, the following expressions are satisfied:

$$
\begin{gathered}
H_{L_{i}}^{(2)}-H_{L_{i-1}}^{(2)} \approx-\left(c_{1} x_{1}^{i}\right)^{-1}+\left(c_{1} x_{1}^{i-1}\right)^{-1}=\left(c_{1} x_{1}^{i}\right)^{-1}\left(x_{1}-1\right), \\
\sum_{k} L_{i}\left(H_{L_{i}}^{(2)}-H_{L_{i-1}}^{(2)}\right) \approx \sum_{k}\left(x_{1}-1\right)=\text { const. }+k\left(x_{1}-1\right) .
\end{gathered}
$$

Thus, $b_{m} / c$ and $a_{m} / c$ are given by the expressions

$$
\begin{aligned}
& b_{m} / c=\text { const. }+k\left(x_{1}-1\right)-x_{1}\left(x_{1}^{-\beta}-1\right) \\
& a_{m} / c=H_{m}^{(1)}=\ln m+\gamma+\cdots \approx(k+\beta) \ln x_{1}
\end{aligned}
$$

and these expressions lead also to (12). (Note that for $\theta=2$ the overallocation is not a function of $\beta$.)

If $\theta>2$ then $a_{m}$ converges to a finite limit, and the methods of this paper are not directly applicable; the overallocation will depend not on the asymptotic behavior of the block sizes, but rather on the actual beginning values of the sequence $L_{i}$.

The minimum value of $R(\beta)$ satisfies $R(0)=R(1)=R_{\text {min }}$ and is given by the following formulas:

$$
\begin{align*}
& R_{\min }=\frac{(2-\theta) x_{1}}{1-\theta} \frac{x_{1}^{1-\theta}-1}{x_{1}^{2-\theta}-1}=\frac{2-\theta}{1-\theta} \frac{1-x_{1}^{\theta-1}}{1-x_{1}^{\theta-2}}, \\
& R_{\min }(\theta=1)=\frac{x_{1} \ln x_{1}}{x_{1}-1}, \tag{13}
\end{align*}
$$

$$
R_{\min }(\theta=2)=\frac{x_{1}-1}{\ln x_{1}}
$$

The maximum value of $R(\beta)$ is more difficult to obtain. The maximum is obtained at a value $\beta_{m}$ given by $R^{\prime}\left(\beta_{m}\right)=0$. Evaluating this expression shows that $\beta_{m}$ satisfies

$$
x_{1}^{\beta_{m}(1-\theta)}=\left\{1-\frac{x_{1}^{1-\theta}-1}{x_{1}^{2-\theta}-1}\right\}(2-\theta) .
$$

By substituting this expression in the formula for $R(\beta)$, it is seen that $R_{\text {max }}$ is given by

$$
\begin{equation*}
R_{\max }=R\left(\beta_{m}\right)=x_{1} / x_{1}^{\beta_{m}}=x_{1}\left\{\left[1-\frac{x_{1}^{1-\theta}-1}{x_{1}^{2-\theta}-1}\right](2-\theta)\right\}^{-1 /(1-\theta)} . \tag{14}
\end{equation*}
$$

When $\theta=1$ the following expressions are obtained:

$$
\begin{aligned}
\beta_{m} & =\frac{1}{\ln x_{1}}-\frac{1}{x_{1}-1}, \\
R_{\max }(\theta=1) & =\frac{x_{1}}{e} x_{1}^{1 /\left(x_{1}-1\right)} .
\end{aligned}
$$

When $\theta=2, R_{\text {max }}$ is independent of $\beta$ and $R_{\max }=\left(x_{1}-1\right) / \ln x_{1}$.
The integral from $\beta=0$ to $\beta=1$ gives an average value for the overallocation

$$
\begin{aligned}
R_{\mathrm{avg}} & =\int_{0}^{1} R(\beta) d \beta \\
& =\frac{(2-\theta) x_{1}}{(1-\theta)}\left\{\left[\frac{x_{1}^{1-\theta}-1}{x_{1}^{2-\theta}-1}-1\right] \int_{0}^{1} x_{1}^{-\beta(2-\theta)} d \beta+\int_{0}^{1} x_{1}^{-\beta} d \beta\right\} \\
& =\frac{(2-\theta) x_{1}}{(1-\theta) \ln x_{1}}\left\{\frac{\left[\left(x_{1}^{2-\theta}-1\right)-\left(x_{1}^{1-\theta}-1\right)\right]\left(x_{1}^{\theta-2}\right)\left(x_{1}^{2-\theta}-1\right)}{\left(x_{1}^{2-\theta}-1\right)(\theta-2)}+\frac{x_{1}-1}{x_{1}}\right\} \\
& =\frac{(2-\theta)\left(x_{1}-1\right)}{(1-\theta) \ln x_{1}}\left\{\frac{1}{\theta-1}+1\right\} \\
& =\frac{x_{1}-1}{\ln x_{1}} .
\end{aligned}
$$

Thus the expected value of the overallocation ratio is independent of the parameter $\theta$.
5. Discussion of analytic results. The overallocation in a simple buddy system depends on the largest real root $x_{1}$ of the corresponding characteristic equation, on the size $m$ of the maximum request (through the parameters $\alpha$ and $\beta$ ), and on the distribution of request sizes (through the parameter $\theta$ ).

For a particular simple buddy system, i.e., a given value of $x_{1}$, expressions (6) and (7) give $R_{\min }$ and $R_{\max }$, the minimum and maximum amounts of overallocation due to internal fragmentation. Whether the actual overallocation is given by
either of these bounds, or instead by some intermediate value, depends on the size $m$ of the maximum request. If the value of $m$ is unknown, it is reasonable to choose $m$ randomly; then the expected value of overallocation is given by expression (8) for $R_{\text {avg }}$. The value of $R_{\min }, R_{\max }$, and $R_{\text {avg }}$ are plotted in Fig. 1 as a function of $x_{1}$. Note that $x_{1}$ need never be larger than 2 , since the binary buddy system ( $u_{n}=2 u_{n-1}$, or $x_{1}=2$ ) has less overallocation than any simple buddy scheme with $x_{1}>2$.


Fig. 1. $R_{\text {min }}, R_{\max }$, and $R_{\text {avg }}$ vs. $x_{1}$
As $x_{1}$ approaches 1 , the overallocation also approaches 1 . Intuitively, as $x_{1}$ approaches 1 , there is a larger number of block sizes that are available to be allocated and there is therefore a higher probability of being able to allocate a block of exactly the requested size; the waste due to assigning a block that is larger than requested is reduced. The expressions for $R_{\text {min }}, R_{\text {max }}$, and $R_{\text {avg }}$ can be expanded around the point $x_{1}=1$ to better illustrate the limiting behavior as $x_{1}$ approaches 1 .

$$
\begin{aligned}
R_{\min }(\theta=0) & =\frac{2 x_{1}}{x_{1}+1} \\
& =1+\frac{1}{2}\left(x_{1}-1\right)-\frac{\left(x_{1}-1\right)^{2}}{4}+\frac{\left(x_{1}-1\right)^{3}}{8}-\frac{\left(x_{1}-1\right)^{4}}{16}+\cdots, \\
R_{\text {avg }}(\text { all } \theta) & =\frac{x_{1}-1}{\ln x_{1}} \\
& =1+\frac{1}{2}\left(x_{1}-1\right)-\frac{\left(x_{1}-1\right)^{2}}{12}+\frac{\left(x_{1}-1\right)^{3}}{24}-\frac{19\left(x_{1}-1\right)^{4}}{720}+\cdots, \\
R_{\max }(\theta=0) & =\frac{1}{2}\left(x_{1}+1\right)=1+\frac{1}{2}\left(x_{1}-1\right) .
\end{aligned}
$$

The functions plotted in Fig. 1 represent the widest bounds that can be placed on overallocation. This occurs for a uniform request distribution, when $\theta=0$ in the parameterized Zipf distribution. The dependence of the overallocation on the maximum request size for different values of $\theta$, i.e., different request distributions, is shown in Fig. 2. Figure 2a gives a family of curves showing the overallocation for a binary buddy system ( $x_{1}=2$ ) for various values of $\theta$. The $x$-axis represents the maximum size of a requested block and is the parameter $\beta$; the $y$-axis shows the resulting overallocation. The curve with the widest excursions is the plot for a uniform distribution of requests; the minimum value is $1.33 \cdots$ and the maximum value is 1.5 . As $\theta$ increases the minimum value of overallocation increases and the maximum value decreases. When $\theta=2$ the overallocation is constant and


Fig. 2a. Overallocation in the binary buddy system $\left(x_{1}=2\right)$
is equal to $R_{\text {avg }}$. Fig. 2 b shows the same function for a Fibonacci buddy system $\left(x_{1}=\varphi=1.618 \cdots\right)$. The two graphs are almost identical; note, however, the difference in vertical scale between the graphs for the binary buddy system and the Fibonacci buddy system.

In Fig. 3, the values of $R_{\text {min }}$ and $R_{\text {max }}$ are plotted as a function of $\theta$, for $\theta$ in the range $0 \leqq \theta \leqq 2$, for three separate simple buddy systems: binary buddy, Fibonacci buddy, and a hypothetical buddy system with $x_{1}=1.3$. (This approximates the simple buddy system defined by $u_{n}=u_{n-1}+u_{n-6}$, for which $x_{1}=1.285 \cdots$, and which has block sizes $1,2,3,4,5,6,7,9,12,16,21,27,34,43,55, \cdots)$. Again it is clear that, as $\theta$ approaches the value $2, R_{\min }$ and $R_{\max }$ both approach the expected value $R_{\text {avg }}$.
6. Conclusions. Whether or not the analytic results presented in this paper have any practical significance depends on several factors.


Fig. 2b. Overallocation in the Fibonacci buddy system $\left(x_{1}=\varphi=1.618 \cdots\right)$


FIG. 3. $R_{\min }$ and $R_{\max }$ for three simple buddy systems
One of the most important of these factors concerns the assumed distribution of request sizes. The parameterized Zipf distribution was used in the analysis largely because it was mathematically tractable. At the same time, it represents a large family of request distributions with the not-unreasonable property that the frequency of requests decreases as the size of the requested block increases. The most remarkable aspect of the Zipf request distribution, however, is that the expected value of the overallocation is independent of the parameter $\theta$. Regardless of
the rapidity with which the frequency of requests decreases with increasing block size, the expected value of overallocation remains the same. Intuitively, this would seem to indicate a relative insensitivity of simple buddy systems to the actual request distribution. Furthermore, it indicates that execution time variations in the actual request distribution may not be overly significant. Thus, in many cases it may be possible to estimate the overallocation due to internal fragmentation without possessing detailed information about the precise usage patterns of the system.

| University of Maryland |  | Brigham Young University |  | CP-67 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Size | CDF(\%) | Size | CDF(\%) | Size | PDF(\%) |
| 2 | 0.0 | 3 | 0.0 | 1 | 11.1 |
| 8 | 36.0 | 16 | 6.4 | 2 | 0.2 |
| 10 | 44.0 | 32 | 16.8 | 3 | 3.7 |
| 15 | 54.0 | 48 | 27.6 | 4 | 24.8 |
| 25 | 84.0 | 64 | 40.0 | 5 | 21.9 |
| 30 | 94.0 | 80 | 45.8 | 6 | 0.3 |
| 35 | 96.5 | 96 | 62.7 | 7 | 0.6 |
| 40 | 97.5 | 112 | 82.6 | 8 | 11.2 |
| 50 | 98.5 | 128 | 94.9 | 9 | 2.0 |
| 70 | 99.3 | 144 | 95.3 | 10 | 4.1 |
| 100 | 99.6 | 160 | 95.7 | 11 | 0.2 |
| 200 | 100.0 | 176 | 96.1 | 12 | 0.2 |
|  |  | 192 | 96.4 | 17 | 0.9 |
|  |  | 208 | 97.0 | 18 | 1.9 |
|  |  | 224 | 98.3 | 21 | 0.2 |
|  |  | 256 | 99.4 | 23 | 0.3 |
|  |  | 272 | 99.6 | 27 | 0.1 |
|  |  | 304 | 99.8 | 29 | 15.6 |
|  |  | 352 | 99.9 | 31 | 0.4 |
|  |  | 511 | 100.0 | 50 | 0.3 |

Fig. 4. Actual request distributions

To test the analytic results of this paper against more practical situations, published data for three actual request distributions was used. These distributions, listed in Fig. 4, were the distribution of buffer requests for the UNIVAC 1108 Exec 8 system at the University of Maryland [1], the distribution of partition size requests on the IBM 360/65 OS MVT system at Brigham Young University [8], and the distribution of memory requests on an IBM CP-67 system [7], [8]. The Maryland and BYU distributions are described by cumulative distribution functions; the probability density function is assumed to be linear between tabulated points. The CP-67 request distribution is described by a probability density function; the probability of a request for a block whose size is not tabulated is zero.

In each case, the actual internal fragmentation, as represented by the actual overallocation, was calculated by the formula $R=\sum p_{i} s_{i} / \sum i p_{i}$ where the probabilities $p_{i}$ were determined by the request distributions of Fig. 4 and the $s_{i}$ are the block sizes for the particular buddy system. Three buddy systems were tested:
binary buddy, Fibonacci buddy, and a simple buddy system defined by $u_{n}=$ $u_{n-1}+u_{n-3}$ (denoted F-2 below). The actual overallocation and the overallocation predicted by the analytic approximations of this paper are shown in Fig. 5.

The predicted analytic values for the Maryland and BYU distributions are not far from, and in fact somewhat overestimate, the actual values for overallocation. Note that the actual overallocation, as well as the predicted overallocation, decreases as $x_{1}$ becomes closer to 1, i.e., in the order binary buddy, Fibonacci buddy, F-2. On the other hand, the CP-67 distribution, which does not even approximate a decreasing probability of block request with increasing block size, is not well described by the predicted values.

| Buddy system | Distribution | Overallocation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Actual | Predicted |  |  |
|  |  |  | $R_{\text {min }}$ | $R_{\text {avg }}$ | $R_{\text {max }}$ |
| Binary | U. Maryland | 1.38 | 1.33 | 1.44 | 1.50 |
|  | BYU | 1.29 |  |  |  |
|  | CP-67 | 1.22 |  |  |  |
| Fibonacci | U. Maryland | 1.25 | 1.24 | 1.29 | 1.39 |
|  | BYU | 1.28 |  |  |  |
|  | CP-67 | 1.15 |  |  |  |
| F-2 | U. Maryland | 1.18 | 1.19 | 1.22 | 1.23 |
|  | BYU | 1.19 |  |  |  |
|  | CP-67 | 1.27 |  |  |  |

Fig. 5. Overallocation using actual distributions
Of course, internal fragmentation is only one aspect of the problem of dynamic storage allocation. External fragmentation can also lead to the loss of usable memory. Previous work by Randell [9] and Knuth [3] seems to show that internal fragmentation is often more important than external fragmentation in determining the memory utilization of a dynamic storage algorithm. On the other hand, simulation studies by Peterson and Norman [8] on buddy systems characterized by $u_{n}=u_{n-1}+u_{n-p}$ indicate that, at least in some cases, as memory lost to internal fragmentation decreases, the amount of memory lost to external fragmentation increases. According to their results, as much as $35-40 \%$ of memory may remain unusable due to a combination of both internal and external fragmentation.

Current analyses of external fragmentation have not yet been sufficiently developed to determine in what circumstances the above observation of constant total fragmentation may occur. Until they are, the bounds and estimates on overallocation due to internal fragmentation presented here will help act as guidelines in designing buddy systems for dynamic storage allocation.
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# A NEW ALGORITHM FOR MINIMUM COST BINARY TREES* 
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#### Abstract

A new algorithm for constructing minimum cost binary trees in $O(n \log n)$ time is presented. The algorithm is similar to the well-known Hu-Tucker algorithm. Our proof of validity is based on finite variational methods and is therefore quite different and somewhat simpler than the proof for the Hu-Tucker algorithm. Our proof also yields some additional information about the structure of minimum cost binary trees. This permits a linear time implementation of our algorithm in a special case.
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Introduction. We shall be concerned here with the class $\mathscr{T}$ of binary trees with positive real numbers appended at their terminal nodes. Examples of such trees are shown in Fig. 1.




Fig. 1
The class $\mathscr{T}$ can be defined as the smallest class which satisfies the following:

1) Each positive real is in $\mathscr{T}$.
2) If $T_{1}$ and $T_{2}$ are in $\mathscr{T}$ then $T_{1 \vee} T_{2}$ is in $\mathscr{T}$.

To each tree $T$ in $\mathscr{T}$ we associate a weighted path length or cost which we will refer to as $w(T)$ and which is defined by the formula

$$
w(T)=\sum_{\nu=1}^{n} h_{\nu} p_{\nu}
$$

where $p_{1}, p_{2}, \cdots, p_{n}$ are the numbers appearing at the terminal nodes ${ }^{1}$ of $T$ and $h_{1}, h_{2}, \cdots, h_{n}$ are their respective "levels". More precisely $h_{\nu}$ is by definition equal to the number of nonterminal nodes we encounter in the path leading from the root of $T$ to the terminal node of $p_{\nu}$.

For instance, for the trees in Fig. 1 we have

$$
\begin{aligned}
& w(A)=2 \cdot 3+2 \cdot 4+1 \cdot 1=15 \\
& w(B)=1 \cdot 2+1 \cdot 3=5 \\
& w(C)=2 \cdot 5+3 \cdot 1+3 \cdot 2+1 \cdot 3=22
\end{aligned}
$$

[^84]A problem which occurs in applications is that of constructing a tree which is of minimum cost among all $T \in \mathscr{T}$ which have given positive reals $p_{1}, p_{2}, \cdots, p_{n}$ (in the given order) at their terminal nodes. We will refer to these minimum cost trees as minimal trees.

Several algorithms have been devised for constructing such minimal trees (see [1], [2] and [4]). The most widely accepted of these is due to Hu and Tucker (see [5, pp. 433-447]).

In this paper, by a systematic use of the "variational" technique we obtain some information about the structure of minimal trees. As a consequence we derive a new algorithm closely related to the Hu-Tucker algorithm but easier to justify. To do this we develop a language that is somewhat more amenable to computations than drawings of trees.

The paper is divided into five sections. In the first section we describe the algorithm. In the second we introduce the language and some of the notation. In the third section we state the main results. In the fourth section we give the proofs. Finally, in the last section we derive some further consequences, including a few comments on how the algorithm can be implemented.

1. The algorithm. The algorithm is composed of two parts. In the first part starting from the given numbers

$$
p_{1}, p_{2}, \cdots, p_{n}
$$

we construct a binary tree $T_{B} \in \mathscr{T}$ which has a permutation

$$
p_{\sigma_{1}}, p_{\sigma_{2}}, \cdots, p_{\sigma_{n}}
$$

of the given numbers at the terminal nodes. In general this permutation is not the identity, so $T_{B}$ is bad (not a solution).

In the second part we construct the good tree $T_{G} \in \mathscr{T}$ which has $p_{1}, p_{2}, \cdots, p_{n}$ at its terminal nodes (in the right order) and where each $p_{\nu}$ appears in $T_{G}$ at the same level it appeared in $T_{B}$.

The reader familiar with the Hu -Tucker algorithm will find that this second part is the same in both algorithms. In addition, it can be shown that the tree $T_{B}$ produced by the first part of our algorithm is very closely related to that given by the first part of the Hu -Tucker algorithm. The tree $T_{B}$ is obtained in steps and each step is identical. We start with a list of given numbers

$$
p_{1}, p_{2}, \cdots, p_{n}
$$

and produce a new list of $n-1$ numbers by the following procedure.

1) We locate the right-most minimal sum pair of adjacent entries. Let that be $p_{i-1}, p_{i}{ }^{2}$
2) We next locate the first entry (if any) to the right of $p_{i}$ that is greater than or equal to $p_{i-1}+p_{i}$. Let that be $p_{i+k+1}$. Then the new list is

$$
p_{1}, p_{2}, \cdots, p_{i-2}, p_{i+1}, \cdots, p_{i+k},\left(p_{i-1}+p_{i}\right), p_{i+k+1}, \cdots, p_{n}
$$
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$$
p_{1}, p_{2}, \cdots, p_{i-2}, p_{i+1}, \cdots, p_{n},\left(p_{i-1}+p_{i}\right)
$$

Each of these steps generates a node of $T_{B}$. After $n-1$ steps we are left with just one number in the list and the first part of the algorithm is completed. To obtain the desired tree $T_{B}$ from these lists, assuming that we do it by hand, we draw dotted lines joining our entries (to keep track of them as they move about) and solid lines joining $p_{i-1}$ to $p_{i-1}+p_{i}$, and $p_{i}$ to $p_{i-1}+p_{i}$.

Once we are finished the tree $T_{B}$ can be immediately read off the resulting picture. This is best understood when carried out on a specific example. For instance, if we start with the numbers

$$
53322234
$$

and follow our recipe we end up with Fig. 2.
This is actually a badly drawn picture of the binary tree $T_{B}$ which is to be the result of the first part of our construction.

Our tree $T_{B}$ is, indeed, none other than the one obtained by untangling the lines in Fig. 2, i.e. $T_{B}$ is the tree:


The good tree $T_{G}$ we are seeking is then the unique tree whose terminal nodes labeled

$$
\begin{equation*}
53322234 \tag{1.1}
\end{equation*}
$$

appear at the same level as they do in $T_{B}$. (It is part of the burden of proof that such a tree does indeed exist).

To obtain these levels we need not (in fact, it is better not to) draw the untangled picture of $T_{B}$. They can simply be read off the Fig. 2 by counting for each entry the number of solid lines encountered as we go along the tree from that entry down to the root.

In the present example, for the entries in (1.1) we obtain the respective levels

$$
\begin{equation*}
23334433 . \tag{1.2}
\end{equation*}
$$

A simple construction then yields that in this case the desired tree $T_{G}$ is Fig. 3.
Perhaps the simplest way to obtain $T_{G}$ from the list of levels is to draw dotted lines to represent each of the levels. Then place the entries one after the other at their respective levels. Then level by level, (starting from the highest level, and
proceeding on down) from left to right we join pairs of roots of previously obtained subtrees until we are left with just one tree. Thus Fig. 3 can be viewed as the end product of the following sequence of figures (Figs. 4-6).
2. The language. To simplify our presentation we shall represent our trees as words of a language $\mathscr{L}$ whose syntax follows very closely the syntax of our family $\mathscr{T}$ of binary trees.

The precise definition of $\mathscr{L}$ can be given as follows:

1) Alphabet. (a) The 3 symbols "(", " $\wedge$ " and ")" are in the alphabet.
(b) Every positive real is in the alphabet.
2) Syntax. (a) Every positive real is a word in $\mathscr{L}$.
(b) If $T_{1}$ and $T_{2}$ are words in $\mathscr{L}$ then $\left(T_{1} \wedge T_{2}\right)$ is a word in $\mathscr{L}$.


Fig. 2


Fig. 3


Fig. 4


Fig. 5


Fig. 6

For instance, if this language is used the trees $A, B$ and $C$ of Fig. 1 are represented by the words in $\mathscr{L}$ :

$$
A=((3 \wedge 4) \wedge 1), \quad B=(2 \wedge 3), \quad C=((5 \wedge(1 \wedge 2)) \wedge 3)
$$

Sometimes it will be convenient to use an abbreviation in writing parentheses. To this end the symbol " ${ }_{h}[$ ", where $h$ is a nonnegative integer, is to mean a string of $h$ consecutive left parentheses "(".

Similarly " $]_{h}$ " is to mean a string of $h$ consecutive right parentheses ")".
For instance, instead of

$$
((3 \wedge(1 \wedge 2)) \wedge((5 \wedge 6) \wedge 3))
$$

we can also write

$$
\left.\underset{2}{[3 \wedge}(1 \wedge 2]{ }_{2}{ }_{2}[5 \wedge 6) \wedge 3\right] .
$$

Before we can state our results we need to introduce some further notation.
Definition 2.1. If $T_{1}, T_{2}, \cdots, T_{n}$ are words in $\mathscr{L}$, by $\mathscr{S}\left(T_{1}, T_{2}, \cdots, T_{n}\right)$ we mean the set of all words in $\mathscr{L}$ that can be obtained by inserting the symbols "(", " $\wedge$ " and " $)$ " in between $T_{1}, T_{2}, \cdots, T_{n}$.

For instance,

$$
\begin{aligned}
\mathscr{S}\left(T_{1}, T_{2}\right)= & \left\{\left(T_{1} \wedge T_{2}\right)\right\} ; \\
\mathscr{S}\left(T_{1}, T_{2}, T_{3}\right)= & \left\{\left(T_{1} \wedge\left(T_{2} \wedge T_{3}\right)\right),\left(\left(T_{1} \wedge T_{2}\right) \wedge T_{3}\right)\right\} ; \\
\mathscr{S}\left(T_{1}, T_{2}, T_{3}, T_{4}\right)= & \left\{\left(\left(\left(T_{1} \wedge T_{2}\right) \wedge T_{3}\right) \wedge T_{4}\right),\left(\left(T_{1} \wedge\left(T_{2} \wedge T_{3}\right)\right) \wedge T_{4}\right),\right. \\
& \left(\left(T_{1} \wedge T_{2}\right) \wedge\left(T_{3} \wedge T_{4}\right)\right),\left(T_{1} \wedge\left(\left(T_{2} \wedge T_{3}\right) \wedge T_{4}\right)\right), \\
& \left.\left(T_{1} \wedge\left(T_{2} \wedge\left(T_{3} \wedge T_{4}\right)\right)\right)\right\} .
\end{aligned}
$$

Definition 2.2. If $T$ is a word, the sum of all the reals appearing in $T$ will be denoted by " $|T|$ ".

Definition 2.3. If $T$ is a word in $\mathscr{L}$ the "weight" of $T$ will be denoted by $w(T)$ and is recursively defined as follows:

1) If $T$ is a real then $w(T)=0$.
2) If $T=\left(T_{1} \wedge T_{2}\right)$ then $w(T)=|T|+w\left(T_{1}\right)+w\left(T_{2}\right)$.

It is not difficult to see that the weight of a word $T$ in $\mathscr{L}$ is precisely the same as the weighted path length of the tree corresponding to $T$. As a matter of fact, from our definition we can easily derive that if $p_{1}, p_{2}, \cdots, p_{n}$ are positive reals and $T \in \mathscr{S}\left(p_{1}, p_{2}, \cdots, p_{n}\right)$ then

$$
\begin{equation*}
w(T)=\sum_{i=1}^{n} h_{i} p_{i} \tag{2.1}
\end{equation*}
$$

where $h_{i}$ is equal to the number of left parentheses minus the number of right parentheses that are to the left of $p_{i}$ in $T$.

Here and in the following we shall refer to the integer $h_{i}$ appearing in (2.1) as the "level" of $p_{i}$ in $T$.

Definition 2.4. Let $U$ and $V$ be words in $\mathscr{S}\left(p_{1}, p_{2}, \cdots, p_{n}\right)$ and $\mathscr{S}\left(q_{1}, q_{2}, \cdots, q_{n}\right)$ resectively. Let $h_{i}$ be the level of $p_{i}$ in $U$ and $k_{i}$ be the level of $q_{i}$ in $V$. We shall say that $U$ is a "rearrangement" of $V$ if and only if there is a permutation $\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{n}\right)$ of $(1,2, \cdots, n)$ such that

$$
p_{i}=q_{\sigma_{i}}, \quad h_{i}=k_{\sigma_{i}}, \quad i=1,2, \cdots, n .
$$

Finally, if $\mathscr{S}$ is a set of words we shall set

$$
w(\mathscr{Y})=\min _{T \in \mathscr{S}} w(T)
$$

We shall also say that $T$ is "minimal" for $\mathscr{S}$ if and only if

$$
w(T)=w(\mathscr{C})
$$

We are now ready to state our results.
3. The basic theorem. Let $p_{1}, p_{2}, \cdots, p_{n}$ be given positive reals. We shall say that the pair $p_{i-1}, p_{i}$ is "right minimal" (briefly R.M.) if and only if we have
(a) $p_{i-2}+p_{i-1} \geqq p_{i-1}+p_{i} \quad($ when $i>2)$,
(b) $p_{i-1}+p_{i}<p_{i-1}+p_{i} \quad \forall j>i$.

In particular we see that if $i+1 \leqq n$ we must also have

$$
\begin{equation*}
p_{i-2}+p_{i+1}>p_{i-1}+p_{i} . \tag{3.2}
\end{equation*}
$$

Here and in the following we shall set, for a fixed $i$,

$$
\begin{aligned}
\mathscr{S} & =\mathscr{S}\left(p_{1}, p_{2}, \cdots, p_{n}\right) \\
\mathscr{S}_{0} & =\mathscr{S}\left(p_{1}, p_{2}, \cdots, p_{i-2},\left(p_{i-1} \wedge p_{i}\right), p_{i+1}, \cdots, p_{n}\right) \\
\mathscr{S}_{k} & =\mathscr{S}\left(p_{1}, p_{2}, \cdots, p_{i-2}, p_{i+1}, \cdots, p_{i+k},\left(p_{i-1} \wedge p_{i}\right), p_{i+k+1}, \cdots, p_{n}\right)
\end{aligned}
$$

Our basic result can be stated as follows:
Theorem 3.1. Let the pair $p_{i-1}$, $p_{i}$ be right minimal and $k \geqq 0$ be such that

$$
\begin{equation*}
p_{i+j}<p_{i-1}+p_{i} \quad \text { for } 0 \leqq j \leqq k . \tag{3.3}
\end{equation*}
$$

Then, if

$$
\begin{equation*}
i+k=n \quad \text { or } \quad p_{i+k+1} \geqq p_{i-1}+p_{i} \tag{3.4}
\end{equation*}
$$

we have

$$
w(\mathscr{S})=w\left(\mathscr{S}_{k}\right)
$$

and every minimal word in $\mathscr{S}_{k}$ has a rearrangement in $\mathscr{S}$.
This theorem is an immediate consequence of the following four lemmas. Lemma 3.1. Let $p_{i-1}, p_{i}$ be R.M. and $k \geqq 0$ be such that

$$
\begin{equation*}
p_{i+j}<p_{i-1}+p_{i} \quad \text { for } 0 \leqq j \leqq k ; \tag{3.5}
\end{equation*}
$$

then

$$
\begin{equation*}
w\left(\mathscr{S}_{k}\right) \geqq w(\mathscr{S}) . \tag{3.6}
\end{equation*}
$$

Furthermore, when equality holds, every minimal word in $\mathscr{S}_{k}$ has a rearrangement in $\mathscr{S}$.

Lemma 3.2. Let $p_{i-1}, p_{i}$ be R.M. and for some $k \geqq 1$,

$$
\begin{equation*}
p_{i+k}<p_{i-1}+p_{i} . \tag{3.7}
\end{equation*}
$$

Then, if $w\left(\mathscr{S}_{k-1}\right)<w\left(\mathscr{S}_{k}\right)$ we must have:
(a) $i+k+1 \leqq n$ and $p_{i+k+1}<p_{i-1}+p_{i}$.
(b) Every minimal word of $\mathscr{S}_{k-1}$ is of the form
where $h \geqq 0$.
Lemma 3.3. Let $p_{1}, p_{2}, \cdots, p_{n}$ be positive reals such that for some $i$
(a) $p_{i-2}+p_{i-1} \geqq p_{i-1}+p_{i}$,
(b) $p_{i-1}+p_{i} \leqq p_{i}+p_{i+1} \quad($ if $i+1 \leqq n)$,
(c) $p_{i-1}+p_{i} \leqq p_{i+1}+p_{i+2} \quad($ if $i+2 \leqq n)$
and

$$
\begin{equation*}
w(\mathscr{S})<w\left(\mathscr{S}_{0}\right) . \tag{3.9}
\end{equation*}
$$

Then we must necessarily have $i+1 \leqq n, p_{i+1}<p_{i-1}+p_{i}$ and every minimal word in $\mathscr{S}\left(p_{1}, p_{2}, \cdots, p_{n}\right)$ is of the form

$$
\left.T=\alpha\left(A \wedge p_{i-1}\right)\right] \bigwedge_{h}\left[\left(p_{i} \wedge p_{i+1}\right) \beta\right.
$$

Lemma 3.4. Let $p_{i-1}, p_{i}$ be $R . M$. and $k \geqq 1$ be such that

$$
p_{i+j}<p_{i-1}+p_{i} \quad \text { for } 0 \leqq j \leqq k ;
$$

then

$$
\begin{equation*}
w(\mathscr{S})=\left\{\min w\left(\mathscr{S}_{k-1}\right), w\left(\mathscr{S}_{k}\right)\right\} . \tag{3.10}
\end{equation*}
$$

Assume that $p_{1}, p_{2}, \cdots, p_{n}$ satisfy the hypotheses of Theorem 3.1. Then:

1) For $k \geqq 1$, Lemma 3.2 gives that we cannot have $w\left(\mathscr{S}_{k-1}\right)<w\left(\mathscr{S}_{k}\right)$. Thus Lemma 3.4 gives $w(\mathscr{S})=w\left(\mathscr{S}_{k}\right)$. But then Lemma 3.1 gives that every minimal word in $\mathscr{S}_{k}$ has a rearrangement in $\mathscr{S}$.
2) For $k=0$, Lemma 3.3 gives that we cannot have $w(\mathscr{P})<w\left(\mathscr{S}_{0}\right)$. Thus $w(\mathscr{S})=w\left(\mathscr{S}_{0}\right)$ and since $\mathscr{S}_{0} \subset \mathscr{S}$ there is nothing to add in this case.

We therefore only need to establish the four lemmas to prove Theorem 3.1. This will be done in the next section.
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## 4. Proofs.

1) Proof of Lemma 3.1. The result is trivially true for $k=0$ since $\mathscr{S}_{0}=$ $\mathscr{S}\left(p_{1}, \cdots, p_{i-2},\left(p_{i-1} \wedge p_{i}\right), \cdots, p_{n}\right)$ is a subset of $\mathscr{S}=\mathscr{S}\left(p_{1}, \cdots, p_{n}\right)$. By induction, let us then assume it to be true up to $k-1$.

Let $T$ be a minimal word in $\mathscr{S}_{k}$. Then

$$
\left.T=\alpha p_{i+k}\right] \backslash \bigwedge\left[\left(p_{h_{1}} p_{i-1} \bigwedge p_{i}\right) \beta\right.
$$

Case A. If $h_{2} \geqq h_{1}$ set

$$
\left.T^{\prime}=\alpha\left(p_{i-1} \bigwedge p_{i}\right)\right] \backslash\left[p _ { h _ { 1 } } \left[p_{i+k} \beta\right.\right.
$$

It is easy to see that

$$
\begin{equation*}
w(T)-w\left(T^{\prime}\right)=\left(h_{2}-h_{1}\right)\left[p_{i-1}+p_{i}-p_{i+k}\right] \geqq 0 . \tag{4.1}
\end{equation*}
$$

Since $T^{\prime} \in \mathscr{S}_{k-1}$ we get (using the induction hypothesis)

$$
\begin{equation*}
w\left(\mathscr{S}_{k}\right)=w(T) \geqq w\left(T^{\prime}\right) \geqq w\left(\mathscr{S}_{k-1}\right) \geqq w(\mathscr{S}) . \tag{4.2}
\end{equation*}
$$

Furthermore, if $w\left(\mathscr{S}_{k}\right)=w(\mathscr{S})$ the equality sign must hold in (4.1) and (4.2). But, in view of (3.5) this can only happen if $h_{1}=h_{2}$. But then $T^{\prime}$ is a rearrangement of $T$ and the induction hypothesis gives that $T^{\prime}$ has a rearrangement in $\mathscr{S}$.

Case B. Let $h_{1}>h_{2}$ or equivalently $h_{1} \geqq h_{2}+1$. In this case we can write $T$ in the form

$$
\left.T=\alpha^{\prime}\left(Q \bigwedge p_{i+k}\right)\right]{ }_{h_{1}-1} \bigwedge_{h_{2}}\left[\left(p_{i-1} \wedge p_{i}\right) \beta\right.
$$

where $Q$ is a word in $\mathscr{L}$ and $\alpha^{\prime}$ is whatever is needed to complete $T$.
We then let

$$
\left.T^{\prime}=\alpha^{\prime} Q\right]_{h_{1}-1} \bigwedge_{h_{2}}\left[\left(p_{i+k} \bigwedge\left(p_{i-1} \bigwedge p_{i}\right)\right) \beta\right.
$$

Since $T^{\prime} \in \mathscr{S}_{k}$ and $T$ is minimal for $\mathscr{S}_{k}$ we must have $w\left(T^{\prime}\right) \geqq w(T)$. This gives

$$
0 \geqq w(T)-w\left(T^{\prime}\right)=|Q|+\left(h_{1}-h_{2}-1\right) p_{i+k}-\left(p_{i-1}+p_{i}\right) .
$$

Now $Q$ must have an entry equal to $p_{i+k-1}$ if $k>1$ and to $p_{i-2}$ if $k=1$. Thus we get
(a) (if $k>1) p_{i+k-1}+\left(h_{1}-h_{2}-1\right) p_{i+k} \leqq p_{i-1}+p_{i}<p_{i+k-1}+p_{4+k}$,
(b) (if $k=1$ ) $p_{i-2}+\left(h_{1}-h_{2}-1\right) p_{i+1} \leqq p_{i-1}+p_{i}<p_{i-2}+p_{i+1} .{ }^{4}$

We see then that in either case we must have $h_{1}=h_{2}+1$, and $Q$ must be equal to $p_{i+k-1}$ for $k>1$. In other words, we have
(a) (if $\left.k>1) T=\alpha^{\prime}\left(p_{i+k-1} \wedge p_{i+k}\right)\right]{\underset{h_{2}}{ }}^{h_{2}}\left[\left(p_{i-1} \wedge p_{i}\right) \beta\right.$,
(b) (if $\left.k=1) T=\alpha^{\prime}\left(Q \wedge p_{i+1}\right)\right] \backslash{ }_{h_{2}}{ }_{h_{2}}\left(p_{i-1} \wedge p_{i}\right) \beta$.

[^87]In the first case we note that the word

$$
\left.T^{\prime \prime}=\alpha^{\prime}\left(p_{i-1} \wedge p_{i}\right)\right] h_{h_{2}}\left[\left(p_{h_{2}}\left(p_{i+k-1} \wedge p_{i+k}\right) \beta\right.\right.
$$

is a rearrangement of $T$ in $\mathscr{S}_{k-2}$, so the induction hypothesis yields $w\left(\mathscr{S}_{k} \geqq\right.$ $w\left(\mathscr{S}_{k-2}\right) \geqq w(\mathscr{S})$ as well as the statement about the rearrangements. The second case is even simpler because the word

$$
\left.T^{\prime \prime \prime}=\alpha^{\prime}\left(Q \wedge p_{i-1}\right)\right]{ }_{h_{2}} \bigwedge_{h_{2}}\left[\left(p_{i} \wedge p_{i+1}\right) \beta\right.
$$

is already the rearrangement of $T$ in $\mathscr{S}$. Q.E.D.
2) Proof of Lemma 3.2. Let $T$ be a minimal word in $\mathscr{S}_{k-1}$. Then

$$
\left.T=\alpha\left(p_{i-1} \backslash p_{i}\right)\right] \backslash{ }_{h_{1}}\left[p_{h_{2}} p_{i+k} \beta .\right.
$$

Note then that the word

$$
\left.T^{\prime}=\alpha p_{i+k}\right] \backslash\left[\left(p_{h_{1}}\left[p_{i-1} \bigwedge p_{i}\right) \beta\right.\right.
$$

is in $\mathscr{S}_{k}$, so if $w\left(\mathscr{S}_{k}\right)>w\left(\mathscr{S}_{k-1}\right)$ we must necessarily have $w\left(T^{\prime}\right)>w(T)$. Thus

$$
0>w(T)-w\left(T^{\prime}\right)=\left(h_{1}-h_{2}\right)\left[p_{i-1}+p_{i}-p_{i+k}\right]
$$

and (3.7) then gives us that $h_{2}>h_{1}$. Since this implies that $h_{2} \geqq 1$ we must conclude that $i+k<n$ and that $T$ can also be written in the form

$$
\left.T=\alpha\left(p_{i-1} \wedge p_{i}\right)\right] \bigwedge_{h_{1}} \bigwedge_{h_{2}-1}\left(p_{i+k} \bigwedge R\right) \beta
$$

where $R$ is a word in $\mathscr{L}$ whose first numerical entry is $p_{i+k+1}$. This given, let

$$
\left.T^{\prime}=\alpha\left(p_{i+k} \wedge\left(p_{i-1} \wedge p_{i}\right)\right)\right] \bigwedge_{h_{1}} \bigwedge_{h_{2}-1} R \beta^{\prime},
$$

and note that

$$
w(T)-w\left(T^{\prime}\right)=|R|+\left(h_{2}-h_{1}-1\right) p_{i+k}-p_{i-1}-p_{i} .
$$

Since again $T^{\prime} \in \mathscr{S}_{k}$ we must have $w(T)<w\left(T^{\prime}\right)$; thus

$$
p_{i+k+1}+\left(h_{2}-h_{1}-1\right) p_{i+k} \leqq|R|+\left(h_{2}-h_{1}-1\right) p_{i+k}<p_{i-1}+p_{i} .
$$

The right minimality of $p_{i-1}, p_{i}$ implies that $p_{i-1}+p_{i}<p_{i+k+1}+p_{i+k}$. Thus $h_{2}-h_{1}-1 \geqq 1$ is impossible and we must conclude that
(a) $h_{2}=h_{1}+1$,
(b) $R=p_{i+k+1}$,
(c) $p_{i+k+1}<p_{i-1}+p_{i}$

All this brings $T$ to the desired form

$$
\left.T=\alpha\left(p_{i-1} \bigwedge p_{i}\right)\right] \bigwedge_{h_{1}}\left[\left(p_{h_{1}} p_{i+k} \bigwedge p_{i+k+1}\right) \beta^{\prime}\right.
$$

and the proof of the lemma is complete.
3) Proof of Lemma 3.3. Let $T$ be a minimal word in $S$. Then

$$
\left.T=\alpha p_{i-1}\right] \bigwedge_{h_{1}} \bigwedge_{h_{2}}\left[p_{i} \beta\right.
$$

Clearly we cannot have $h_{1}=h_{2}=0$ for otherwise $T \in \mathscr{S}_{0}$, and this would contradict (3.9).

Case A. Say $h_{1} \geqq 1$. Then $T$ can be written in the form

$$
\left.T=\alpha^{\prime}\left(A \wedge p_{i-1}\right)\right]{ }_{h_{1}-1} \bigwedge_{h_{2}}\left[p_{i} \beta\right.
$$

where $A$ is a word in $\mathscr{L}$ whose last numerical entry is $p_{i-2}$. Let

$$
T^{\prime}=\alpha^{\prime} A_{h_{1}-1} \bigwedge_{h_{2}}\left[\left(p_{i-1} \wedge p_{i}\right) \beta\right.
$$

Since $T^{\prime} \in \mathscr{S}_{0}$ we must have $w\left(T^{\prime}\right)>w(T)$; thus

$$
\begin{equation*}
0>w(T)-w\left(T^{\prime}\right)=|A|+\left(h_{1}-h_{2}-1\right) p_{i-1}-p_{i}, \tag{4.3}
\end{equation*}
$$

and $|A| \geqq p_{i-2}$ gives (using (3.8) (a))

$$
p_{i-2}+\left(h_{1}-h_{2}-1\right) p_{i-1}<p_{i} \leqq p_{i-2} .
$$

This means $h_{1}<h_{2}+1$; thus $h_{1} \leqq h_{2}$. In particular also $h_{2} \geqq 1$.
Case B. Say $h_{2} \geqq 1$. Then $T$ can be written in the form

$$
\left.T=\alpha p_{i-1}\right]_{h_{1}} \bigwedge_{h_{2}-1}\left[\left(p_{i} \wedge B\right) \beta^{\prime} .\right.
$$

Let

$$
\left.T^{\prime}=\alpha\left(p_{i-1} \wedge p_{i}\right)\right] \bigwedge_{h_{1}}\left[{ }_{h_{2}-1} B \beta^{\prime} .\right.
$$

Again, since $T^{\prime} \in \mathscr{S}_{0}$ we must have $w\left(T^{\prime}\right)>w(T)$. This gives (using (3.8) (b))

$$
\begin{equation*}
|B|+\left(\dot{h}_{2}-h_{1}-1\right) p_{i}<p_{i-1} \leqq p_{i+1} \tag{4.4}
\end{equation*}
$$

from which we easily deduce $h_{2} \leqq h_{1}$. So again $h_{1} \geqq 1$. Combining the results of the two cases with (4.3) and (4.4) we deduce that we must have
(a) $h_{1}=h_{2} \geqq 1$,
(b) $|A|<p_{i-1}+p_{i}$,
(c) $|B|<p_{i-1}+p_{i}$.

The last of these inequalities (with (3.8) (c)) then forces $B=p_{i+1}$ leaving $T$ in the form asserted by the lemma.

We can now proceed to the proof of our last lemma. This will be carried out by induction on $k$. Indeed, the result just shown gives us the first step in the induction argument that will prove (3.10). For under the hypotheses of Lemma 3.4 if $w(\mathscr{S})<w\left(\mathscr{S}_{0}\right)$ every minimal word in $\mathscr{S}$ must be of the form

$$
\left.T=\alpha\left(A \wedge p_{i-1}\right)\right] \bigwedge_{h} \bigwedge_{h}\left(p_{i} \wedge p_{i+1}\right) \beta
$$

But then the word

$$
\left.T^{\prime}=\alpha\left(A \bigwedge p_{i+1}\right)\right] \bigwedge\left[\begin{array}{c}
h \\
{\left[\left(p_{i-1} \wedge p_{i}\right) \beta\right.}
\end{array}\right.
$$

is a rearrangement of $T$ in $\mathscr{S}_{1}$. This gives

$$
w(\mathscr{S})=w(T)=w\left(T^{\prime}\right) \geqq w\left(\mathscr{S}_{1}\right) .
$$

So Lemma 3.1 gives $w(\mathscr{\mathscr { C }})=w\left(\mathscr{S}_{1}\right)$.
Assume that we have carried this through up to $k-1(\geqq 1)$. This given, if

$$
w(\mathscr{S})<w\left(\mathscr{S}_{k-1}\right)
$$

then we must have

$$
w\left(\mathscr{S}_{k-2}\right)=w(\mathscr{S})<w\left(\mathscr{S}_{k-1}\right) .
$$

So Lemma 3.2 gives that every minimal word in $\mathscr{S}_{k-2}$ is of the form

$$
\left.T=\alpha\left(p_{i-1} \wedge p_{i}\right)\right] \bigwedge_{h}\left[\left(p_{h} p_{i+k-1} \wedge p_{i+k}\right) \beta\right.
$$

But then the word

$$
\left.T^{\prime}=\alpha\left(p_{i+k-1} \wedge p_{i+k}\right)\right] \bigwedge_{h}{\underset{h}{ }\left(p_{i-1} \wedge p_{i}\right) \beta}
$$

is a rearrangement of $T$ in $\mathscr{S}_{k}$. This gives

$$
w(\mathscr{S})=w(T)=w\left(T^{\prime}\right) \geqq w\left(\mathscr{S}_{k}\right)
$$

and Lemma 3.1 gives

$$
w(\mathscr{S})=w\left(\mathscr{S}_{k}\right) .
$$

This completes our proofs.
5. Further consequences. There are some interesting consequences of our arguments that are worthwhile mentioning here. To this end given a pair $p_{i-1}, p_{i}$ we shall say that " $i+k$ " is in the "right range" of $p_{i-1}, p_{i}$ if and only if we have

$$
\begin{equation*}
p_{i-1}+p_{i} \geqq p_{i} \quad \text { for } j=i+1, i+2, \cdots, i+k . \tag{5.1}
\end{equation*}
$$

Similarly we shall say that " $i-h$ " is in the "left range" of $p_{i-1}, p_{i}$ if and only if

$$
\begin{equation*}
p_{i-1}+p_{i} \geqq p_{i} \quad \text { for } j=i-1, \cdots, i-h . \tag{5.2}
\end{equation*}
$$

Now, the arguments of the last section yield also the following remarkable fact.

Theorem 5.1. Let $i-h$ and $i+k$ be in the left and right ranges of $p_{i-1}, p_{i}$, where $h>2$ and $k>1$, and suppose that

$$
\begin{equation*}
p_{i-1}+p_{i} \leqq p_{i-1}+p_{i} \quad \text { for } i-h<j \leqq i+k . \tag{5.3}
\end{equation*}
$$

Then there is a minimal word in $\mathscr{S}\left(p_{1}, p_{2}, \cdots, p_{n}\right)$ with $p_{i-1}, p_{i}$ at the same level and each $p_{j}(i-h \leqq j \leqq i+k)$ falling at the same or one level below that of $p_{i-1}, p_{i}$.

Proof. Let us assume first that $p_{1}, p_{2}, \cdots, p_{n}$ have the following properties for some $h>2, k>1$ and $i>1$.
(a) $p_{i-1}+p_{i}>p_{i} \quad$ for $i-h \leqq j \leqq i+k$,
(b) $p_{i-1}+p_{i}<p_{i-1}+p_{i} \quad$ for $i-h<j \leqq i+k(j \neq i)$,
(c) $\forall T_{1}, T_{2} \in \mathscr{S}\left(p_{1}, \cdots, p_{n}\right), w\left(T_{1}\right) \neq w\left(T_{2}\right)$.

This given, it is not difficult to check that the proofs of Lemmas 3.1, 3.2, 3.3 and 3.4 remain valid also under these assumptions. ${ }^{5}$

Thus, with the notation of $\S 3$, we must have

$$
\begin{equation*}
w(\mathscr{S})=\min \left\{w\left(\mathscr{S}_{\nu-1}\right), w\left(\mathscr{S}_{\nu}\right)\right\} \tag{5.5}
\end{equation*}
$$

for $\nu=1,2, \cdots, k$.
Consequently, if for a given $\nu$

$$
w\left(\mathscr{S}_{\nu}\right)=w(\mathscr{S})
$$

then the proof of Lemma 3.1 gives that a minimal word in $\mathscr{S}_{\nu}$ has to be of the form

$$
\left.T=\alpha p_{i+\nu}\right] \bigwedge_{h}\left[\left(p_{i-1} \wedge p_{i}\right) \beta\right.
$$

or
(a) (if $\left.\nu>1) T=\alpha\left(p_{i+\nu-1} \wedge p_{i+\nu}\right)\right] \wedge{ }_{h}\left[\left(p_{i-1} \wedge p_{i}\right) \beta\right.$,
(b) (if $\left.\nu=1) T=\alpha\left(Q \wedge p_{i+1}\right)\right] \wedge{ }_{h}\left[\left(p_{i-1} \wedge p_{i}\right) \beta\right.$.

We see that in the first case $p_{i+\nu}$ is one level below the pair $p_{i-1}, p_{i}$ and in the second case $p_{i+\nu}$ is at the same level as the pair $p_{i-1}, p_{i}$.

On the other hand, if

$$
w\left(\mathscr{S}_{\nu}\right)>w(\mathscr{S})
$$

then by (5.5) we must have

$$
w(\mathscr{S})=w\left(\mathscr{S}_{\nu-1}\right)<w\left(\mathscr{S}_{\nu}\right) .
$$

But then Lemma 3.2 gives that a minimal word for $\mathscr{S}_{\nu-1}$ has to be of the form

$$
\left.T=\alpha\left(p_{i-1} \wedge p_{i}\right)\right] \bigwedge_{h}\left[\left(p_{i+\nu} \wedge p_{i+\nu+1}\right) \beta,\right.
$$

in which case $p_{i+\nu}$ is at the same level as the pair $p_{i-1}, p_{i}$.
Because of Lemma 3.1 and the uniqueness of the minimal word in $\mathscr{S}$ (given by (5.4) (c)) all of these words are rearrangements of the same word in $\mathscr{S}\left(p_{1}, p_{2}, \cdots, p_{n}\right)$. This proves that the minimal word in $\mathscr{S}\left(p_{1}, p_{2}, \cdots, p_{n}\right)$ has the desired properties to the right of the pair $p_{i-1}, p_{i}$. By symmetry the same must hold to the left.

We shall complete the proof by reducing the general case to the case so far considered. Note that every result so far proved holds not only for $p_{j}$ which are positive real numbers, but also for $p_{j}$ selected from a real finite-dimensional vector space with lexicographic ordering on vectors. By the hypothesis of the theorem we have the following inequalities:
(a) $\quad p_{i-1}+p_{i} \geqq p_{j} \quad$ for $i-h \leqq j \leqq i+k$,
(b) $p_{i-1}+p_{i} \leqq p_{j-1}+p_{j} \quad$ for $i-h<j \leqq i+k(j \neq i)$.

[^88]By replacing the positive reals $p_{i}$ with appropriately defined vectors $p_{i}^{\prime}$, we can make these inequalities strict and also satisfy condition (5.4) (c).

Let $R_{n+2}$ be the real $(n+2)$-dimensional vector space with lexicographic ordering of vectors. For $1 \leqq j \leqq n$, let $p_{j}^{\prime} \in R_{n+2}$ be defined as follows:

\[

\]

Note the following facts:

1) Any word $T$ minimal for vectors $p_{j}^{\prime}$ is also minimal for reals $p_{i}$.
2) The definition of the first two components of the vectors $p_{j}^{\prime}$ implies, using (5.7) (a), that

$$
\begin{equation*}
p_{i-1}^{\prime}+p_{i}^{\prime}>p_{i}^{\prime} \quad \text { for } i-h \leqq j \leqq i+k . \tag{5.8}
\end{equation*}
$$

3) The definition of the first component and the last $n$ components the vectors $p_{i}^{\prime}$ implies, using (5.7) (b), that

$$
\begin{equation*}
p_{i-1}^{\prime}+p_{i}^{\prime}<p_{i-1}^{\prime}+p_{i}^{\prime} \quad \text { for } i-h<j \leqq i+k(j \neq i) \tag{5.9}
\end{equation*}
$$

4) The weight of any word $T$ for vectors $p_{j}^{\prime}$ is a vector which encodes, in the last $n$ components, the levels of all $p_{j}^{\prime}$ in $T$. Thus any two distinct words have different weights with respect to the vectors $p_{j}^{\prime}$.

It follows that the unique minimal word for vectors $p_{j}^{\prime}$ satisfies the theorem, and since this word is minimal for reals $p_{i}$, the theorem holds for reals $p_{i}$.

It is interesting to note that we can also prove Theorem 5.1 by varying all the numbers $p_{i}$ by some small $\varepsilon$ to make (5.4) (a), (b), (c) hold and then taking the limit as $\varepsilon$ tends to zero. In the proof we have actually given, the unit vectors $(0, \cdots, 0,1,0, \cdots, 0)$ behave essentially as infinitesimals of various sizes.

Lemma 5.1. Suppose $p_{i} \leqq p_{i+1}$ for all $1 \leqq i<n$. Then some minimal word in $\mathscr{L}$ has the property that the level of $p_{i}$ is at least as large as the level of $p_{i+1}$, for $1 \leqq i<n$.

Proof. We assume $p_{i}<p_{i+1}$ for all $1 \leqq i<n$ and prove that any minimal word has the desired property. The lemma then follows by using a suitably defined collection of vectors in place of positive reals, as in the proof of Theorem 5.1.

Let $T$ be a minimal word. Then

$$
\left.T=\alpha p_{i}\right] \bigwedge_{h}\left[p_{i+1} \beta\right.
$$

If $k=0$ the lemma holds for $i$; thus assume $k>0$. That is

$$
\left.T=\alpha p_{i}\right] \bigwedge_{h}\left[\left(p_{k-1}+1 \backslash A\right) \beta .\right.
$$

Consider

$$
\left.T^{\prime}=\alpha\left(p_{i} \wedge p_{i+1}\right)\right] \bigwedge_{k-1}[A \beta .
$$

Since $T$ is minimal, $w(T)-w\left(T^{\prime}\right) \leqq 0$, that is,

$$
-p_{i}+(k-h-1) p_{i+1}+|A| \leqq 0 .
$$

But $|A| \geqq p_{i+2}>p_{i}$; thus $(k-h-1)<0$, and $k \leqq h$. Thus the lemma holds for $i$.
To complete the proof, suppose $p_{i} \leqq p_{i+1}$ for all $1 \leqq i<n$. Let $R_{2}$ be the real two-dimensional vector space, with vectors ordered lexicographically. For $1 \leqq j \leqq$ $n$, let $p_{j}^{\prime} \in R_{2}$ be defined by

$$
p_{j}^{\prime}=\left(p_{j}, j\right) .
$$

Then $p_{i}^{\prime}<p_{i+1}^{\prime}$ for all $1 \leqq i<n$, and any minimal word for vectors $p_{j}^{\prime}$ satisfies the lemma. But such a word must also be minimal for reals $p_{j}$. Q.E.D.

Now we present a linear-time algorithm to construct a minimum cost tree for the case when the minimum sum pair $p_{i-1}, p_{i}$ satisfies $p_{i-1}+p_{i} \geqq p_{j}$ for all $j$.

Let $\nu=n-2^{k}$, where $2^{k}$ is the largest power of two no greater than $n$.
The algorithm consists of two steps.
Step 1. Find the largest $i$ such that $p_{i-2}+p_{i-1} \geqq p_{i-1}+p_{i}$. Delete the pair $p_{i-1}$, $p_{i}$. Repeat this step until either all elements are paired or only a singleton remains.

Step 2. Select the smallest $\nu$ pairs among those pairs found by Step 1. Place the elements in these pairs at level $k+1$ of the minimal tree and place the remaining elements at level $k$.

Proof of correctness. To verify that the algorithm is correct, we must show that a tree with levels as specified by the algorithm actually exists and that such a tree is minimal. The proof depends mainly on Theorem 5.1 and Lemma 5.1. To deal with ties, we must introduce vectors as in the previous two proofs.

Suppose we run the algorithm. Let ( $\left.p_{i_{1}}, p_{i_{1}}\right), \cdots,\left(p_{i_{m}}, p_{j_{m}}\right)$ be the pairs (in increasing order of $p_{i_{l}}+p_{i_{l}}$ ) found by Step 1 of the algorithm; here $m=\lfloor n / 2\rfloor$. Let ( $p_{i_{1}}, p_{j_{1}}$ ), $\cdots,\left(p_{i_{\nu}}, p_{j_{\nu}}\right)$ be the pairs selected by Step 2 of the algorithm. Let $R_{n+2}$ be the real $(n+2)$-dimensional vector space, and let $p_{k}^{\prime} \in R_{n+2}$ for $1 \leqq k \leqq n$ be defined as follows:

$$
p_{k}^{\prime}=\left(p_{k}, 1,0, \cdots, 0,1,0, \cdots, 0\right),
$$

where the position of the last 1 in $p_{k}^{\prime}$ depends on the value of $k$. Values of $k$ from 1 through $n$ are associated with components 3 through $n+2$ of the vector space as follows: if $k=i_{l}$ for some $1 \leqq l \leqq m, k$ is associated with component $m+3-l$. The remaining values of $k$ are associated with components $m+3$ through $n+2$ in increasing order of $k$.

The following facts imply the validity of the algorithm.

1) $p_{i-1}+p_{i} \geqq p_{j}$ for all $i, j$ by hypothesis, so $p_{i-1}^{\prime}+p_{i}^{\prime}>p_{j}^{\prime}$, considering vector components one and two.
2) The cost of any tree with respect to the vectors $p_{k}^{\prime}$ encodes the levels of all terminal nodes, so each tree has a distinct cost.
3) By 1), 2), and Theorem 5.1, the unique minimal tree for vectors $p_{k}^{\prime}$ has at most two levels. This tree is also minimal for reals $p_{k}$.
4) $p_{i_{l}}+p_{j_{l}} \leqq p_{i_{l+1}}+p_{i_{l+1}}$ for $1 \leqq l<m$ by hypothesis, so $p_{i_{l}}^{\prime}+p_{i_{l}}^{\prime}<p_{i_{l+1}}^{\prime}+p_{i_{l+1}}^{\prime}$ for $1 \leqq l<m$, considering vector components one through $m+2$.
5) Consider the first pair $p_{i-1}+p_{i}$ found by Step 1 of the algorithm. Note that we must have $p_{k}<p_{k+2}$ for $i-1 \leqq k \leqq n-2$ and $p_{i-2} \geqq p_{i}$. Thus $p_{k}^{\prime}<p_{k+2}^{\prime}$ for
$i-1 \leqq k \leqq n-2$; and $p_{i-2}^{\prime}>p_{i}^{\prime}$, since $p_{i}$ is not the left half of some pair found by Step 1.
6) It follows from 5) by induction that Step 1 applied to vectors $p_{k}^{\prime}$ finds exactly the same pairs as Step 1 applied to reals $p_{k}$. From 4) it then follows that the algorithm selects exactly the same $\nu$ pairs when applied to vectors $p_{k}^{\prime}$ as it did when applied to reals $p_{k}$.
7) Suppose we apply the original algorithm to the list of vectors $p_{1}^{\prime}, \cdots, p_{n}^{\prime}$ and let the algorithm run until at most one of the original vectors $p_{k}^{\prime}$ is not yet combined with other items. It is easy to see that the result will be the list $q_{1}=p_{i_{1}}^{\prime}+p_{i_{1}}^{\prime}, q_{2}=p_{i_{2}}^{\prime}+p_{i_{2}}^{\prime}, \cdots, q_{m}=p_{i_{m}}^{\prime}+p_{j_{m}}^{\prime}$ if $n=2 m$, and the list $q_{0}, q_{1}=p_{i_{1}}^{\prime}+$ $p_{j_{1}}^{\prime}, \cdots, q_{m}=p_{i_{m}}^{\prime}+p_{j_{m}}^{\prime}$ if $n=2 m+1$, where $q_{0}$ is a unique unpaired vector $p_{l}^{\prime}$.
8) By 1) and 4), $q_{k}<q_{k+1}$ for $1 \leqq k<m$ if $n$ is even, $q_{k}<q_{k+1}$ for $0 \leqq k<m$ if $n$ is odd. By Lemma 5.1, the unique minimal tree $T^{\prime}$ for vectors $q_{k}$ has the levels of the terminal nodes in nonincreasing order. But substituting ( $p_{i_{k}} \wedge p_{j_{k}}$ ) for each $q_{k}$ must give a rearrangement of the minimal tree $T$ for the original vectors $p_{k}^{\prime}$. This tree has only two levels. It follows that, in $T$, items from the pairs $\left(p_{i_{1}}^{\prime}, p_{j_{1}}^{\prime}\right), \cdots,\left(p_{i_{\nu}}^{\prime}, p_{j_{\nu}}^{\prime}\right)$ must be at the higher level, and the remaining items must be at the lower level. But $T$ is also a minimal tree for reals $p_{k}$. $T$ is the tree constructed by the algorithm for vectors $p_{k}^{\prime}$, and by 6) $T$ is also constructed for reals $p_{k}$. Thus the algorithm is valid.

One of the interesting consequences of this result is that, at least when the minimal pair sum exceeds every $p_{j}$, finding a minimal word in $\mathscr{S}\left(p_{1}, \cdots, p_{n}\right)$ depends essentially on selecting the smallest $\nu$ of a given list of numbers. Using the techniques in [5, pp. 216-218] an algorithm for producing such a minimal tree can be implemented on the computer in linear time. This is carried out in full detail in the Appendix.

It is easy to show that if we apply this linear time algorithm to arbitrary $p_{1}, \cdots, p_{n}$, we will construct a word of minimum weight among all the words in which the levels of the $p_{i}$ 's differ by at most one.

Since there are $O\left(4^{n}\right)$ possible words in $\mathscr{S}\left(p_{1}, p_{2}, \cdots, p_{n}\right)$ it is quite plausible that a linear time implementation is possible in general. To this end some further results of the type given in Theorem 5.1 might be helpful. Indeed, by studying the "local" minimum pair sums $p_{i-1}, p_{i}$ and how their "right" and "left" ranges overlap additional information concerning minimal words may be obtained. This suggests some interesting directions for future research.

Using the results of the present paper it is not difficult to put together an algorithm for the general case which requires no more than $O(n \log n)$ comparisons.

This can be roughly described as follows. Given $p_{1}, p_{2}, \cdots, p_{n}$ we first find the last $i$ such that $p_{i-2}+p_{i-1} \geqq p_{i-1}+p_{i}$. Next we locate the first $p_{j}$ with $j>i$ such that $p_{j}>p_{i-1}+p_{i}$. Finally we remove $p_{i-1}, p_{i}$ and insert $p_{i-1}+p_{i}$ immediately before $p_{j}$ (or at the end if such $p_{j}$ does not exist).

Then proceed in the same way on the new list of numbers. Note now we will have

$$
p_{i-2}<p_{i}
$$

for $j=i+1, \cdots, n$. Thus the second step using binary insertion [5, pp. 406-414]
requires only $O(\log n)$ comparisons. Since in $n-1$ passes the procedure terminates and the total number of comparisons required by the first step is $O(n)$ it is easy to see that no more than $O(n \log n)$ comparisons are needed by this procedure.

Quite recently R. Tarjan has put together an implementation of our algorithm which requires $O(n \log n)$ total time including data manipulations. This is presented in the following Appendix.

Finally, we would like to mention that using Lemmas 3.1, 3.2 and 3.3 an entirely new proof of the Hu-Tucker algorithm can be obtained. However, this proof is not significantly simpler than the more recent one derived by Hu in [3] and thus will be omitted.

Appendix. Implementation (by R. E. Tarjan). In this Appendix we present implementations of the algorithms discussed in the paper. We implement algorithms for the following problems.

1) Given a binary tree, compute the depth $d(i)$ of each leaf $i, 1 \leqq i \leqq n$.
2) Given a set of depths $d(i), 1 \leqq i \leqq n$, construct a binary tree whose leaves have depths $d(i)$.
3) Given a list of weights $p(i)$ satisfying the conditions of Theorem 5.1, divide the weights into sets which are on the higher and lower levels of some minimal tree of two levels.
4) Given an arbitrary list of weights $p(i)$, construct a binary tree which is a rearrangement of a minimal tree for weights $p(i)$.

Using algorithms for 3) and 2), we can construct a minimal tree if the conditions of Theorem 5.1 are satisfied. Using algorithms for 4), 1), and 2), we can construct a minimal tree for an arbitrary list of weights.

We represent a binary tree of $n$ leaves by using integers 1 through $2 n-1$ to label the vertices. If $i$ is a vertex, $l(i)$ is the left child of $i$ and $r(i)$ is the right child of $i$. We assume that vertices 1 through $n$ are the leaves, $n+1$ through $2 n-1$ the internal vertices, and $2 n-1$ the root.

Let $T$ be a tree represented in this fashion. Algorithm DEPTH below will compute the depth of each leaf in T. DEPTH uses a recursively programmed depth-first search to explore $T$ and compute depths as it goes. For further discussion of the depth-first search technique, see [7].

We present the algorithm in Algol-like notation. The algorithm is simple enough that its working should be obvious. Variable " $b$ " stores the current value of the depth. The algorithm requires $O(n)$ running time and storage space.

```
DEPTH: begin
    procedure DFS 1(v);
        if v\leqqn then d(v):=b
        else begin
            b:= b+1;
            DFS1(l(v));
            DFS1(r(v));
            b:= b-1;
            end DFS1;
```

$$
\begin{aligned}
& \quad b:=0 ; \\
& r:=2 n-1 ; \\
& D F S(r) ; \\
& \text { end DEPTH; }
\end{aligned}
$$

To construct a tree with leaves at particular depths, we can also use a depth-first search. This search builds the tree from the root, stopping the construction process for a particular leaf when the correct depth is reached. Algorithm TREE below carries out this construction. The algorithm is straightforward. Variable $b$ keeps track of the depth, $i$ of the last constructed leaf, and $w$ of the last constructed internal vertex. The algorithm requires $O(n)$ time and space. It is interesting to compare this algorithm (efficient for the computer) with the algorithm of $\S 1$ (efficient for hand computation).

```
TREE: begin
procedure DFS2(v); begin
    \(b:=b+1\);
    if \(b=d(i)\) then begin
        \(l(v)=i\);
        \(i:=i+1\);
    end else begin
            \(w:=w-1\);
            \(l(v):=w\);
            DFS2(w);
    end;
    if \(b=d(i)\) then begin
        \(r(v):=i ;\)
        \(i:=i+1\);
    end else begin
            \(w:=w-1\);
            \(r(v):=w\);
            DFS2(w);
    end;
    \(b:=b-1\);
    end DFS2;
    for \(i:=1\) until \(n\) do \(l(i):=r(i):=0\);
    \(i:=1\);
    \(r:=w:=2 n-1\);
    \(b:=0\);
    DFS2(r);
end TREE;
```

The next algorithm, TWOLEVEL, implements Steps 1 and 2 of the algorithm based on Theorem 5.1. The algorithm examines the weights $p(k)$ from right-to-left looking for the rightmost minimal sum pair. As weights are examined, they are moved into an array $q(i)$ (to avoid gaps caused by the deletion of minimal pairs). The variable index $(i)$ records the position of $q(i)$ in the original list of weights $p(k)$. The $l$ th minimal pair $p_{i,}, p_{j_{l}}$ deleted by Step 1 is represented in
arrays $L H, R H, S U M$ by $L H(l)=i_{l}, R H(l)=j_{l}, S U M(l)=p_{i t}+p_{j l}$. The algorithm assumes that a special entry $p(0)$ exists satisfying $p(0)>p(i)$ for all $1 \leqq i \leqq n$. The selection of the $\nu$ smallest-sum pairs requires $O(n)$ time using techniques discussed in [5, pp. 209-219]. The rest of the algorithm clearly requires $O(n)$ time (and space).

```
TWOLEVEL: begin
    \(l:=i:=0\);
    \(k:=n\);
    while \(k \geqq 0\) do if \((i \geqq 2\) and \(p(k) \geqq q(i-1)\) ) then begin
        \(l:=l+1\);
        \(L H(l):=\) index (i);
        \(R H(l):=\operatorname{index}(i-1)\);
        \(\operatorname{SUM}(l):=q(i-1)+q(i) ;\)
        \(i:=i-2\);
    end else begin
        \(i:=i+1\);
        \(q(i):=p(k) ;\)
        index \((i):=k\);
        \(k:=k-1\);
    end;
    \(k:=\left\lfloor\log _{2} n\right\rfloor ;\)
    \(\nu:=n-2^{k}\)
    select the smallest \(\nu\) values of \(\operatorname{SUM}(l)\);
    assign depth \(k+1\) to the corresponding leaves \(L H(l), R H(l)\);
    assign depth \(k\) to all remaining leaves;
end TWOLEVEL;
```

The last program implements the main part of the algorithm for arbitrary weights. It is the most complicated algorithm we consider, and it requires a special data structure. We need a data structure in which to store lists $i_{1}, i_{2}, \cdots, i_{k}$ satisfying the property

$$
\begin{equation*}
p\left(i_{j}\right)<p\left(i_{j+2}\right) \quad \text { for } 1 \leqq j \leqq k-2 \tag{*}
\end{equation*}
$$

If this property holds, note that $q\left(i_{j}\right)<q\left(i_{j-1}\right)$ for $1 \leqq j \leqq k-1$, where $q\left(i_{1}\right)=p\left(i_{1}\right)$, $q\left(i_{j}\right)=\max \left\{p\left(i_{j-1}\right), p\left(i_{j}\right)\right\}$ for $2 \leqq j \leqq k$. By storing the list in a balanced binary tree, we can carry out each of the following operations in $O(\log n)$ time [5, pp. 451-470).
(a) If each item $i$ in list 1 satisfies $p(i)<p(j)$ for each item $j$ in list 2 , form a new list by concatenating list 1 and list 2. (If list 1 and list 2 satisfy (*), then so does the new list.)

This operation includes the operation of adding a new element to the front or back of any list. We denote the operation by "list $:=$ list $1 \|$ list 2 ".
(b) Given a value $x$, split a list into the two lists list 1 and list 2 such that every element in list 1 satisfies $p(i)<x$ and the first element $j$ of list 2 satisfies $p(j) \geqq x$. We denote this operation by "split list on $x$ into list 1 , list 2 ".
(c) Locate the $j$ th element of a list.
(d) Delete the first element of a list.

Algorithm MINTREE below computes a rearrangement of a minimum binary tree using the algorithm discussed in this paper. For convenience, the algorithm assumes that $p(0)$ and $p(n+1)$ are special values such that $p(n+1)>$ $p(0)>p(i)$ for $1 \leqq i \leqq n$. When the algorithm locates a new rightmost minimal sum pair $p(i), p(j)$, it deletes $i$ and $j$ from the list of items and forms a new item $k$ with weight $p(k)=p(i)+p(j)$.

MINTREE: begin
procedure COMBINE ( $x$, list 2); begin
let $i$ be the second element of list (if any);
while $i$ exists and $(x \geqq p(i))$ do begin
let $j$ be the first element of list;
delete $j, i$ from list;
$k:=k+1$;
$p(k):=p(j)+p(i) ;$
$l(k):=j ; r(k):=i$;
split list on $p(k)$ into list 3 , list;
add $k$ to end of list 3 ;
COMBINE $(p(k)$, list 3$)$;
let $i$ be the second element of list (if any);
end; list $:=$ list $2 \|$ list $1 ;$
end COMBINE;
list $:=(n, n+1)$;
$k:=n$;
for $j:=1$ until $n$ do $l(j):=r(j):=0$;
for $j:=n-1$ step -1 until 0 do $\operatorname{COMBINE}(p(j),(j))$; end MINTREE;

The crucial observation which validates this algorithm is the following. After the rightmost minimal pair $p_{i-1}+p_{i}$ is found and inserted in front of some $p_{i+k}$, the new rightmost minimal pair is either $p_{i+k+1}+p_{i+k+2}, p_{i+1}+p_{i+2}$, or involves some $p_{j}$ with $j<i-1$. Procedure COMBINE, after inserting $p_{i-1}+p_{i}$ in front of $p_{k}$, checks all these possibilities, calling itself recursively to check $p_{i+k+1}+p_{i+k+2}$ for minimality. Since only $O(n)$ rightmost minimal pairs are ever formed, MINTREE requires $O(n)$ time plus time for $O(n)$ operations on lists, or $O(n \log n)$ time total. The storage required is $O(n)$.
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# DETERMINING THE STABILITY NUMBER OF A GRAPH* 

V. CHVÁTAL $\dagger$


#### Abstract

We formalize certain rules for deriving upper bounds on the stability number of a graph. The resulting system is powerful enough to (i) encompass the algorithms of Tarjan's type and (ii) provide very short proofs on graphs for which the stability number equals the clique-covering number. However, our main result shows that for almost all graphs with a (sufficiently large) linear number of edges, proofs within our system must have at least exponential length.


Key words. random graphs, stable sets, independent sets, vertex packings, binary trees

1. Introduction. By a graph, we shall mean what is sometimes called a Michigan graph: one that is finite, undirected, without loops and multiple edges. A set $S$ of vertices in a graph $G$ is called independent or stable if no two vertices in $S$ are adjacent; the largest cardinality $\alpha(G)$ of a stable set in $G$ is called the stability number of $G$. Now, let $G$ be a graph and let $t$ be a positive integer such that

$$
\begin{equation*}
\alpha(G) \leqq t ; \tag{1.1}
\end{equation*}
$$

how laborious is it to verify a proof of (1.1)? Of course, this question has a direct bearing on the conjecture that $P \neq N P$; in particular, the celebrated theorem of Cook [2] suggests that it is extremely time-consuming to verify proofs of (1.1). We shall refrain from elaborating on this interesting point; instead, we direct the reader to [2], [14] and [1]. As for evaluating $\alpha(G)$, the best available algorithm is due to Tarjan and Trojanowski [20]: its running time on a graph of order $n$ is $O\left(2^{n / 3}\right)$.

The framework of the present paper is quite modest: restricting the intuitive notion of a proof rather drastically, we shall study the resulting system of "recursive proofs". This system remains powerful enough to
(i) encompass a certain class of algorithms that includes the TarjanTrojanowski algorithm,
(ii) provide very short proofs of (1.1) for every graph $G$ whose set of vertices can be covered by $\alpha(G)$ cliques.
Nevertheless, we shall show that there are valid inequalities (1.1) whose proofs must be excessively long. More explicitly, for every sufficiently large $d$ there is a positive $\varepsilon$ with the following property: for an overwhelming majority of all graphs $G$ with $n$ vertices and $d n$ edges there are valid inequalities (1.1) whose recursive proofs must have length at least $(1+\varepsilon)^{n}$. (The assumption that the number of edges of $G$ grows linearly with $n$ is crucial: in fact, the conclusion fails as soon as $d$ is allowed to grow beyond every bound. For details, see Proposition 4.1.)

[^89]At this moment, it may be worth pointing out two shortcomings that practitioners sometimes find in results on computational complexity: the worst case criterion and the asymptotic point of view. The first of these objections does not apply to our result at all but the second one certainly does: the numerical values of $\varepsilon$ are very small. (One could improve on them by taking a little more care in the computations but even then they probably would not be very impressive.)

In § 2, we point out those properties of random graphs which appear in the proof of the main result: looking at small subgraphs of $G$, and then extrapolating in a straightforward way, one would expect $\alpha(G)$ to be much larger than it actually is. In that sense, $\alpha(G)$ is very much a "global parameter". And it is precisely this global character which makes the proofs of (1.1) so long. In § 3, we describe a certain class of crude algorithms for evaluating $\alpha(G)$ and then touch briefly upon the more sophisticated algorithm of Tarjan and Trojanowski. That section provides the motivation for the definition of a recursive proof presented in $\S 4$. The exponential that appears in our main result originates from an upper bound on the tail of the hypergeometric distribution; it finds its way into the theorem via a lemma on binary trees which we set aside in § 5 .

In the context of another $N P$-complete problem (namely, that of satisfiability of Boolean expressions), there are many results similar in spirit to ours; most of them can be found in [3]. In particular, the proof system investigated recently by Galil [11] is very much like ours; however, the similarity does not extend beyond the superficial level.
2. Random graphs. In this section, we shall deal with graphs whose vertices are labeled as $v_{1}, v_{2}, \cdots, v_{n}$. Two such graphs may be distinct even if they are isomorphic; hence their total number is $2^{n(n-1) / 2}$. If $P$ is a property which a graph may or may not have then we shall denote by $t(P, n)$ the number of those graphs with $n$ vertices which do have the property. Finally, we shall say that almost all graphs have the property $P$ if the ratio $t(P, n) / 2^{n(n-1) / 2}$ tends to one as $n$ tends to infinity. A typical statement of this kind appears in the following lemma. The lemma itself seems to be a part of the graph-theoretical folklore. It appears at least implicitly in a 1947 paper by Erdös [5]; further refinements can be found in works of Matula [17], Grimmett and McDiarmid [12], Erdös and Bollobás [7] and perhaps others.

Lemma 2.1. Almost all graphs $G$ of order $n$ have the property that $\alpha(G)<$ $2 \log n / \log 2$.

Proof. Denote $2 \log n / \log 2$, rounded up to the nearest integer, by $k(n)$. Clearly, the number of those graphs of order $n$ for which $\alpha \geqq k$, divided by the number of all graphs of order $n$, does not exceed

$$
\begin{equation*}
\binom{n}{k} 2^{-k(k-1) / 2} \tag{2.1}
\end{equation*}
$$

By elementary estimations, (2.1) is at most

$$
\begin{equation*}
\left(\frac{e n}{k} 2^{-(k-1) / 2}\right)^{k} \tag{2.2}
\end{equation*}
$$

For all sufficiently large $n$, we have

$$
\frac{e n}{k} 2^{-(k-1) / 2} \leqq e 2^{1 / 2} / k<.99
$$

and so (2.1) tends to zero as $n$ tends to infinity.
In the theory of random graphs developed by Erdös and Rényi [8], [9], [10], one investigates graphs with $n$ vertices and $m$ edges. Clearly, the number of such graphs is

$$
\begin{equation*}
\binom{n}{2} . \tag{2.3}
\end{equation*}
$$

We shall denote by $t(P, n, m)$ the number of those graphs with $n$ vertices and $m$ edges which have some property $P$. If $m$ is a function of $n$ such that each $m(n)$ is a nonnegative integer not exceeding $n(n-1) / 2$ and if the ratio of $t(P, n, m)$ to (2.3) tends to one as $n$ tends to infinity then we shall say that almost all graphs with $n$ vertices and $m$ edges have the property $P$. The following lemma has been used by Erdös in [6] and elsewhere. (Throughout the paper, log denotes the natural logarithm.)

Lemma 2.2. If $m(n) \geqq 16 n$ for all sufficiently large $n$ then almost all graphs $G$ with $n$ vertices and $m$ edges have the property that

$$
\begin{equation*}
\alpha(G)<\frac{n^{2}}{m} \log \frac{m}{n} . \tag{2.4}
\end{equation*}
$$

Proof. Denote the right-hand side of (2.4), rounded up to the nearest integer by $k(n)$; note that $k(n) \rightarrow \infty$ as $n \rightarrow \infty$. Clearly, the number of those graphs with $n$ vertices and $m$ edges for which $\alpha \geqq k$, divided by the number of all graphs with $n$ vertices and $m$ edges, does not exceed

$$
\begin{equation*}
\left.\frac{\binom{n}{k}\binom{n}{2}-\binom{k}{2}}{m}\right) . \tag{2.5}
\end{equation*}
$$

By elementary estimations, (2.5) does not exceed

$$
\left(\frac{e n}{k}\right)^{k}\left(1-\frac{k(k-1)}{n(n-1)}\right)^{m}<\left(\frac{e n}{k} \exp \left(-\frac{m(k-1)}{n(n-1)}\right)\right)^{k} .
$$

In addition, we have

$$
\frac{e n}{k} \exp \left(-\frac{m(k-1)}{n(n-1)}\right)<\frac{e m}{n \log (m / n)} \exp \left(-\log \frac{m}{n}+\frac{m}{n^{2}}\right) .
$$

Since the last quantity becomes smaller than .99 for all sufficiently large $n$, we conclude that (2.5) tends to zero as $n$ tends to infinity.

Next, let us digress a little. When $m, n, s$ are nonnegative integers such that $m \leqq n$ and when $t$ is a positive real number, we shall set $p=m / n$, denote by $\sum^{*}$ the summation over all integers $j \geqq s(p+t)$ and define

$$
\begin{aligned}
& B(m, n, s, t)=\sum^{*}\binom{s}{j}\left(\frac{m}{n}\right)^{j}\left(\frac{n-m}{n}\right)^{s-j} \\
& H(m, n, s, t)=\sum^{*} \frac{\binom{m}{j}\binom{n-m}{s-j}}{\binom{n}{s}}
\end{aligned}
$$

Thus $B$ is the familiar "tail of the binomial distribution" and $H$ is the "tail of the hypergeometric distribution". The well-known interpretation of these quantities goes as follows. Imagine a barrel containing $n$ apples, exactly $m$ of which are rotten; take a random sample of $s$ apples. Technically, the sampling can be done in at least two ways. We might pick and examine the apples one by one, each time throwing the apple back into the barrel before reaching in again: this is called sampling with replacement. Or we might just grab the $s$ apples at the same time: that is called sampling without replacement. Whichever method we use, we should expect about $p s$ rotten apples in the sample. The quantities $B$ and $H$ give the probability that at least $(p+t) s$ rotten apples will appear in the sample with and without replacement, respectively.

An elegant argument (apparently due to S. N. Bernstein) shows that

$$
B(m, n, s, t) \leqq\left(\left(\frac{p}{p+t}\right)^{p+t}\left(\frac{1-p}{1-p-t}\right)^{1-p-t}\right)^{s}
$$

A similar bound for $H$ seems to be far more difficult to establish. A special case of a theorem of Hoeffding ([13, Thm. 4]) states that

$$
\begin{equation*}
H(m, n, s, t) \leqq\left(\left(\frac{p}{p+t}\right)^{p+t}\left(\frac{1-p}{1-p-t}\right)^{1-p-t}\right)^{s} \tag{2.6}
\end{equation*}
$$

It is a routine matter to convert (2.6) into weaker but more tractable bounds; we are about to do that for $t=p$.

## Lemma 2.3. $H(m, n, s, m / n) \leqq e^{-m s / 4 n}$.

Proof. If $p>1 / 2$ then the left-hand side vanishes. If $p<1 / 2$ then (2.6) implies

$$
\begin{aligned}
\frac{1}{s} \log H(m, n, s, p) & \leqq 2 p \log \frac{1}{2}+(1-2 p) \log \left(1+\frac{p}{1-2 p}\right) \\
& \leqq 2 p \log \frac{1}{2}+p<-\frac{p}{4}
\end{aligned}
$$

which is the desired conclusion.
Upper bounds on $H$ are useful in proving statements about random graphs, such as the following one.

Lemma 2.4. Almost all graphs $G$ with $n$ vertices and $m$ edges ( $m \geqq 3 n$ ) have the following property: every subgraph of $G$ induced by sertices such that

$$
\begin{equation*}
s \geqq \frac{4 n^{2}}{m} \log \frac{m}{n} \tag{2.7}
\end{equation*}
$$

has fewer than $2 \mathrm{~ms}^{2} / \mathrm{n}^{2}$ edges.
Proof. Clearly, the number of those graphs which do not have the property, divided by the number of all graphs with $n$ vertices and $m$ edges, does not exceed

$$
\begin{equation*}
\sum_{s}\binom{n}{s} H\left(\binom{s}{2},\binom{n}{2}, m,\binom{s}{2} /\binom{n}{2}\right) . \tag{2.8}
\end{equation*}
$$

By Lemma 2.3, this quantity does not exceed

$$
\sum_{s}\binom{n}{s} \exp \left(-\frac{m s(s-1)}{4 n(n-1)}\right)<\sum_{s}\left(\frac{e n}{s} \exp \left(-\frac{m(s-1)}{4 n^{2}}\right)\right)^{s} .
$$

By (2.7), we have

$$
\frac{e n}{s} \exp \left(-\frac{m(s-1)}{4 n^{2}}\right) \leqq \frac{e m}{4 n \log (m / n)} \exp \left(\frac{m}{4 n^{2}}-\log \frac{m}{n}\right)<.99 .
$$

Hence (2.8), being bounded from above by

$$
\sum_{s}(.99)^{s}<100(.99)^{4 n^{2} \log (m / n) / m}
$$

tends to zero as $n$ tends to infinity.
3. Algorithms. In this section, we shall first describe a class of crude algorithms for finding a largest stable set in a graph and point out that by the use of appropriate data structures, the running time of these algorithms can be cut down considerably. Then we shall briefly outline a class of more sophisticated algorithms which we shall call Tarjan algorithms.

Let us suppose that, given a graph $G=(V, E)$ and a subset $S$ of $V$, we wish to find a largest stable subset $A$ of $S$. We may begin by choosing a vertex $v \in S$; the desired set $A$ either does not contain $v$ or it does contain $v$. In the first case, $A$ is a largest stable subset of the set $S_{1}=S-\{v\}$; in the second case, $A-\{v\}$ is the largest stable subset of the set $S_{2}$ obtained from $S$ by deleting $v$ with all of its neighbors in $S$. We shall denote $S_{1}$ by $S-v$ and $S_{2}$ by $S * v$; with this notation, we have

$$
\alpha(S)=\max (\alpha(S-v), 1+\alpha(S * v)) .
$$

Thus we have reduced the original problem into two similar, but smaller, subproblems: one for $S-v$ and the other for $S * v$.

Now, an algorithm for finding a largest stable set in $G$ suggests itself: begin with $S=V$, do what we have just done and then simply iterate away. One may visualize a binary tree with nodes labeled by subsets of $V$. The root is labeled by $V$ itself; if a node is labeled by a nonempty set $S$ then its left son is labeled by $S-v$ and its right son is labeled by $S * v$ for some $v \in S$. If $G$ has $n$ vertices altogether and if each vertex has fewer than $d$ neighbors then the tree will have at least $2^{n / d}$ nodes. Of course, that does not mean that the algorithm will create at least $2^{n / d}$
subproblems: different nodes of the tree may have the same label. (To take an extreme example, note that all the leaves of the tree will be labeled by $\varnothing$.)

We shall describe a possible implementation of the algorithm. For definiteness, let us assume that we have a fixed "choice function" $f$ which assigns to each nonempty subset $S$ of $V$ a vertex $f(S) \in S$. Such a function gives rise to an algorithm which we shall call the $f$-driven algorithm.

In its first phase, the algorithm creates a list of certain subsets of $V$, which will be called subproblems. It will be convenient to keep the list ordered, with larger subproblems preceding the smaller ones; within each group of subproblems of the same size, the order may be lexicographic. At each moment, we shall have a partial list of subproblems, with a pointer at one of them. At the very beginning, $V$ will be the only subproblem on the list; the first phase will terminate as soon as the pointer gets to $\varnothing$. When the pointer is at a nonempty set $S$, we define $S_{1}=S-f(S)$ and $S_{2}=S * f(S)$. Then we add $S_{1}$ and $S_{2}$ on the list (unless they are already present), shift the pointer to the successor of $S$ and iterate.

In the second phase, we pass through the list in a reverse order (from $\varnothing$ to $V$ ) and evaluate $\alpha(G)$ for each subproblem $S$. To begin with, we have $\alpha(\varnothing)=0$; for each nonempty subproblem $S$, we have $\alpha(S)=\max \left(\alpha\left(S_{1}\right), 1+\alpha\left(S_{2}\right)\right)$.

In the third phase, we shall find a largest stable set $A$ in $G$. To begin with, let us set $A=\varnothing$ and $S=V$. With each iteration, the set $S$ will shrink; when it will become empty, $A$ will be the desired largest stable set in $G$. Each iteration is simple. If $\alpha(S)=\alpha\left(S_{1}\right)$ then we replace $S$ by $S_{1}$; otherwise $\alpha(S)=1+\alpha\left(S_{2}\right)$ in which case we add $f(S)$ to $A$ and replace $S$ by $S_{2}$.

It is crucial to use the appropriate data structures when implementing the first phase. Trivially, the number of subproblems on the list never exceeds $2^{n}$. If we implement the list as a balanced tree (see [15] or [1]) then each of the look-ups and insertions can be handled within a number of set-comparisons proportional to $n$. If each $f(S)$ can be evaluated within $a$ steps and if the total number of subproblems is $b$ then the running time of the algorithm is $O\left(a b n^{2}\right)$. For at least a few choices of $f$ that come to mind, $a$ is polynomial in $n$. In that case, $b$ threatens to be the decisive factor in the upper bound.

Needless to say, the number of subproblems depends on the choice function $f$; for most functions $f$, that number seems difficult to estimate. To simplify the situation, we shall restrict ourselves to very special choice functions: when the vertices of $G$ are ordered as $v_{1}, v_{2}, \cdots, v_{n}$, the function $f$ chooses that vertex of $S$ which has the smallest subscript. The resulting $f$-driven algorithm will be called an order-driven algorithm.

The following proposition and its corollaries (Propositions 3.2-3.5) are due to Szemerédi. In its statement, $N(k)$ denotes the number of stable subsets of $\left\{v_{1}, v_{2}, \cdots, v_{k}\right\}$. Here and later on, we shall find it convenient to denote by $S * T$ the subset of $S$ resulting when all the vertices in $T$ and all their neighbors are deleted.

Proposition 3.1. The order-driven algorithm applied to a graph with vertices $v_{1}, v_{2}, \cdots, v_{n}$ creates at most

$$
1+\sum_{k=0}^{n-1} \min \left(N(k), 2^{n-k-1}\right)
$$

subproblems.

Proof. For each subproblem $S$, let $k$ be the largest subscript such that $\left\{v_{1}, v_{2}, \cdots, v_{k}\right\} \cap S=\varnothing$. It is not difficult to see that

$$
S=\left\{v_{k+1}, v_{k+2}, \cdots, v_{n}\right\} * B
$$

for some stable subset $B$ of $\left\{v_{1}, v_{2}, \cdots, v_{k}\right\}$. Hence for each fixed $k$, there are at most $N(k)$ subproblems $S$. In addition, if $k<n$ then there are only $2^{n-k-1}$ subsets $S$ of $\left\{v_{k+1}, \cdots, v_{n}\right\}$ such that $v_{k+1} \in S$.

Proposition 3.2. The order-driven algorithm applied to a graph $G$ of order $n$ such that $\alpha(G) \leqq n / 2$ creates at most

$$
n^{2}\binom{n}{\alpha(G)}
$$

subproblems.
Proof. Trivially, we have

$$
N(k) \leqq \sum_{i=0}^{\alpha(G)}\binom{k}{i} \leqq n\binom{n}{\alpha(G)}
$$

for each $k$; the rest follows from Proposition 3.1.
Proposition 3.3. For almost all graphs $G$ of order n, the order-driven algorithm creates at most

$$
n^{2(1+\log n / \log 2)}
$$

subproblems.
The proof follows immediately from Proposition 3.2 and Lemma 2.1.
Proposition 3.4. If $m(n) / n \rightarrow \infty$ then almost all graphs $G$ with $n$ vertices and $m$ edges have the following property: for every constant $c>1$, the order-driven algorithm on $G$ creates o $\left(c^{n}\right)$ subproblems.

Proof. By Lemma 2.2, we have $\alpha(G)=o(n)$ for almost all graphs with $n$ vertices and $m$ edges; the rest follows from Proposition 3.2.

Proposition 3.5. For every graph with $n$ vertices, the order-driven algorithm creates at most $3 \cdot 2^{(n-1) / 2}-1$ subproblems.

Proof. We have

$$
\sum_{k=0}^{n-1} \min \left(N(k), 2^{n-k-1}\right) \leqq \sum_{k=0}^{n-1} \min \left(2^{k}, 2^{n-k-1}\right) \leqq 3 \cdot 2^{(n-1) / 2}-2 ;
$$

the rest follows from Proposition 3.1.
Note that the bound of Proposition 3.5 is sharp: it is attained by the graph with vertices $v_{1}, v_{2}, \cdots, v_{2 m+1}$ and edges $v_{1} v_{2 m+1}, v_{2} v_{2 m}, \cdots, v_{m} v_{m+2}$. Nevertheless, if we can choose the ordering of the vertices then the bound can be improved.

Proposition 3.6. Every graph with n vertices can be ordered in such a way that the order-driven algorithm creates $O\left(n 2^{3 n / 7}\right)$ subproblems.

Proof. We shall first describe the ordering and then we shall show that it has the desired property. Suppose that we have already constructed the initial segment $v_{1}, v_{2}, \cdots, v_{4 t}$ for some $t \geqq 0$. If the graph $H=G-\left\{v_{1}, v_{2}, \cdots, v_{4 t}\right\}$ contains a path $w_{1} w_{2} w_{3} w_{4}$ then we set $v_{4 t+i}=w_{i}$ for $1 \leqq i \leqq 4$ and iterate. Otherwise each component of $H$ is a star or a triangle. In that case, we denote $4 t$ by $m$ and enumerate the vertices of $H$ as $v_{m+1}, v_{m+2}, \cdots, v_{n}$ in such a way that
(i) the vertices of each component of order $j$ are enumerated as $v_{i+1}, v_{i+2}, \cdots, v_{i+j}$ for some $i$,
(ii) if that component is a star then $v_{i+1}$ is its center.

It is not difficult to verify that $N(k) \leqq 2^{(3 k+1) / 4}$ for each $k=1,2, \cdots, m$. If $m \geqq 4 n / 7$ then

$$
\sum_{k=0}^{n-1} \min \left(N(k), 2^{n-k-1}\right)=O\left(n 2^{3 n / 7}\right) .
$$

If $m<4 n / 7$ then we resort to another argument: note that each subproblem has the form $\left\{v_{k+1}, v_{k+2}, \cdots, v_{n}\right\} * B$ such that $1 \leqq k \leqq n$ and $B$ is a stable subset of $\left\{v_{1}, v_{2}, \cdots, v_{m}\right\}$. Since $N(m) \leqq 2^{(3 m+1) / 4}$, the total number of subproblems is $O\left(n 2^{3 n / 7}\right)$.

It is not unlikely that the bound of Proposition 3.6 can be improved. Let us call a number $c$ admissible if every graph with $n$ vertices can be ordered in such a way that the order-driven algorithm creates $O\left(c^{n}\right)$ subproblems; let $c_{0}$ denote the infimum of all admissible $c$. By Proposition 3.6, we have $c_{0} \leqq 2^{3 / 7}$; on the other hand, the main result of this paper implies that $c_{0}>1$. What is the exact value of $c_{0}$ ? Similar questions apply to the wider class of $f$-driven algorithms and to the even wider class of Tarjan algorithms which we are about to outline.

As pointed out at the beginning of this section, every $f$-driven algorithm applied to a graph gives rise to a binary tree whose nodes are labeled by subproblems: if a node $x$ is labeled by a nonempty subproblem $S$ then the left son of $x$ is labeled by $S-v$ and the right son of $x$ is labeled by $S * v$ for some $v \in S$. Elimination of duplications on the list of subproblems amounts to pruning the tree: we simply omit nodes whose presence would result in duplicated labels. The idea of Tarjan [19] leads to pruning of a different kind. In an $f$-driven algorithm, each subproblem $S$ is generated in the form $(V-A) * B$ such that $B$ is a stable set; eventually, such a subproblem yields a stable set of size $\alpha(S)+|B|$. If another subproblem $S_{1}$ is generated in the form $\left(V-A_{1}\right) * B_{1}$ such that $S_{1} \subseteq S$ and $\left|B_{1}\right| \leqq|B|$ then $S_{1}$ can be discarded: in a sense, $S_{1}$ is dominated by $S$. In terms of the binary tree, we might index each node $x$ by the number $r$ of right-hand turns on the path from the root to $x$; a branch rooted at a node $x_{1}$ (labeled by $S_{1}$ and indexed by $r_{1}$ ) may be pruned off whenever there is another node $x$ (labeled by $S$ and indexed by $r$ ) such that $S_{1} \subseteq S$ and $r_{1} \leqq r$.

Now we have arrived at two kinds of pruning: these might be called "duplication pruning" and "dominance pruning", the former being (in a sense) a special case of the latter. An $f$-driven algorithm with the option of using both duplication pruning and dominance pruning to eliminate subproblems will be called a Tarjan algorithm. Of course, systematic use of dominance pruning may shorten the list of subproblems quite considerably. In terms of running time, however, the means could defeat the purpose: in general, it may take a very long time to decide whether the subproblem that has been just created is dominated by at least one of the subproblems already on the list. Thus it may be wise to pass up the option of (possible) dominance pruning in most cases, resorting to it only in those simple situations where the dominating subproblem is almost staring at us. Such a strategy led Tarjan [19] to an algorithm whose worst-case running time for a graph with $n$ vertices is $O\left(1.286^{n}\right)$. Later on, Tarjan and Trojanowski [20] designed an improved version of that algorithm with running time $O\left(2^{n / 3}\right)$. It may
be worth pointing out that these upper bounds come out of rather rudimentary applications of dominance pruning only: the argument does not take duplication pruning into account at all. Thus, it is not inconceivable that (with the subproblems kept in a balanced tree, so that duplication pruning is easy to implement) the worst-case running time of the Tarjan-Trojanowski algorithm is even better than $O\left(2^{n / 3}\right)$. Nevertheless, the main result of this paper implies the existence of a constant $c>1$ and arbitrarily large graphs $G$ with $n$ vertices such that every Tarjan algorithm applied to $G$ must create at least $c^{n}$ different subproblems. (In fact, almost all graphs with $n$ vertices and $d n$ edges have this property as long as $d$ is sufficiently large.)

One more comment: from the practical point of view, the TarjanTrojanowski algorithm might be preferable even to (hypothetical) $f$-driven algorithms creating $c^{n}$ subproblems for $c$ fairly close to 1 . The point is that the space requirements of such algorithms would be roughly $n c^{n}$ whereas the space required by the Tarjan-Trojanowski algorithm is only polynomial in $n$.
4. Recursive proofs. For the moment, let us deal with an arbitrary but fixed graph $G=(V, E)$. By a statement, we shall mean an ordered pair $(S, t)$ such that $S$ is a subset of $V$ and $t$ is a nonnegative integer. (Such a statement is to be interpreted as the inequality $\alpha(S) \leqq t$ which, of course, may be true or false.) By a recursive proof of a statement ( $S, t$ ) over $G$, we shall mean a sequence of statements

$$
\begin{equation*}
\left(S_{i}, t_{i}\right), \quad i=0,1, \cdots, m \tag{4.1}
\end{equation*}
$$

such that $\left(S_{0}, t_{0}\right)=(\varnothing, 0),\left(S_{m}, t_{m}\right)=(S, t)$ and such that each statement $\left(S_{k}, t_{k}\right)$ with $k \geqq 1$ can be derived from the previous statements ( $S_{i}, t_{i}$ ), $0 \leqq i \leqq k$, by at least one of the following two rules.

1. The dichotomy rule: from $\left(S-v, t_{i}\right)$ and $\left(S * v, t_{j}\right)$ we can derive $\left(S, \max \left(t_{i}, 1+t_{j}\right)\right)$.
2. The monotone rule: from $(S, t)$ we can derive $\left(S^{\prime}, t^{\prime}\right)$ whenever $S^{\prime} \subseteq S$ and $t^{\prime} \geqq t$.

Clearly, if (4.1) is a recursive proof of $(S, t)$ then $\alpha\left(S_{i}\right) \leqq t_{i}$ for every $i$; in particular, $\alpha(S) \leqq t$. Conversely, if $\alpha(S) \leqq t$ then there is a recursive proof of $(S, t)$. In order to see that, consider the family $F$ of subproblems created by some $f$-driven algorithm that has just found a largest stable subset of $S$. Enumerate all the ordered pairs ( $S^{*}, \alpha\left(S^{*}\right)$ ) with $S^{*} \in F$ as (4.1) in such a way that $\left|S_{i}\right| \leqq\left|S_{i+1}\right|$ for every $i$. Clearly, the resulting sequence constitutes a recursive proof of ( $S, \alpha(S)$ ); if $t>\alpha(S)$ then one additional application of the monotone rule completes a recursive proof of $(S, t)$.

It will be convenient to define the length of (4.1) as $m$. Now, Propositions $3.1-3.6$ yield direct corollaries in terms of recursive proofs. We shall state explicitly only one of them.

Proposition 4.1. If $c>1$ and if $m(n) / n \rightarrow \infty$ then, for almost all graphs $G=(V, E)$ with $n$ vertices and $m$ edges, there are recursive proofs of $(V, \alpha(G))$ of length $o\left(c^{n}\right)$.

In addition, every Tarjan algorithm applied to $G=(V, E)$ yields a recursive proof of $(V, \alpha(G))$. Hence for every graph $G=(V, E)$ of order $n$, there is a recursive proof of $(V, \alpha(G))$ of length $O\left(2^{n / 3}\right)$.

Now, we shall show that for a certain class of graphs $G=(V, E)$, there exist very short recursive proofs of ( $V, \alpha(G)$ ). This class consists of all those graphs $G$ for which $\alpha(G)$ equals $\theta(G)$, the smallest number of cliques whose union is $V$. (Trivially, we have $\alpha(G) \leqq \theta(G)$ for every graph $G$.) It may be instructive to split the argument into three easy propositions.

Proposition 4.2. If $G=(V, E)$ is a complete graph of order $n$ then there is $a$ recursive proof of $(V, 1)$ whose length is $n$.

Proof. Enumerating the vertices of $G$ as $v_{1}, v_{2}, \cdots, v_{n}$, define $S_{i}=$ $\left\{v_{1}, v_{2}, \cdots, v_{i}\right\}$. Trivially, the sequence $(\varnothing, 0),\left(S_{1}, 1\right), \cdots,\left(S_{n}, 1\right)$ constitutes a recursive proof.

Proposition 4.3. Let $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ be graphs such that $V_{1} \cap V_{2}=\varnothing$; let $G_{1} \cup G_{2}$ denote the graph $\left(V_{1} \cup V_{2}, E_{1} \cup E_{2}\right)$. If there are recursive proofs of $\left(V_{j}, \alpha\left(G_{j}\right)\right)$ of length $m_{j}$ for each $j=1,2$ then there is a recursive proof of $\left(V_{1} \cup V_{2}, \alpha\left(G_{1}\right)+\alpha\left(G_{2}\right)\right)$ whose length does not exceed $m_{1}+m_{2}$.

Proof. If $\left(S_{i}, t_{i}\right)$ with $i=0,1, \cdots, m$ is a recursive proof of $\left(V_{2}, \alpha\left(G_{2}\right)\right)$ then a recursive proof of ( $V_{1}, \alpha\left(G_{1}\right)$ ), followed by the sequence

$$
\left(V_{1} \cup S_{i}, \alpha\left(G_{1}\right)+t_{i}\right), \quad i=1,2, \cdots, m_{2},
$$

constitutes a recursive proof of ( $V_{1} \cup V_{2}, \alpha\left(G_{1}\right)+\alpha\left(G_{2}\right)$ ).
Proposition 4.4. Let $F$ be a subgraph of $G$ and let (4.1) be a recursive proof over $F$. Then there is recursive proof of $\left(S_{m}, t_{m}\right)$ over $G$ whose length does not exceed $2 m$.

Proof. We shall create the desired proof over $G$ from (4.1) by inserting a new statement immediately before each $\left(S_{k}, t_{k}\right)$ that has been obtained from the previous statements by the dichotomy rule. For every such ( $S_{k}, t_{k}$ ), there are subscripts $i, j$ and a vertex $v \in S_{k}$ such that $i<k, j<k, t_{k}=\max \left(t_{i}, 1+t_{j}\right)$ and $S_{i}=S_{k}-v, S_{j}=S_{k} * v$ in $F$. The statement to be inserted immediately before $\left(S_{k}, t_{k}\right)$ is $\left(S_{k}^{\prime}, t_{k}-1\right)$ such that $S_{k}^{\prime}=S_{k} * v$ in $G$. Clearly, $\left(S_{k}^{\prime}, t_{k}-1\right)$ follows from ( $S_{j}, t_{j}$ ) by the monotone rule whereas $\left(S_{k}, t_{k}\right)$ follows from $\left(S_{i}, t_{i}\right)$ and $\left(S_{k}^{\prime}, t_{k}-1\right)$ by the dichotomy rule.

Proposition 4.5. For every graph $G=(V, E)$ of order $n$ there is a recursive proof of $(V, \theta(G))$ whose length does not exceed $2 n$.

Proof. Consider the subgraph $F$ of $G$ consisting of $\theta(G)$ cliques whose union equals $V$. By Proposition 4.2. and by repeated applications of Proposition 4.3, there is a recursive proof of $(V, \theta(G))$ over $F$ whose length equals $n$. The rest follows from Proposition 4.4.

We shall close this section with another easy observation which will be handy later. The proof can be left to the reader.

Proposition 4.6. If (4.1) is a recursive proof over $G=(V, E)$ and if $W \subseteq V$ then

$$
\left(S_{i} \cap W, t_{i}\right), \quad i=0,1, \cdots, m,
$$

is a recursive proof over the subgraph of $G$ induced by $W$.
5. A lemma on binary trees. Let $a, b, r, s$ be nonnegative integers. A binary tree whose nodes are colored red and blue will be called ( $a, b, r, s$ )-constrained if, along each path from the root to a leaf,
(i) exactly $a$ nodes are followed by their left sons and exactly $b$ nodes are followed by their right sons,
(ii) at most $r$ nodes are red,
(iii) at least $s$ red nodes are followed by their right sons.

If, for some choice of integers $a, b, r$ and $s$, there is at least one $(a, b, r, s)$ constrained tree then we denote by $f(a, b, r, s)$ the largest possible number of leaves in such a tree; otherwise we set $f(a, b, r, s)=0$. Trivially, we have

$$
f(a, b, r, s) \leqq\binom{ a+b}{b}
$$

and

$$
f(a, b, r, s)=0 \quad \text { whenever } s>b \text { or } s>r .
$$

The purpose of this section is to derive the following upper bound on $f(a, b, r, s)$.
LEMmA 5.1. If $s \geqq 2 b r /(a+b-1), s \geqq r-a+1$ and $s \geqq 1$ then

$$
f(a, b, r, s) \leqq\binom{ a+b}{b} \frac{a b}{a+b} e^{-b r /(4(a+b))}
$$

First of all, we shall establish a simple recursive bound.
FACT 5.2. $f(a, b, r, s) \leqq \max \left\{\begin{array}{l}f(a-1, b, r, s)+f(a, b-1, r, s) \\ f(a-1, b, r-1, s)+f(a, b-1, r-1, s-1) .\end{array}\right.$
Proof. Let $T$ be an $(a, b, r, s)$-constrained tree. If its root is blue then the left subtree is either empty or $(a-1, b, r, s)$-constrained and the right subtree is either empty or ( $a, b-1, r, s$ )-constrained. If the root is red then the left subtree of $T$ is either empty or ( $a-1, b, r-1, s$ )-constrained and the right subtree of $T$ is either empty or $(a, b-1, r-1, s-1)$-constrained; hence the desired conclusion.

Next, for every choice of nonnegative integers $a, b, r, s$ such that

$$
s \leqq b, \quad s \leqq r, \quad s \geqq r-a+1
$$

we define

$$
F(a, b, r, s)=\sum_{i=0}^{b-s}\binom{r+i}{s+i}\binom{a+b-r-1-i}{b-s-i} .
$$

It is easy to verify that

$$
\begin{aligned}
& F(a, b, r, 0)=\binom{a+b}{b}, \\
& F(a, b, r, b)=\binom{r}{b}, \\
& F(a, b, r, r)=\binom{a+b-r}{a}, \\
& F(a, b, r, r-a+1)=\binom{a+b}{a}-\binom{r}{a}, \\
& F(a-1, b, r, s)+F(a, b-1, r, s)=F(a, b, r, s), \\
& F(a-1, b, r-1, s)+F(a, b-1, r-1, s-1)=F(a, b, r, s)
\end{aligned}
$$

whenever the left-hand side terms are defined.

FACT 5.3. We have $f(a, b, r, s) \leqq F(a, b, r, s)$ whenever the right-hand side is defined.

This inequality can be proved by induction on $a+b$ in a straightforward way; we omit the tedious details. It is not unlikely that there is a direct combinatorial proof of Fact 5.3. Furthermore, it is not difficult to show that $f(a, b, r, s)=$ $F(a, b, r, s)$ whenever the right-hand side is defined; however, that is irrelevant for our purpose.

Proof of Lemma 5.1. We may assume $s \leqq b$ and $s \leqq r$ for otherwise the left-hand side vanishes. Then, by Fact 5.3,

$$
f(a, b, r, s) \leqq F(a, b, r, s)
$$

Since $r \geqq s \geqq 2 b r /(a+b-1)$, we have $2 b /(a+b-1) \leqq 1$ and

$$
s+i \geqq 2 b \frac{r+i}{a+b-1}
$$

for every nonnegative $i$. Hence, with the notation of $\S 2$,

$$
\binom{r+i}{s+i}\binom{a+b-r-1-i}{b-s-i} \leqq H(r+i, a+b-1, b,(r+i) /(a+b-1)) \cdot\binom{a+b-1}{b}
$$

By Lemma 2.3, we have

$$
f(a, b, r, s) \leqq \sum_{i=0}^{b-s}\binom{a+b}{b} \frac{a}{a+b} e^{-b r /(4(a+b))}
$$

which implies the desired result.
6. The main result. A graph $G$ of order $n$ will be called $(d, \varepsilon)$-sparse if
(i) every vertex of $G$ has degree less than $d$,
(ii) every subgraph of $G$ induced by $m$ vertices such that $m \geqq \varepsilon n$ has fewer than $d m^{2} / n$ edges.

TheOrem 6.1. Let n, the positive integers and let d, $\varepsilon$ be positive reals such that

$$
\begin{aligned}
& n \leqq 10 t d, \\
& n \geqq 500 t^{2 / 3} d \\
& n \geqq 100 t^{3 / 4} d^{3 / 4} \\
& n \geqq 2000 t \\
& \varepsilon<n^{2} /\left(1810 t^{2} d^{2}\right)
\end{aligned}
$$

let $G=(V, E)$ be a $(d, \varepsilon)$-sparse graph of order $n$. Then every recursive proof of $(V, t)$ has length at least

$$
\begin{equation*}
\frac{90 d}{n} \exp \frac{n}{20 d^{2}} \tag{6.1}
\end{equation*}
$$

Proof. We shall set

$$
a=\left\lfloor n^{3} /\left(45000 t^{2} d^{2}\right)\right\rfloor, \quad b=\left\lfloor n^{2} /\left(900 t d^{2}\right)\right\rfloor
$$

and show that every recursive proof of $(V, t)$ has length at least

$$
\begin{equation*}
\frac{a+b}{a b} \exp \frac{b^{2}}{a+b} \tag{6.2}
\end{equation*}
$$

The reader may easily verify that $a \geqq b \geqq 200$ and so

$$
a>\frac{200}{201} \cdot \frac{n^{3}}{45000 t^{2} d^{2}}, \quad b>\frac{200}{201} \cdot \frac{n^{2}}{900 t d^{2}} .
$$

Then it follows that (6.2) is at least (6.1).
Let us outline our strategy. With each recursive proof of $(V, t)$, we shall associate a binary tree $T$ whose nodes will be labeled by statements from the proof. The assignment of labels to nodes will not be one-to-one (to take an extreme example, all the leaves of $T$ will be labeled by $\varnothing$ ) and so the number of nodes of $T$ may be much greater than the length of the proof. We shall find a node $z$ with a certain convenient property and then we shall construct a new binary tree $T^{*}$. Even though $T^{*}$ will not be a subtree of $T$ in a strict sense, its nodes will come from $T$; in particular, $z$ will be the root of $T^{*}$. Finally, we shall show that within the set $N$ of leaves of $T^{*}$, no label is repeated too often. More precisely, for each subset $S$ of $V$ we shall define

$$
N(S)=\left\{x \in N: x \text { is labeled by }\left(S, t^{\prime}\right) \text { for some } t^{\prime}\right\}
$$

and prove that

$$
\begin{equation*}
|N(S)| \leqq|N| \cdot \frac{a b}{a+b} \exp \left(-\frac{b^{2}}{a+b}\right) \tag{6.3}
\end{equation*}
$$

Since $N$ will be nonempty, (6.3) will imply the desired result: indeed, the number of those sets $S$ for which $N(S) \neq \varnothing$ must be at least (6.2).

Before going into the details, the reader may welcome a preview of the idea behind the proof of (6.3), however vague such a preview may have to be. Let ( $W, t^{*}$ ) be the statement that labels $z$. In the absence of the monotone rule, the tree $T^{*}$ is constructed in such a way that every subproblem $S$ labeling a leaf of $T^{*}$ is obtained from $W$ by simply deleting $a$ vertices and by deleting $b$ vertices with their neighbors. If we had our way, the subgraph $H$ induced by $W-S$ would consist of $a$ isolated vertices and $b$ disjoint stars: in that case, we could reconstruct the two sets of vertices, proving that $|N(S)|=1$. Actually, we shall be content even if things are not all that clear-cut, as long as we can approximately reconstruct the two sets. That will be the case as long as $H$ is reasonably large. (If $H$ is large then most of the $b$ vertices must have large degrees. At the same time, the second defining property of a $(d, \varepsilon)$-sparse graph implies that the average degree in $H$ is rather small. Hence the vertices of large degrees are quite conspicuous.) In order to guarantee that $H$ will be large, we have to choose $z$ appropriately. In general, the rules for constructing $T^{*}$ are designed to neutralize the desultory effects of the monotone rule. Now that the poor reader is properly confused, we can proceed to the details.

Constructing $T$, we shall find it convenient to call certain statements in the proof eligible : a statement will be called eligible if it is $(\varnothing, 0)$ or if it follows from
some two earlier statements by the dichotomy rule. Only the eligible statements, with a possible exception of $(V, t)$, will be used to label the nodes of $T$. The construction of $T$ is recursive; the root of $T$ is labeled by ( $V, t$ ). Suppose that we have constructed a node $x$ labeled by a statement $\left(S_{k}, t_{k}\right)$ and having no sons at this moment. If $\left(S_{k}, t_{k}\right)=(\varnothing, 0)$ then $x$ will be a leaf of $T$. Otherwise there are eligible statements $\left(S_{i}, t_{i}\right),\left(S_{j}, t_{j}\right)$ and a vertex $v \in S_{k}$ such that

$$
i, j \leqq k, \quad S_{i} \supseteq S_{k}-v, \quad S_{j} \supseteq S_{k} * v, \quad t_{k} \geqq \max \left(t_{i}, 1+t_{j}\right) .
$$

In that case, we shall create both sons of $x$, label the left one by $\left(S_{i}, t_{i}\right)$ and label the right one by $\left(S_{j}, t_{j}\right)$. For further reference, we shall set $S(x)=S_{k}, t(x)=t_{k}$ and $v(x)=v$. It will be useful to note that

$$
\begin{equation*}
t_{i} \leqq t_{k} \quad \text { and } \quad t_{j} \leqq t_{k}-1 \tag{6.4}
\end{equation*}
$$

Next, we shall find the special node $z$. A node $y$ will be called a descendant of a node $x$ if there is a path $x_{0}, x_{1}, \cdots, x_{k}$ such that $x=x_{0}, y=x_{k}$ and each $x_{i+1}$ is a son of $x_{i}$. If, in addition, exactly $b$ nodes $x_{i}$ are followed by their rightsons $x_{i+1}$ then $y$ will be called a $b$-descendant of $x$. Repeated applications of (6.4) show that

$$
\begin{equation*}
\text { if } y \text { is a } b \text {-descendant of } x \text { then } t(y) \leqq t(x)-b \text {. } \tag{6.5}
\end{equation*}
$$

We claim that

> there is a node $z$ such that $S(z) \geqq n / 2$ and such that $|S(y)|<|S(z)|-b n /(2 t)$ for every $b$-descendant $y$ of $z$.

A node with this property can be found by constructing a certain sequence $y_{0}, y_{1}, \cdots$ of nodes of $T$ such that $y_{0}$ is the root of $T$. If the most recently constructed $y_{i}$ has a $b$-descendant $y$ such that $|S(y)| \geqq\left|S\left(y_{i}\right)\right|-b n /(2 t)$ then set $y_{i+1}=y$; otherwise stop. $\operatorname{By}(6.5)$ and by the construction of the sequence, we have

$$
\left|S\left(y_{i}\right)\right| \geqq n(1-b i /(2 t)), \quad t\left(y_{i}\right) \leqq t-b i
$$

for every $i$. Since $t\left(y_{i}\right) \geqq 0$, we must have $i \leqq t / b$ and so $\left|S\left(y_{i}\right)\right| \geqq n / 2$ for every $i$. In particular, the very last $y_{i}$ in the sequence has the properties required of $z$. We shall denote $S(z)$ by $W$.

With each descendant $x$ of $z$, we shall associate two subsets $A(x), B(x)$ of $V$ : considering the path $x_{0}, x_{1}, \cdots, x_{k}$ from $x_{0}=z$ to $x_{k}=x$ we shall define

$$
\begin{aligned}
& A(x)=\left\{v\left(x_{i}\right): 0 \leqq i<k \text { and } x_{i+1} \text { is the left son of } x_{i}\right\}, \\
& B(x)=\left\{v\left(x_{i}\right): 0 \leqq i<k \text { and } x_{i+1} \text { is the right son of } x_{i}\right\} .
\end{aligned}
$$

Clearly, we have

$$
\begin{equation*}
|S(x) \cap W| \geqq|W|-|(A(x)-B(x)) \cap W|-\sum_{v \in B(x)}(1+d(v)) \tag{6.7}
\end{equation*}
$$

for every descendant $x$ of $z$. In particular,

$$
\begin{equation*}
\text { if }|(A(x)-B(x)) \cap W| \leqq a \text { and }|B(x)| \leqq b \text { then } S(x) \neq \varnothing: \tag{6.8}
\end{equation*}
$$

just observe that

$$
a+b(1+d) \leqq 2 a+b d<3 b d<n / 2
$$

Before proceeding to construct $T^{*}$, we shall associate a node $x^{*}$ with each descendant $x$ of $z$ such that

$$
|(A(x)-B(x)) \cap W| \leqq a \quad \text { and } \quad|B(x)| \leqq b .
$$

Consider the path $x_{0}, x_{1}, \cdots, x_{k}$ such that $x_{0}=x, x_{k}$ is a leaf of $T$ and each $x_{i+1}$ is the left son of $x_{i}$. Note that $\boldsymbol{B}\left(x_{i}\right)=\boldsymbol{B}(x)$ for every $i$. There must be at least one $i$ such that $0 \leqq i<k$ and

$$
\begin{equation*}
v\left(x_{i}\right) \in W, \quad v\left(x_{i}\right) \notin A(x) \cup B(x) \tag{6.9}
\end{equation*}
$$

for otherwise

$$
\left(A\left(x_{k}\right)-B\left(x_{k}\right)\right) \cap W=(A(x)-B(x)) \cap W \quad \text { and } \quad B\left(x_{k}\right)=B(x)
$$

but $S\left(x_{k}\right)=\varnothing$, contradicting (6.8). We shall denote the first $x_{i}$ satisfying (6.9) by $x^{*}$; note that

$$
\left(A\left(x^{*}\right)-B\left(x^{*}\right)\right) \cap W=(A(x)-B(x)) \cap W .
$$

At last, we are ready to construct $T^{*}$. Each of its nodes $x$ will come from $T$ and satisfy

$$
\begin{gathered}
v(x) \in W, \quad v(x) \notin A(x) \cup B(x), \\
|(A(x)-B(x)) \cap W| \leqq a, \quad|B(x)| \leqq b, \quad B(x) \subseteq W .
\end{gathered}
$$

The construction of $T^{*}$ is recursive; the root of $T^{*}$ is $z$. Suppose that we have already constructed some node $x$ of $T^{*}$; let $x_{\mathrm{L}}$ denote the left son of $x$ in $T$ and let $x_{\mathrm{R}}$ denote the right son of $x$ in $T$. If $|(A(x)-B(x)) \cap W|=a$ then $x$ will have no left son in $T^{*}$; otherwise we shall make $x_{\mathrm{L}}^{*}$ the left son of $x$ in $T^{*}$. If $|B(x)|=b$ then $x$ will have no right son in $T^{*}$; otherwise we shall make $x_{\mathrm{R}}^{*}$ the right son of $x$ in $T^{*}$. It will be useful to make note of the following property of $T^{*}$ :
along each path from the root to a leaf, exactly $a$ nodes are followed by their left sons, exactly $b$ nodes are followed by their right sons, and these $a+b$ nodes $x$ give rise to distinct vertices $v(x)$.

Finally, we shall prove the inequality (6.3). Without loss of generality, we may assume that $N(S) \neq \varnothing$ and so $S=S(y)$ for some $y \in N$. Denote by $H$ the subgraph of $G$ induced by $W-S(y)$ and denote by $m$ the order of $H$. Since $y$ is a $b$-descendant of $z$ in $T$, (6.6) implies that

$$
m>b n /(2 t) .
$$

On the other hand, (6.7) implies that

$$
m \leqq a+b(1+d) \leqq 2 a+b d<3 b d
$$

Enumerate the vertices of $H$ as $u_{1}, u_{2}, \cdots, u_{m}$ in such a way that

$$
d_{H}\left(u_{1}\right) \geqq d_{H}\left(u_{2}\right) \geqq \cdots \geqq d_{H}\left(u_{m}\right) .
$$

Since $b n /(2 t)>n^{3} /\left(1809 t^{2} d^{2}\right)$ and since $G$ is $(d, \varepsilon)$-sparse, the graph $H$ has fewer
than $d m^{2} / n$ edges. That is,

$$
\sum_{i=1}^{m} d_{H}\left(u_{i}\right)<2 d m^{2} / n
$$

It is now easy to see that, for every positive integer $r$, we have

$$
\begin{equation*}
d_{H}\left(u_{i}\right)<2 d m^{2} /(n r) \quad \text { whenever } i>r . \tag{6.11}
\end{equation*}
$$

We shall use (6.11) with

$$
r=\lfloor a m /(4 b d)\rfloor .
$$

Let us note at once that $r \geqq 200$ and so

$$
r>\frac{200}{201} \cdot \frac{a m}{4 b d}
$$

It will be also useful to note that

$$
\begin{gathered}
\frac{2 r b d}{a} \leqq \frac{m}{2} \\
\frac{2 d m^{2} b}{n r} \leqq \frac{201}{200} \cdot \frac{8 b^{2} d^{2}}{a n} \cdot m \leqq\left(\frac{201}{200}\right)^{2} \cdot \frac{4 m}{9},
\end{gathered}
$$

$$
\begin{equation*}
\frac{2 b r}{a+b-1} \geqq \frac{b r}{a} \geqq 1 . \tag{6.12}
\end{equation*}
$$

And while we are at it, let us also verify that

$$
\begin{aligned}
& a<\frac{201}{200} \cdot \frac{b n}{50 t}<\frac{201}{200} \cdot \frac{m}{25}, \\
& b \leqq \frac{1}{1000} \cdot \frac{b n}{2 t}<\frac{m}{1000} .
\end{aligned}
$$

So much for high-school algebra. Now, we shall set $R=\left\{u_{1}, u_{2}, \cdots, u_{r}\right\}$ and prove that

$$
\begin{equation*}
|B(x) \cap R| \geqq \frac{2 r b}{a+b-1} \tag{6.14}
\end{equation*}
$$

for every $x \in N(S)$. To begin with, (6.7), (6.11) and $B(x) \subseteq W$ imply

$$
m \leqq a+b+d|B(x) \cap R|+2 d m^{2} b /(n r)
$$

If (6.14) failed then we would have

$$
m \leqq a+b+2 r b d / a+2 d m^{2} b /(n r)
$$

However, the right-hand side of this inequality is at most

$$
m\left(\frac{201}{200} \cdot \frac{1}{25}+\frac{1}{1000}+\frac{1}{2}+\left(\frac{201}{200}\right)^{2} \cdot \frac{4}{9}\right)<m .
$$

Hence (6.14) must hold.
The rest is easy. Consider the subtree of $T^{*}$ consisting of all the paths from the root $z$ to leaves in $N(S)$; color each of its nodes $x$ red if $v(x) \in R$ and blue otherwise. By (6.10) and (6.14), this tree is ( $a, b, r, 2 b r /(a+b-1)$ )-constrained. Because of (6.12) and (6.13), Lemma 5.1 applies and shows that

$$
|N(S)| \leqq\binom{ a+b}{b} \cdot \frac{a b}{a+b} \exp \left(-\frac{b^{2}}{a+b}\right)
$$

By virtue of (6.10), this is the desired inequality (6.3).
Theorem 6.2. Let $m$ be a function of $n$ such that $m(n)=o\left((n / \log n)^{2}\right)$ but $m(n) \geqq 10^{10} n$ for all sufficiently large $n$. Then, for almost all graphs $G=(V, E)$ with $n$ vertices and $m$ edges, every recursive proof of $(V, \alpha(G))$ has length at least

$$
\frac{360 m}{n^{2}} \exp \frac{n^{2}}{m(350 \log m / n)^{3}}
$$

Proof. By Lemma 2.2 and by Lemma 2.4, almost all graphs with $n$ vertices and $m$ edges have the following two properties:

$$
\begin{equation*}
\alpha(G)<\frac{n^{2}}{m} \log \frac{m}{n}, \tag{P1}
\end{equation*}
$$

(P2) every subgraph induced by $s$ vertices such that

$$
s \geqq \frac{4 n^{2}}{m} \log \frac{m}{n}
$$

has at most $2 m s^{2} / n^{2}$ edges.
We shall show that all sufficiently large graphs with these two properties satisfy the conclusion of Theorem 6.2. Let us define

$$
\begin{aligned}
& k(n)=\left\lfloor\frac{n^{2}}{m}\left(50 \log \frac{m}{n}\right)^{3}\right\rfloor, \\
& d(n)=4 k m / n^{2} \\
& \varepsilon(n)=\frac{4 n^{2}}{k m} \log \frac{m}{n}
\end{aligned}
$$

Firstly, we shall show that every graph with $n$ vertices and $m \geqq 10^{10} n$ edges satisfying ( P 2 ) contains an induced ( $d, \varepsilon$ )-sparse subgraph of order $k$. To begin with, $2 k(n) \leqq n$. Next, an easy averaging argument shows that $G$ contains an induced subgraph $H_{0}$ with $2 k$ vertices and at most $4 m k^{2} / n^{2}$ edges. Beginning with $H_{0}$, we shall construct a sequence $H_{0}, H_{1}, \cdots$ of induced subgraphs of $H_{0}$ as follows: if the last constructed $H_{i}$ has a vertex $v$ of degree at least $d$ then set $H_{i+1}=H_{i}-v$, otherwise stop. Clearly, if an $H_{i}$ gets constructed then $H_{0}$ had at least di edges and so $i \leqq k$. In particular, the very last $H_{j}$ in the sequence has at least $k$ vertices; in $H_{j}$, we shall choose an induced subgraph $H$ of order $k$. Let $W$ denote the set of vertices of $H$. By (P2), every subgraph of $H$ with $s \geqq \varepsilon k=$ $4 n^{2} \log (m / n) / m$ vertices has at most $2 m s^{2} / n^{2}<d s^{2} / k$ edges. Hence $H$ is ( $d, \varepsilon$ )-sparse.

Next, by (P1), we have

$$
\alpha(G)<\frac{n^{2}}{m} \log \frac{m}{n} .
$$

On the other hand, we have

$$
\alpha(G) \geqq \alpha(H) \geqq k /(d+1) .
$$

For all sufficiently large $n$, Theorem 6.1 asserts that every proof of $(W, \alpha(G))$ has length at least

$$
\frac{90 d}{k} \exp \frac{k}{20 d^{2}}>\frac{360 m}{n^{2}} \exp \frac{n^{2}}{m(350 \log m / n)^{3}} .
$$

By Proposition 4.6, this is also a lower bound on the length of every recursive proof of $(V, \alpha(G))$.

Let us state a special case of Theorem 6.2 in a compact form.
Theorem 6.3. For every sufficiently large integer $d$ there is a constant $c>1$ with the following property: for almost all graphs $G=(V, E)$ with $n$ vertices and dn edges, every recursive proof of $(V, \alpha(G))$ has length at least $c^{n}$.

In closing, two remarks may be in order. Firstly, it would be interesting to construct an infinite class $\mathscr{C}$ of graphs for which there is a constant $c>1$ with the following property: for every graph $G=(V, E)$ in $\mathscr{C}$ and with $n$ vertices, every recursive proof of $(V, \alpha(G))$ has length at least $c^{n}$. Secondly, it is somewhat frustrating that Theorem 6.2 does not apply to graphs with $\mathrm{cn}^{2}$ edges. Perhaps the following is true.

Conjecture 6.4. There is a positive constant $c$ with the following property: for almost all graphs $G=(V, E)$ with $n$ vertices, every recursive proof of $(V, \alpha(G))$ has length at least $n^{c \log n}$.
7. Concluding remarks. There are many "natural" proof systems which extend our system of recursive proofs; we shall mention just a few. It would be interesting to strengthen our results by proving their analogues for the extended proof systems.

To begin with, one might adjoin the following inference rule:

$$
\text { from }\left(S_{1}, t_{1}\right) \text { and }\left(S_{2}, t_{2}\right) \text { we can deduce }\left(S_{1} \cup S_{2}, t_{1}+t_{2}\right) \text {. }
$$

Proposition 4.3 shows that, to some extent, this rule is implicit in the system of recursive proofs. Nevertheless, its addition just might make the system considerably more powerful. Along this line, further extensions lead to the system of cutting plane proofs which we are about to describe briefly. Let us consider a graph $G=(V, E)$ with vertices $v_{1}, v_{2}, \cdots, v_{n}$ none of which is isolated. A cutting plane proof of $(V, t)$ is a sequence of inequalities

$$
\sum_{j=1}^{n} a_{i j} x_{j} \leqq b_{i} \quad i=1,2, \cdots, m
$$

such that
(i) all the numbers $a_{i j}$ and $b_{i}$ are nonnegative integers,
(ii) for every $k=1,2, \cdots, m$, either the $k$ th inequality reads $x_{r}+x_{s} \leqq 1$ for
some edge $v_{r} v_{s}$ or else there are nonnegative multipliers $y_{1}, y_{2}, \cdots, y_{k-1}$ such that

$$
\sum_{i=1}^{k-1} y_{i} a_{i j} \geqq a_{k j}, \quad\left\lfloor\sum_{i=1}^{k-1} y_{i} b_{i}\right\rfloor \leqq b_{k}
$$

(iii) the last inequality reads $\sum_{j=1}^{n} x_{j} \leqq t$.

It is not difficult to see that $\alpha(G) \leqq t$ whenever there is a cutting plane proof of ( $V, t$ ). The converse is easy as well: in fact, every recursive proof of $(V, t)$ can be converted into a cutting plane proof of $(V, t)$. (The details are left to the reader.)

An inference rule which strengthens the monotone rule and is not subsumed in the notion of a cutting plane proof goes as follows. Let us write $S_{1}<S_{2}$ if there is a one-to-one mapping $f: S_{1} \rightarrow S_{2}$ such that $f(u)$ and $f(v)$ are adjacent only if $u$ and $v$ are. Clearly,

$$
\text { from }(S, t) \text { we can derive }\left(S^{\prime}, t^{\prime}\right) \text { whenever } S^{\prime}<S \text { and } t^{\prime} \geqq t \text {. }
$$

Again, it would be interesting to find out whether the addition of this inference rule makes the system of recursive proofs considerably stronger.

Colin McDiarmid [18] investigated a proof system, similar to our system of recursive proofs, for deriving lower bounds on the chromatic number of graphs. We shall describe his system very briefly. Let $G$ be a graph whose vertices are labeled by nonempty and pairwise disjoint subsets of $\{1,2, \cdots, m\}$; let $u$ and $v$ be two vertices of $G$. We shall denote by $G^{\prime}$ the graph obtained from $G$ by adding the edge $u v$; we shall denote by $G^{\prime \prime}$ the graph obtained from $G$ by identifying $u$ with $v$ (in which case the label of the new vertex is the union of the labels of $u$ and $v$ ). As usual, $\omega(G)$ denotes the order of the largest clique in $G$. By a recursive proof of [ $G_{m}, t_{m}$ ], we shall mean a sequence

$$
\left[G_{i}, t_{i}\right], \quad i=1,2, \cdots, m
$$

such that, for each $k$, either $t_{k} \leqq \omega\left(G_{k}\right)$ or else there are subscripts $i, j<k$ such that $G_{i}=G_{k}^{\prime}, G_{j}=G_{k}^{\prime \prime}$ and $t_{k}=\min \left(t_{i}, t_{j}\right)$. Clearly, if there is a recursive proof of [ $G_{m}, t_{m}$ ] then $\chi\left(G_{m}\right) \geqq t_{m}$. McDiarmid has proved that, for almost all graphs with $n$ vertices, every recursive proof of $[G, \chi(G)]$ has length at least

$$
\exp \left(.157 n(\log n)^{1 / 2}\right)
$$

His result implies that the average running time of the Corneil-Graham algorithm for finding the chromatic number of a graph[4] grows faster than every exponential. On the other hand, Lawler [16] has designed an algorithm for finding the chromatic number of a graph of order $n$ within $O\left(2.45^{n}\right)$ steps. (Of course, these facts are of an asymptotic nature and imply nothing about the relative merits of the two algorithms applied to graphs with, say, 200 vertices.)
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# MINIMIZING GARBAGE COLLECTION AS A FUNCTION OF REGION SIZE* 

RICHARD G. LARSON $\dagger$


#### Abstract

Under a virtual storage operating system, the time spent by a list processing language on garbage collection varies in a complex manner with the amount of memory allocated. This dependence is investigated and strategies for minimizing the time spent on garbage collection are given.


Key words. garbage collection, computation time, optimal storage allocation, list processing languages

1. Introduction. Higher-level list processing languages such as SNOBOL4 permit the convenient solution of relatively complex problems. However, programs written in such languages usually require large amounts of storage. If a virtual storage operating system is used, careful programming can produce programs with good locality, especially if the language uses a compacting garbage collection algorithm [2], [3]. However, the process of garbage collection necessarily has poor locality. One factor that the programmer often can control is the amount of virtual storage allocated to the program. A small region results in many fast storage regenerations; a large region results in a few slow storage regenerations.

It is possible to estimate the amount of time taken by garbage collection [3, p. 419]. If some simple assumptions are made about the average time needed to access a randomly chosen memory location as a function of region size (this is not constant with a virtual storage operating system), an estimate can be made of the total time required for garbage collection. This estimate is given in Proposition 1. The estimate is adequate to suggest strategies for choosing the amount of storage which minimizes garbage collection time. Such strategies are suggested by Propositions 2 and 3. These strategies depend on the amount of active data which must be preserved during the garbage collection, and on the amount of real memory available.
2. Garbage collection time. In this section we give an estimate of the number of garbage collections and the total time of garbage collection which is needed for a given computation.

One way to measure the course of a computation is by the amount of time spent computing since the beginning of the computation. Another way is by the amount of data produced. For example, in LISP one could count the number of CONSs. For the next proposition, the second method is used. At the point in a computation where $X$ units of data have been produced, denote the amount of active data which must be preserved by garbage collection by $A(X)$. A garbage collection in a region of size $R$ with amount of active data $A$ takes $a A+b R$ time units [3].

The term $a A$ in this expression is the time necessary for the garbage collection algorithm to mark the active nodes; in the case of a compacting garbage

[^90]collection such as described in [2], it also includes the time necessary to move the active data and to adjust the pointers. The term $b R$ is the time necessary to make a sequential pass through memory, collecting the unmarked nodes. Because marking and moving the active data are rather complicated procedures, in general the quantity $a$ will be substantially larger than $b$.

Proposition 1. Suppose a computation is done which produces amount of data $D$, using a region for storing data of size $R$. Then the number of garbage collections needed for this computation is approximately

$$
\int_{0}^{D} \frac{d X}{R-A(X)}-1
$$

The total time spent doing garbage collection during this computation is approximately

$$
\int_{0}^{D} \frac{(a A(X)+b R) d X}{R-A(X)}-b R
$$

Proof. Let $X_{0}=0$, and let $X_{i}$ be the amount of data which have been produced by the time of the $i$ th garbage collection. Since $R-A\left(X_{i}\right)$ is the amount of storage recovered by the $i$ th garbage collection, we have the following relation:

$$
X_{i+1}-X_{i}=R-A\left(X_{i}\right)
$$

The computation continues until $X \geqq D$. Let $n$ be the smallest integer such that $X_{n+1}>D$. Then $n$ is the number of garbage collections necessary for the computation. Let

$$
\Delta X_{i}=X_{i+1}-X_{i}=R-A\left(X_{i}\right) .
$$

Note that

$$
n=\left(\sum_{i=0}^{n} 1\right)-1=\sum_{i=0}^{n} \frac{\Delta X_{i}}{R-A\left(X_{i}\right)}-1 .
$$

The sum on the right-hand side of this equation is a Riemann sum for the integral

$$
\int_{0}^{D} \frac{d X}{R-A(X)}
$$

Therefore

$$
n \approx \int_{0}^{D} \frac{d X}{R-A(X)}-1
$$

The time spent on garbage collection is

$$
\sum_{i=1}^{n}\left(a A\left(X_{i}\right)+b R\right)=\sum_{i=0}^{n}\left(a A\left(X_{i}\right)+b R\right)-b R,
$$

since $A\left(X_{0}\right)=A(0)=0$. But

$$
\begin{aligned}
\sum_{i=0}^{n} a A\left(X_{i}\right)+b R & =\sum_{i=0}^{n}\left(a A\left(X_{i}\right)+b R\right) \frac{\Delta X_{i}}{R-A\left(X_{i}\right)} \\
& \approx \int_{0}^{D} \frac{(a A(X)+b R) d X}{R-A(X)}
\end{aligned}
$$

This completes the proof of the proposition.
3. Strategies. In this section we use Proposition 1 to study the effect on garbage collection time of varying region size. We first consider the case where $a$ and $b$ are independent of $R$.

Proposition 2. Suppose that $a$ and $b$ do not depend on $R$. Then garbage collection time for a given computation is a decreasing function of $R$.

Proof. Since

$$
T=\int_{0}^{D} \frac{(a A+b R) d X}{R-A}-b R
$$

it follows that

$$
\frac{d T}{d R}=-\int_{0}^{D} \frac{(a+b) A d X}{(R-A)^{2}}-b
$$

which is negative. This completes the proof of the Proposition.
The situation where $a$ and $b$ vary with $R$ is much more complicated. Suppose that there is a fixed amount $H$ of fast memory, and that $a$ and $b$ depend on the proportional amounts of fast and slow memory available. That is, assume

$$
\begin{aligned}
& a= \begin{cases}a_{0}, & R \leqq H, \\
a_{0} H / R+a_{1}(1-H / R), & R>H,\end{cases} \\
& b= \begin{cases}b_{0}, & R \leqq H, \\
b_{0} H / R+b_{1}(1-H / R), & R>H .\end{cases}
\end{aligned}
$$

We assume that $a_{1}>a_{0}$ and that $b_{1}>b_{0}$. At the beginning of $\S 2$ we gave a justification for the assumption that $a \gg b$. This allows us to assume that $a_{1} \gg b_{1}$. We also assume that $D$ is large, so that the term $-b R$ is negligible compared to the integral in the time estimate in Proposition 1.

Denote $\bar{a}=a_{1}-a_{0}$ and $\bar{b}=b_{1}-b_{0}$. Note that our assumptions imply that $(\bar{a}+\bar{b}) /\left(a_{1}+b_{1}\right)$ is a positive number somewhat less than 1 , and that $\bar{b} /\left(a_{1}+b_{1}\right)$ is a positive number substantially less than 1 . Assume that $\bar{b}<\bar{a}$. In the following proposition we consider conditions on $A=A(X)$. These are to be interpreted as requiring that $A$ be in the indicated range for all values of $X$.

Proposition 3. Under the above assumptions,
(a) if

$$
A / H>(\bar{a}+\bar{b}) /\left(a_{1}+b_{1}\right)
$$

then the garbage collection time is a decreasing function of $R$;
(b) if

$$
(a+b) /\left(a_{1}+b_{1}\right)>A / H \gg \bar{b} /\left(a_{1}+b_{1}\right),
$$

then the garbage collection time is a decreasing function of $R$ for $R<H$ and for $R>2 H-A / 2$;
(c) if

$$
A / H \gg \bar{b} /\left(a_{1}+b_{1}\right)
$$

is false, then the garbage collection time is a decreasing function of $R$ for $R<H$ and is an increasing function of $R$ for not excessively large $R>H$.

The strategic implications of this Proposition are as follows: if $A$ is not substantially less than $H$, then garbage collection time is minimized by taking $R$ as large as possible; if $A$ is very small compared with $H$, then garbage collection time is minimized by taking $R=H$. Of course, in practical situations, other considerations such as possible charges for space as well as time and scheduling priorities will influence the choice of $R$.

Proof. It follows from Proposition 2 that garbage collection time is a decreasing function of $R$ for $R<H$. Note that

$$
\frac{d a}{d R}=\bar{a} H / R^{2}, \quad R>H
$$

and

$$
\frac{d b}{d R}=\bar{b} H / R^{2}, \quad R>H
$$

We consider

$$
\frac{d}{d R} \int_{0}^{D} \frac{(a A+b R) d X}{R-A}=\int_{0}^{D} \frac{d}{d R}\left(\frac{a A+b R}{R-A}\right) d X
$$

The integrand on the right-hand side equals

$$
\frac{\left(\bar{b} H-\left(a_{1}+b_{1}\right) A\right) R^{2}+2 \bar{a} A H R-\bar{a} A^{2} H}{R^{2}(R-A)^{2}} .
$$

This has the same sign as

$$
\begin{aligned}
Q(R) & =\left(\bar{b} H-\left(a_{1}+b_{1}\right) A\right) R^{2}+2 \bar{a} A H R-\bar{a} A^{2} H \\
& =C_{2} R^{2}+C_{1} R+C_{0} .
\end{aligned}
$$

To find the sign of $Q(R)$, we first find the roots. The discriminant is

$$
\begin{aligned}
\Delta & =C_{1}^{2}-4 C_{0} C_{2} \\
& =(2 \bar{a} A H)^{2}-4\left(\bar{b} H-\left(a_{1}+b_{1}\right) A\right)\left(-\bar{a} A^{2} H\right) \\
& =4 \bar{a} A^{2} H\left(\bar{a} H+\bar{b} H-\left(a_{1}+b_{1}\right) A\right) \\
& =4 \bar{a}^{2} A^{2} H^{2}\left(1+\frac{\bar{b} H-\left(a_{1}+b_{1}\right) A}{\bar{a} H}\right) .
\end{aligned}
$$

Note that the discriminant is negative if and only if

$$
A / H>(\bar{a}+\bar{b}) /\left(a_{1}+b_{1}\right)
$$

We see that $Q(0)<0$. If the discriminant is negative, $Q(R)$ cannot change sign. Therefore, if

$$
A / H>(\bar{a}+\bar{b}) /\left(a_{1}+b_{1}\right),
$$

the derivative is always negative. This proves part (a) of the proposition.
To prove parts (b) and (c), we consider the location of the roots of $Q(R)$.
Suppose now that

$$
A / H<(\bar{a}+\bar{b}) /\left(a_{1}+b_{1}\right) .
$$

This implies that

$$
-1<\frac{\bar{b} H-\left(a_{1}+b_{1}\right) A}{\bar{a} H}
$$

The assumption that $\bar{b}<\bar{a}$ implies that

$$
\frac{\bar{b} H-\left(a_{1}+b_{1}\right) A}{\bar{a} H}<1 .
$$

Therefore

$$
\left|\frac{\bar{b} H-\left(a_{1}+b_{1}\right) A}{\bar{a} H}\right|<1 .
$$

Use the Taylor series expansion for $\sqrt{1+x}$ to get that

$$
\sqrt{\Delta} \approx 2 \bar{a} A H\left(1+\frac{\bar{b} H-\left(a_{1}+b_{1}\right) A}{2 \bar{a} H}\right) .
$$

Therefore the roots of $Q(R)$ are

$$
\begin{aligned}
& z_{1}=\frac{-C_{1}+\sqrt{\Delta}}{2 C_{2}} \approx \frac{A}{2}, \\
& z_{2}=\frac{-C_{1}-\sqrt{\Delta}}{2 C_{2}} \approx \frac{2 \bar{a} A H}{\left(a_{1}+b_{1}\right) A-\bar{b} H}-\frac{A}{2} .
\end{aligned}
$$

If $A / H \gg \bar{b} /\left(a_{1}+b_{1}\right)$, then

$$
z_{2} \approx \frac{2 \bar{a} H}{\left(a_{1}+b_{1}\right)}-\frac{A}{2} .
$$

Since $C_{2}=\bar{b} H-\left(a_{1}+b_{1}\right) A$ is negative in this case, $Q(R)$ is negative for $R$ a large positive or large negative number. The fact that $C_{2}$ is negative also implies that $z_{1}<z_{2}$. Since

$$
\frac{\bar{a}}{a_{1}+b_{1}}<1,
$$

it follows that $z_{2}<2 H-A / 2$. Since $Q(R)$ is negative for $R>z_{2}$, and since $d T / d R$ has the same sign as $Q(R)$ for $R>H$, it follows that $T$ is a decreasing function of $R$ for $R>2 H-A / 2$. Part (b) of the proposition follows.

The proof of part (c) breaks down into two subcases:
(c1) Suppose $A / H$ is slightly larger than $\bar{b} /\left(a_{1}+b_{1}\right)$. The argument in the proof of part (b) shows that the derivative is positive for

$$
H<R<\frac{2 \bar{a} A H}{\left(a_{1}+b_{1}\right) A-\bar{b} H}-\frac{A}{2} .
$$

Since $A / H$ is only slightly larger than $\bar{b} /\left(a_{1}+b_{1}\right)$, the denominator of the first term on the right-hand side of the inequality is small, so the right-hand end of the inequality is large.
(c2) Suppose $A / H<\bar{b} /\left(a_{1}+b_{1}\right)$. Then $C_{2}$ is positive. The argument in the proof of part (b) shows that the two roots are approximately

$$
-\frac{2 \bar{a} A H}{\bar{b} H-\left(a_{1}+b_{1}\right) A}-\frac{A}{2}
$$

which is negative, and $A / 2$ which is $<H$. Therefore the derivative is positive for all $R>H$. This completes the proof of the proposition.
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# ON THE WORST-CASE BEHAVIOR OF STRING-SEARCHING ALGORITHMS* 

RONALD L. RIVEST $\dagger$


#### Abstract

Any algorithm for finding a pattern of length $k$ in a string of length $n$ must examine at least $n-k+1$ of the characters of the string in the worst case. By considering the pattern $00 \cdots 0$, we prove that this is the best possible result. Therefore there do not exist pattern matching algorithms whose worst-case behavior is "sublinear" in $n$ (that is, linear with constant less than one), in contrast with the situation for average behavior (the Boyer-Moore algorithm is known to be sublinear on the average).


Key words. string-searching, pattern matching, text editing, computational complexity, worstcase behavior

1. Introduction. Let $s=s_{1} s_{2} \cdots s_{n}$ denote a string of length $n$ over some finite alphabet $\Sigma$, and similarly let $p=p_{1} p_{2} \cdots p_{k}$ denote a pattern of length $k$ over the same alphabet. The "string-searching problem" is to determine if the pattern occurs in the string-that is, if

$$
(\exists j)(1 \leqq j \leqq n-k+1) \wedge\left(p_{1} p_{2} \cdots p_{k}=s_{j} s_{j+1} \cdots s_{j+k-1}\right) .
$$

We denote this occurrence as $p \leqq s$.
Several efficient algorithms exist for determining whether $p \leqq s$, given a pattern $p$ of length $k$ and a string $s$ of length $n$. For example, the algorithm of Knuth, Morris and Pratt [3], [4] first constructs (in time $O(k)$ ) a finite state automaton to recognize the regular set $\Sigma^{*} p \Sigma^{*}$ (see [1] also). Then $p \leqq s$ iff the automaton accepts $s$, which can be determined in time $O(n)$. The entire algorithm runs in time $O(n+k)$. As an example (which we shall use later), for $p=0101$ the automaton of Fig. 1 would be constructed. Here we assume that $\Sigma=\{0,1\}$. State 1 is the initial state and state 5 is the only accepting state.


Fig. 1

Recently, Boyer and Moore published an algorithm [2] which is significantly faster than the Knuth-Morris-Pratt algorithm on the average. The latter algorithm examines every character in $s$ exactly once, whereas the Boyer-Moore algorithm looks at only some fraction $c<1$ of the characters on the average; a

[^91]typical value for $c$ might be .24 when $p$ is a five-letter English word. The worst-case behavior of the algorithm is nonlinear in $n$ and $k$, although a slight modification of their algorithm due to B . Kuipers results in a linear worst-case time algorithm as well. (Knuth [5] has shown that the average number of times a character in $s$ is examined by the modified algorithm is bounded above by 6 ; the proof, however, is very complicated.) The Boyer-Moore algorithm requires that the string $s$ be stored in some sort of random-access memory in order to achieve any savings. Their procedure examines $s_{k}$, then $s_{k-1}$, and so on, until an $s_{j}$ such that $s_{j} \neq p_{j}$ is found. Then some of the initial characters of $s$ may be deleted and the process repeated with the shorter string $s$. If the examined (matching) subsection $s_{j+1} \cdots s_{k}$ of $s$ occurs nowhere else in $p$, the first $k$ characters of $s$ may be skipped, even though only $k-j+1$ of them have been examined. Otherwise some smaller number may be discarded, reflecting the next possible alignment of $s_{j+1} \cdots s_{k}$ with some subsection of $p$. Another heuristic is also used: the latest occurrence of $s_{j}$ in $p$ (hopefully preceding $p_{j}$ ) is used to determine how many characters from $s$ can be deleted before $s_{j}$ aligns with some character in $p$. In the best case we find that $s_{k} \neq p_{k}$ and that $s_{k}$ occurs nowhere in $p$; then $k$ characters of $s$ can be skipped at the cost of examining just one.

The focus of this paper is on the worst-case behavior of such patternmatching algorithms. We answer (in the negative) the conjecture that a patternmatching algorithm can exist whose worst-case behavior is "sublinear" in the same sense that the Boyer-Moore algorithm is sublinear in its average behavior. More precisely, we show that for every pattern $p$ and for every correct algorithm $A$ which determines if $p \leqq s$ for arbitrary strings $s$, there exists a string $s$ which causes $A$ to examine at least $|s|-|p|+1$ characters of $s$. This result is given in $\S 2$ of this paper. In $\S 3$ we show that this lower bound is the best possible by considering an algorithm for the pattern $p=00 \cdots 0$.
2. The worst-case lower bound. The approach models the method Rivest and Vuillemin used to prove the Aanderaa-Rosenberg conjecture [5]. Fix the pattern $p$ and let $A_{p}$ be any algorithm for determining whether $p \leqq s$ for any string $s$. Let $w\left(A_{p}, n\right)$ denote the maximum number of characters in $s$ examined by algorithm $A_{p}$ for any string $s$ in $\Sigma^{n} ; w\left(A_{p}, n\right)$ is the worst-case cost function for algorithm $A$.

We assume that $w\left(A_{p}, n\right) \leqq w\left(A_{p}, n+1\right)$ for all $A_{p}$ and all $n$. Otherwise if $w\left(A_{p}, n\right)>w\left(A_{p}, n+1\right)$ for some $n$ an improved algorithm $A_{p}^{\prime}$ can be derived from $A_{p}$ by letting $A_{p}^{\prime}$ behave on inputs $s$ just as $A_{p}$ does whenever $|s| \neq n$ and letting $A_{p}^{\prime}$ behave on the strings $s$ of length $n$ just as $A_{p}$ would behave on the string $s z$ where $z \neq p_{k}$ (simulating the query of the $(n+1)$ st character $z$ ). Since $(p \leqq s) \Leftrightarrow$ ( $p \leqq s z$ ), we have that $w\left(A_{p}^{\prime}, n\right) \leqq w\left(A_{p}, n+1\right)$, and $w\left(A_{p}^{\prime}, m\right)=w\left(A_{p}, m\right)$ for $m \neq n$. Thus $w\left(A_{p}^{\prime}, n\right) \leqq w\left(A_{p}^{\prime}, n+1\right)$; repeating this procedure as necessary yields an improved procedure $A_{p}^{\prime}$ such that $w\left(A_{p}^{\prime}, n\right) \leqq w\left(A_{p}, n\right)$ for all $n$ and $w\left(A_{p}^{\prime}, n\right) \leqq w\left(A_{p}^{\prime}, n+1\right)$ for all $n$.

Theorem 1. $(\forall p)\left(\forall A_{p}\right)(\forall n)(w(A, n) \geqq n-k+1)$, where $k=|p|$.
Proof. We shall in fact prove that $w\left(A_{p}, n\right)=n$ for infinitely many $n$, such that these values of $n$ occur not more than $k$ apart. Using our assumption that $w\left(A_{p}, n\right) \leqq w\left(A_{p}, n+1\right)$ then yields the theorem.

Let $f(p, n)$ denote $\left|\left\{s \mid s \in \Sigma^{n} \bigwedge p \leqq s\right\}\right|$, the number of strings of length $n$ which contain $p$ as a substring. The following result is immediate from [5].

Lemma 1. If $f(p, n) \not \equiv 0(\bmod |\Sigma|)$, then $w\left(A_{p}, n\right)=n$.
The proof of Lemma 1 will not be given here; we only remark that it follows from a calculation of $f(p, n)$ using a decision-tree representation of $A_{p}$. If $w\left(A_{p}, n\right)<n$ then $f(p, n) \equiv 0(\bmod |\Sigma|)$ follows.

In order to calculate $f(p, n)$ we make use of the finite state automaton (fsa) constructed by the Knuth-Morris-Pratt algorithm for recognizing $\Sigma^{*} p \Sigma^{*}$. Let the states of this fsa be numbered so that state 1 is the initial state, state $i$ (for $1 \leqq i \leqq k$ ) is arrived at whenever a string ending in $p_{1} p_{2} \cdots p_{i-1}$ has been read (and this is the largest such $i$ ), and state $k+1$ is the accepting state. There is a transition labeled $p_{i}$ from state $i-1$ to state $i$ (for $1 \leqq i \leqq k$ ); all other transitions leaving state $i-1$ arrive at some state numbered strictly less than $i$.

Let $g_{p}(n, i)$ denote $\mid\left\{s \mid s \in \Sigma^{n}\right.$ and the fsa on $s$ ends in state $\left.i\right\} \mid$. Then $g_{p}(n, k+1)=f(p, n)$. The fsa will be used to derive a set of linear recurrences for the vector $\bar{g}_{n}=\left(g_{p}(n, 1), g_{p}(n, 2), \cdots, g_{p}(n, k+1)\right)$. In fact $\bar{g}_{n+1}=T \cdot \bar{g}_{n}$, where $T$ is a $k+1$ by $k+1$ matrix whose $(i, j)$ entry is the number of symbols in $\Sigma$ which cause a transition from state $j$ to state $i$. For example, for $p=0101$ the corresponding matrix $T=\left\{t_{i j}\right\}$ is

$$
\left[\begin{array}{lllll}
1 & 0 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 2
\end{array}\right] .
$$

In general, the sum of each column is $|\Sigma|, t_{i, i-1}=1$ for $2 \leqq i \leqq k+1$, and $t_{i j}=0$ if $j<i-1$. Also, $t_{k+1, k+1}=|\Sigma|$. To initialize the recurrence we have $\bar{g}_{0}=$ $(1,0,0, \cdots, 0)$.

Since we are interested in $f(p, n)=g_{p}(n, k+1)$ only with respect to its residue modulo $|\Sigma|$, we consider the reduced recurrence $\bar{g}_{n+1}=T^{\prime} \cdot \bar{g}_{n}(\bmod |\Sigma|)$, where the entries of $T^{\prime}$ are those of $T$ reduced modulo $|\Sigma|$. In fact $T^{\prime}$ is just $T$ with the $(k+1, k+1)$ entry replaced by 0 . We now observe that $g_{p}(n, k+1) \equiv g_{p}(n-1, k)$, so we will concentrate on the parity of $g_{p}(n, k)$ from now on. The $k$ by $k$ upper left submatrix $T^{\prime \prime}$ of $T^{\prime}$ maps $\left(g_{p}(n, 1)(\bmod |\Sigma|), \cdots, g_{p}(n, k)(\bmod |\Sigma|)\right)$ onto $\bar{g}_{n+1}^{\prime}$.

Now $T^{\prime \prime}$ induces a mapping from $\Gamma=\{0,1, \cdots,|\Sigma|-1\}^{k}$ to itself. Furthermore, $T^{\prime \prime}$ is easily seen to be invertible; sequentially adding row $i$ to row $i+1$ for $i=1,2, \cdots, k$ will reduce $T^{\prime \prime}$ to an upper triangular form with $|\Sigma|-1$ along the main diagonal (we assume that $|\Sigma|>1$ ).

Since $T^{\prime \prime}$ is invertible, the directed graph $G$, whose vertices are elements of $\Gamma$ and whose edges $(x, y)$ are present whenever $T^{\prime \prime} x=y$, consists of a set of disjoint cycles. We need to show that the cycle containing $\bar{g}_{0}^{\prime}=(1,0,0, \cdots, 0)$ has a vertex whose $k$ th coordinate is nonzero at least once every $k$ steps.

We first observe that the all-zero vector $0^{k}$ is not an element of the cycle, since it belongs to a one-element cycle (it is fixed by the linear mapping $T^{\prime \prime}$ ), and $\bar{g}_{0}^{\prime}$ is not the zero vector.

Next we observe that for any vector $x \in \Gamma$ such that $x_{i} \neq 0$ and $x_{j}=0$ for $j>i$, the vector $y=\left(T^{\prime \prime}\right)^{k-i} x$ has $y_{k} \neq 0$. In general, if $x \neq 0^{k}, x_{k}=0$ and $i$ is the largest integer such that $x_{i} \neq 0$, then $\left(T^{\prime \prime} x\right)_{i+1}=x_{i}$ since the lower diagonal portion of $T^{\prime \prime}$ is zero except for the subdiagonal, which consists entirely of ones.

This completes the proof of
Lemma 2. $(\forall n>k)(\exists j)(0 \leqq j<k)\left(w\left(A_{p}, n-j\right)=n-j\right)$.
Theorem 1 now follows directly from Lemma 1 and our assumption.
3. An upper bound on the worst-case. The lower bound of $|s|-|p|+1$ proved in the last section may seem weak at first; one's first guess might be that $w\left(A_{p}, n\right)=n$ as long as $n \geqq|p|$. This, however, turns out to be false, as we demonstrate in this section by a careful analysis of an algorithm for the pattern $p=0^{k}$.

THEOREM 2. $\left(p=0^{k}\right) \Rightarrow\left(\exists A_{p}\right)\left(w\left(A_{p}, n\right)=n-\mu(n)\right)$, where

$$
\mu(n)=\left\{\begin{array}{l}
0 \quad \text { if } n^{p} \equiv 0(\bmod k+1) \text { or } n \equiv k(\bmod k+1), \\
n(\bmod k+1) \quad \text { otherwise } .
\end{array}\right.
$$

Proof. The algorithm $A_{p}$ works in a fashion similar to the Boyer-Moore algorithm. It is given below.

Algorithm $A_{p}$ for $p=0^{k}$.
Input: a string $s_{1} s_{2} \cdots s_{n}$.
Local variables: $r, i, j$
Procedure:

```
r:=0;i:=0;j:=0;
repeat if }r+k>n\mathrm{ then
            begin print (" }p\not\equivs"); exit end
            if }\mp@subsup{s}{r+k-j}{}=0\mathrm{ then }j:=j+
            else begin r:= r+k-j;
                i:=j;
                j:=0
        end;
until }i+j=k\mathrm{ ;
print (" }p\leqqs\mathrm{ at position", r+1).
```

Inductively the algorithm knows at the top of the repeat loop that positions $s_{r+1}, s_{r+2}, \cdots, s_{r+i}$ and positions $s_{r+k-j+1}, \cdots, s_{r+k}$ are all zero; it next tests position $s_{r+k-j}$ and adjusts $r, i$, and $j$ accordingly. Let $c(m, i, j)$ denote the maximum number of characters in $s$ that $A_{p}$ needs to examine, starting from some instant when $m=n-r$ and $i$ and $j$ define the state of $A_{p}$ 's knowledge about $s$ as above. Thus $w\left(A_{p}, n\right)=c(n, 0,0)$ by definition. Furthermore, we have by construction that

$$
c(n, i, j)= \begin{cases}0 & \text { if } i+j=k \text { or } n<k,  \tag{*}\\ \max (c(n, i, j+1), c(n-k+j, j, 0))+1 \quad \text { otherwise } .\end{cases}
$$

Define for integers $m$ and $i, 0 \leqq i \leqq k-1,0 \leqq m \leqq k$,

$$
\beta(m, i)= \begin{cases}0 & \text { if } m=k, \\ m+1 & \text { if } i>m \text { and } m<k, \\ m-i & \text { if } i \leqq m \text { and } m<k .\end{cases}
$$

Lemma.

$$
c(n, i, j)=\left\{\begin{array}{l}
0 \quad \text { if } i+j=k \text { or } n<k, \\
n-i-j-\beta(m, i) \quad \text { otherwise, where } m=n(\bmod k+1) .
\end{array}\right.
$$

Proof. By induction, as in the definition (*) of $c(n, i, j)$. The lemma is clearly correct if $i+j=k$ or $n<k$. Henceforth, assume $i+j<k \leqq n$. There are two cases to consider. Let $m$ denote $n(\bmod k+1)$.

Case 1. $c(n, i, j)=c(n, i, j+1)+1$. Here the lemma follows directly as long as $i+j+1 \neq k$; otherwise $c(n, i, j+1) \leqq c(n-k+j, j, 0)$, so here we can appeal to Case 2 .

Case 2. $c(n, i, j)=c(n-k+j, j, 0)+1$.
Case 2a. $n-k+j<k$. Here we know that $c(n, i, j+1) \geqq c(n-k+j, j, 0)$ so the lemma holds by Case 1. (If both $n-k+j<k$ and $i+j+1=k$ then the lemma follows by the definition of $\beta$ ).

Case 2b. $n-k+j \geqq k$.
Case $2 \mathrm{~b}(1) . i+j+1=k$. Here we need to show that

$$
n-i-j-\beta(m, i)=n-k+1-\beta(n-k+j(\bmod k+1), j),
$$

or

$$
\begin{equation*}
\beta(m, i)=\beta(n-i-1(\bmod k+1), k-1-i) . \tag{**}
\end{equation*}
$$

Case $2 \mathrm{~b}(1) \mathrm{i} . \quad m=k$. Here both sides of (**) are 0 , since $n-i-1 \equiv$ $k-i-1(\bmod k+1)$.

Case $2 \mathrm{~b}(1) \mathrm{ii} . i>m$ and $m<k$. Both sides of (**) are $m+1$, since $n-i-1(\bmod k+1)>k-i-1$.

Case $2 \mathrm{~b}(1) \mathrm{iii} . i \leqq m$ and $m<k$. Both sides of (**) are $m-i$, since $0 \leqq$ $m-i-1<k-i-1$.

Case $2 \mathrm{~b}(2) . i+j+1<k$. Here it suffices to show that

$$
n-i-j-1-\beta(m, i) \geqq n-k+j-h-\beta(n-k+j(\bmod k+1), j),
$$

that is, that $c(n, i, j+1) \geqq c(n-k+j, j, 0)$, so that we may appeal to Case 1 . Since $m+1 \equiv n-k(\bmod k+1)$, this is equivalent to
(***)

$$
k-i-j \geqq 1+\beta(m, i)-\beta(m+j+1(\bmod k+1), j) .
$$

Note that the left-hand side of $(* * *)$ is strictly greater than one, since we are in Case 2b(2).

Case $2 \mathrm{~b}(2)$ i. $m=k$. Here the right side of $(* * *)$ is at most one.
Case $2 \mathrm{~b}(2) \mathrm{ii}$. $i>m$. The right side of ( $* * *$ ) equals 1 since $m+j+1<$ $i+j+1<k$.

Case $2 \mathrm{~b}(2) \mathrm{iii} . i \leq m$. If $m+j+1<k$, then the right hand side of $(* * *)$ is $-i$. If $m+j+1=k$ then it is $1+m-i=k-i-j$. If $m+j+1>k$ then if $m<k$ it is $1+(m-i)-(m+j+1-k-1+1)=k-i-j$; otherwise it is one.

This completes the proof of the lemma. Theorem 2 follows since $\beta(n(\bmod k+1), 0)=\mu(n)$.

We conclude from Theorem 2 that when searching for the pattern $0^{k}$ in a string $s \in \Sigma^{n}$, we only need to examine at most $n-k+1$ characters of $s$ if $n \equiv k-1(\bmod k+1)$. The uniform lower bound of theorem 1 can therefore not be improved. Note that the use of the pattern $0^{k}$ in Theorem 2 means that Theorem 1 is best possible even for a binary alphabet.

Conclusions. We have shown that pattern matching in strings is inherently linear (with constant 1 ) in the length of the string. An open problem is to prove the equivalent of Theorem 2 for all patterns:

$$
(\forall p)\left(\exists A_{p}\right)(\exists n)\left(w\left(A_{p}, n\right)=n-|p|+1\right) .
$$
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# COMPUTATIONAL COMPLEXITY OF PROBABILISTIC TURING MACHINES* 
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#### Abstract

A probabilistic Turing machine is a Turing machine with the ability to make decisions based on the outcomes of unbiased coin tosses. The partial function computed by a probabilistic machine is defined by assigning to each input the output which occurs with probability greater than $\frac{1}{2}$. With this definition, only partial recursive functions are probabilistically computable. The run time and tape of probabilistic machines are defined. A palindrome-like language is described that can be recognized faster by one-tape probabilistic Turing machines than by one-tape deterministic Turing machines. It is shown that every nondeterministic machine can be simulated in the same space by a probabilistic machine with small error probability. Several classes of languages recognized probabilistically in polynomial time are defined and compared with $N P$.


Key words. probabilistic Turing machines, probabilistic algorithms, probabilistic computation, computational complexity, Turing machines, Markov chains, crossing sequences, polynomial reducibility, polynomial-complete languages

1. Introduction. Probabilistic methods in computation have usually been used for problems arising from probabilistic considerations [5]. Monte Carlo methods are often used to obtain qualitative information about the behavior of large systems, especially for systems subject to random disturbances. As another example, Monte Carlo integration techniques are most applicable to multidimensional integrals, which typically are the probabilities of events that are complex combinations of simpler events.

Recently certain problems have been shown to be solvable by probabilistic algorithms that are faster than the known deterministic algorithms for solving these problems. Rabin [20] describes a probabilistic algorithm for finding the nearest pair of a set of $n$ points in $k$-space that executes in average time $O(n)$, which is faster than the $n \log n$ steps required by the best known deterministic algorithms. Solovay and Strassen [26] and Rabin [20] present probabilistic algorithms for recognizing prime numbers in polynomial time with a small probability of error. These results suggest that probabilistic algorithms may be useful for solving other deterministically intractable problems.

In this paper we study a formal model for probabilistic algorithms, the probabilistic Turing machine. A probabilistic Turing machine is a computer with the ability to make random decisions. The output of a probabilistic machine is not in general uniquely determined by the input, but we can define in a natural way the partial function computed by a probabilistic machine (Definition 2.1). It has been shown that the ability to make random decisions does not increase the ultimate computational power of Turing machines [4], [23], [8]. However, it is natural to ask if probabilistic machines can be proven to require less time or tape than deterministic machines. This paper provides a partial answer to this question.

In $\S 2$ we define probabilistic Turing machines (PTMs) and the functions computed by probabilistic machines. We show that every probabilistically computable function is partial recursive, and in fact that any standard enumeration of

[^92]PTMs yields an acceptable Gödel numbering of the partial recursive functions. We discuss briefly the relationship between our definitions of PTMs and the more general notion of Santos [23].

In § 3 we show that maximum and average run time are unsuitable as complexity measures for the entire class of PTMs. We introduce a more convenient concept of probabilistic run time, and show that every probabilistic machine can be simulated deterministically in at most exponentially more time.

In § 4 we exhibit a palindrome-like language that can be recognized by a fixed one-tape probabilistic Turing machine faster for infinitely many inputs than by any one-tape deterministic Turing machine.

In § 5 we prove elementary facts about several classes of languages recognizable probabilistically in polynomial time. Simon [25] has shown that the largest of these classes, $P P$, contains $N P$ and is identical with the class of languages accepted by polynomial bounded threshold machines. The set of formulas of propositional calculus satisfied by a majority of interpretations is proven to be a polynomial complete language for $P P$.

In § 6 we define tape for probabilistic machines and prove that it is a Blum complexity measure. We show that the output length of a PTM is at most an exponential of the tape; that the run time is at most a double exponential of the tape; that every PTM can be simulated deterministically in at most exponentially more tape; and that every language accepted by a nondeterministic machine can be recognized probabilistically using the same amount of tape.
2. Probabilistic Turing machines. The model of probabilistic computation studied in this paper, the probabilistic Turing machine, is obtained from the usual Turing machine model by allowing machines access to the simplest type of randomness. A probabilistic Turing machine is a coin-tossing computer which can make decisions based on the outcomes of fair coin tosses.

We assume a standard Turing machine model [11]. A multitape Turing machine consists of a finite control unit equipped with a read-only input tape, a write-only output tape, and a finite number of read-write worktapes. A Turing machine is deterministic if the current state of the machine uniquely determines the next action of the machine; otherwise the machine is nondeterministic.

Definition 2.1. A probabilistic Turing machine (PTM) is a Turing machine with distinguished states called coin-tossing states. For each coin-tossing state, the finite control unit specifies two possible next states. The computation of a probabilistic Turing machine is deterministic except that in coin-tossing states the machine tosses an unbiased coin to decide between the two possible next states.

Formal definitions of PTMs in terms of state-transition functions are given in [8] and [23] and are omitted here.

The probabilistic Turing machine model can be extended by relaxing the requirement that unbiased random decisions are made. It can be shown that the resulting model has the same computational power as the PTM defined by Santos [23]. At the end of this section, we state a result characterizing the functions computable by PTMs with unrestricted coin biases.

The computation of a PTM is determined by its input and the outcomes of the coin tosses performed by the machine. It will be convenient to describe probabilistic machines in terms of partial functions of two variables. One variable is the
usual input to the machine. The other variable is the random input, a binary sequence representing the outcomes of the coin tosses. For simplicity we suppose that the machine tosses a coin at each step of its computation, although the result of the coin toss is ignored except when the machine is in a coin-tossing state. The possible computations of a probabilistic machine $M_{i}$ with tape alphabet $\Sigma$ are represented by a partial function $\phi_{i}: \Sigma^{*} \times\{0,1\}^{*} \rightarrow \Sigma^{*}$. The value of $\phi_{i}(x ; \alpha)$ is the output of the computation of $M_{i}$ on input $x$ with coin tosses specified by the binary sequence $\alpha$. By convention, $\phi_{i}(x ; \alpha)$ is undefined if the computation requires more than $|\alpha|$ steps, where $|\alpha|$ denotes the length of $\alpha$.

In the remainder of this paper $M_{i}(x)$ will denote either the possible computations of $M_{i}$ with input $x$ (a random process) or the output of the computation (a random variable). We assume a standard enumeration $\left\{M_{i}\right\}$ of the probabilistic Turing machines.

In general, a PTM computes a random function [23]; for each input $x$, the machine $M_{i}$ produces output $y$ with probability $\operatorname{Pr}\left\{M_{i}(x)=y\right\}$. We define the deterministic partial function computed by any PTM as follows.

Definition 2.2. The partial function $\phi_{i}$ computed by probabilistic Turing machine $M_{i}$ is defined by

$$
\phi_{i}(x)= \begin{cases}y & \text { if } \operatorname{Pr}\left\{M_{i}(x)=y\right\}>\frac{1}{2} \\ \text { undefined } & \text { if no such } y \text { exists }\end{cases}
$$

A partial function is probabilistically computable if it is computed by some PTM.
Proposition 2.3. Every function computed by a probabilistic Turing machine is partial recursive. Therefore the class of probabilistically computable functions is the same as the class of partial recursive functions.

Proof. Every partial recursive function is probabilistically computable, since deterministic Turing machines are special cases of probabilistic Turing machines. Conversely, let $M_{i}$ be a PTM. To compute $\phi_{i}(x)$ it suffices to find an output $y$ such that $\operatorname{Pr}\left\{\boldsymbol{M}_{i}(x)=y\right\}>\frac{1}{2}$. For any $n$ we can compute $\operatorname{Pr}\left\{\boldsymbol{M}_{i}(x)=y\right.$ in time $\left.n\right\}$, the probability that $M_{i}(x)$ outputs $y$ in some computation of at most $n$ steps. This probability equals $m 2^{-n}$, where $m$ is the number of coin toss sequences $\alpha$ of length $n$ such that $\phi_{i}(x ; \alpha)=y$. If $\operatorname{Pr}\left\{M_{i}(x)=y\right\}>\frac{1}{2}$ for some $y$, then $\operatorname{Pr}\left\{M_{i}(x)=y\right.$ in time $n\}>\frac{1}{2}$ for all large enough $n$. Therefore to compute $\phi_{i}(x)$, we systematically evaluate $\operatorname{Pr}\left\{M_{i}(x)=y\right.$ in time $\left.n\right\}$ until we find some $y$ and $n$ such that this probability exceeds $\frac{1}{2}$. We then set $\phi_{i}(x)=y$.

The next two propositions imply that $\left\{\phi_{i}\right\}$ is an acceptable Gödel numbering [21] of the partial recursive functions. We assume a standard computable pairing function $\langle i, x\rangle$.

Proposition 2.4 (Universal PTM). There is a universal probabilistic Turing machine $M_{u}$ such that $\phi_{u}(\langle i, x\rangle ; \alpha)=\phi_{i}(x ; \alpha)$ for every binary string $\alpha$. In particular, $\operatorname{Pr}\left\{M_{u}\langle i, x\rangle=y\right\}=\operatorname{Pr}\left\{M_{i}(x)=y\right\}$ for every $i, x$, and $y$, and therefore $\phi_{u}\langle i, x\rangle=$ $\phi_{i}(x)$.

Proposition 2.5 ( $S$-m-n Theorem). There is a recursive function s such that $\phi_{s(e, i)}(x ; \alpha)=\phi_{e}(\langle i, x\rangle ; \alpha)$ for every binary string $\alpha$. In particular, $\operatorname{Pr}\left\{M_{s(e, i)}(x)=\right.$ $y\}=\operatorname{Pr}\left\{M_{e}\langle i, x\rangle=y\right\}$ for every $e, i, x$, and $y$, and therefore $\phi_{s(e, i)}(x)=\phi_{e}\langle i, x\rangle$.

The proofs of Propositions 2.4 and 2.5 use simulations essentially identical to those used for deterministic Turing machines. As a corollary of these two
propositions, the recursion theorem holds for $\left\{\phi_{i}\right\}$. In fact, the standard proof of the recursion theorem [22, p. 180] can be modified to yield the following stronger result.

Proposition 2.6 (Recursion Theorem). For every total recursive function $f$ there is an index $e$ such that $\phi_{e}(x ; \alpha)=\phi_{f(e)}(x ; \alpha)$ for every binary string $\alpha$. In particular, $\operatorname{Pr}\left\{M_{e}(x)=y\right\}=\operatorname{Pr}\left\{M_{f(e)}(x)=y\right\}$ for every $x$ and $y$, and therefore $\phi_{e}=$ $\phi_{f(e)}$.

In the later sections of this paper we shall be interested in the time and tape used by probabilistic machines. Another important aspect of a PTM is its reliability.

Definition 2.7. The error probability of $M_{i}$ is the function $e_{i}$ defined by

$$
e_{i}(x)= \begin{cases}\operatorname{Pr}\left\{M_{i}(x) \neq \phi_{i}(x)\right\} & \text { if } \phi_{i}(x) \text { is defined } \\ \text { undefined } & \text { if } \phi_{i}(x) \text { is undefined }\end{cases}
$$

Clearly $e_{i}(x)<\frac{1}{2}$ whenever $e_{i}(x)$ is defined. In general $e_{i}(x)$ is not computable, as can be shown using the recursion theorem of Proposition 2.6. However, $e_{i}(x)$ can be effectively approximated from above.

A useful probabilistic algorithm should have small probability of error. At the very least, the error probability should be uniformly bounded below $\frac{1}{2}$ for all inputs.

Definition 2.8. $M_{i}$ computes $\phi_{i}$ with bounded error probability if there is a constant $\varepsilon<\frac{1}{2}$ such that $e_{i}(x) \leqq \varepsilon$ for every $\varepsilon$ in the domain of $\phi_{i}$.

A PTM which computes with bounded error probability corresponds to a probabilistic automaton with an isolated cutpoint at $\frac{1}{2}$ [16], [18].

The probabilistic Turing machine model of Definition 2.1 restricts the randomness accessible by the computer to be of a very simple type-independent equiprobable bits. The more general probabilistic Turing machines of Santos [23] can be simulated by coin-tossing machines, provided that coins with arbitrary biases are allowed. The computational power of coin-tossing machines with biased coins is characterized by the following proposition, part of which appears implicitly in [24].

Proposition 2.9. Let $p_{1}, p_{2}, \cdots, p_{k}$ be real numbers such that $0 \leqq p_{i} \leqq 1$. The partial functions computable probabilistically by PTMs which make random decisions with biases drawn from $\left\{p_{1}, p_{2}, \cdots, p_{k}\right\}$ are exactly the functions partial recursive in the binary representations of $p_{1}, p_{2}, \cdots, p_{k}$.
3. Time. In the last section we showed that only partial recursive functions are probabilistically computable, and so no new functions can be computed by probabilistic algorithms. The natural question is whether probabilistic machines can compute more efficiently than deterministic machines, that is, using less time or tape. We study time in this and the following two sections and tape in the final section.

First we must agree on the definition of run time for PTMs. The obvious measure of probabilistic run time is the average time. (In some situations the maximum running time is more appropriate.) Although average run time is the first choice as measure of computation time for PTMs, it has theoretical drawbacks. Average run time is not a Blum complexity measure for the entire class of PTMs.

We recall that $\left\{\phi_{i}, \Phi_{i}\right\}$ is a Blum measure of computational complexity if $\left\{\phi_{i}\right\}$ is an acceptable Gödel numbering and $\left\{\Phi_{i}\right\}$ is a sequence of partial recursive functions satisfying the two axioms [1]:
(B1) $\phi_{i}(x)$ is defined iff $\Phi_{i}(x)$ is defined;
(B2) $\Phi_{i}(x) \leqq n$ is a decidable predicate of $i, x$, and $n$.
Suppose that $\phi_{i}$ denotes the partial recursive function computed by the probabilistic Turing machine $M_{i}$. Let us write $\bar{T}_{i}(x)$ for the least integer greater than or equal to the average run time of $M_{i}(x)$. Then $\left\{\phi_{i}, \bar{T}_{i}\right\}$ is not a complexity measure for several reasons:
(i) $\bar{T}_{i}$ is not in general a computable function. However, $\bar{T}_{i}$ is approximable from below; that is, there is a recursive function $g(i, x, n)$, nondecreasing in $n$, such that $\bar{T}_{i}(x)=\lim _{n \rightarrow \infty} g(i, x, n)$. In fact, every partial function $\psi$ such that $\psi(x) \geqq 3$ and $\psi(x)=\lim _{n \rightarrow \infty} g(x, n)$ for some recursive function $g$ nondecreasing in $n$ is the average run time of some probabilistic algorithm.
(ii) $\left\{\phi_{i}, \bar{T}_{i}\right\}$ does not satisfy axiom (B1). On the one hand, $\bar{T}_{i}(x)$ may be finite even if $\phi_{i}(x)$ is undefined, for example, if $\operatorname{Pr}\left\{M_{i}(x)=0\right\}=\operatorname{Pr}\left\{M_{i}(x)=1\right\}=\frac{1}{2}$. A similar situation occurs for tape and tape reversal measures for deterministic Turing machines. This difficulty could be removed by redefining $\bar{T}_{i}(x)$ to be infinite whenever $\phi_{i}(x)$ is undefined. However, $\bar{T}_{i}(x)$ may be infinite even when $\phi_{i}(x)$ is defined.
(iii) $\left\{\phi_{i}, \bar{T}_{i}\right\}$ does not satisfy axiom (B2). This can be shown directly using the recursion theorem as in [8], or it can be inferred from the following result.

Proposition 3.1. Every recursively enumerable set is accepted by some probabilistic Turing machine with finite average run time.

Proof. By definition, the set accepted by a Turing machine (deterministic or probabilistic) is the domain of the function computed by the machine. Let $W$ be any r.e. set, and suppose that $W$ is accepted by a deterministic Turing machine M. A probabilistic machine $M^{\prime}$ accepting $W$ executes the following program:

```
repeat
    simulate one step of M(x);
    if M(x) accepted at last step then accept;
    until cointoss() = heads;
if cointoss() = heads then accept else reject.
```

Here cointoss is a Boolean function that returns the result of an unbiased coin toss.
For $x$ not in $W$, the domain of $M$, the above procedure can terminate only at line 5 , and so it rejects and accepts with probability $\frac{1}{2}$; thus $x$ is not in the domain of $M^{\prime}$. On the other hand, if $x$ is in $W$, then $M^{\prime}$ accepts on line 3 with positive probability, and so $M^{\prime}$ accepts $x$ with probability greater than $\frac{1}{2}$. Therefore $M^{\prime}$ accepts $W$. A straightforward calculation bounds the average run time of $M^{\prime}$ by 5.

Suppose that we modify the flowchart in the proof of Proposition 3.1 by changing line 3 to

## $3^{\prime}$ if $M(x)$ accepted at last step then loop forever;

Let $\bar{T}(x)$ denote the average run time of $M^{\prime}$ with input $x$. Then $\bar{T}(x)=\infty$ for $x$ in $W$ and $\bar{T}(x) \leqq 5$ for $x$ not in $W$. Thus $x$ belongs to $W$ iff $\bar{T}(x)>5$. We conclude that $\left\{\phi_{i}, \bar{T}_{i}\right\}$ does not satisfy axiom (B2), since otherwise every r.e. set would be recursive.

The proof of the following result is similar to that of Proposition 3.1.
Corollary 3.2. Every 0,1-valued recursive function can be computed probabilistically with finite average run time.

A relatively simple diagonalization shows that the restriction of Corollary 3.2 to 0,1 -valued functions in necessary.

Proposition 3.3. (i) For every recursive function $h$ there is a $0,1,2$-valued recursive function $f$ requiring average run time more than $h(x)$ a.e.
(ii) Every recursive function $f$ requires average run time more than $\frac{1}{2}|f(x)|$ on input $x$.

The procedure described in Proposition 3.1 is not a useful method for accepting r.e. sets, since the error probability is very nearly $\frac{1}{2}$. According to Proposition 3.7 below, average run time is a more reasonable cost measure when restricted to PTMs with bounded error probability.

Maximum run time is also inadequate for measuring the time of probabilistic computations, primarily because maximum run time can be infinite even for algorithms with finite average run time. We are thus led to the following "theoretical" definition of probabilistic time. Recall that $\operatorname{Pr}\left\{M_{i}(x)=y\right.$ in time $\left.n\right\}$ is the probability that $M_{i}$ with input $x$ gives output $y$ in some computation of at most $n$ steps.

Definition 3.4. The Blum run time $T_{i}$ of probabilistic Turing machine $M_{i}$ is defined by

$$
T_{i}(x)= \begin{cases}\text { least } n \text { such that } & \\ \operatorname{Pr}\left\{M_{i}(x)=\phi_{i}(x) \text { in times }\right\}>\frac{1}{2} & \text { if } \phi_{i}(x) \text { is defined }, \\ \infty & \text { if } \phi_{i}(x) \text { is undefined }\end{cases}
$$

This definition, which also appears in [30], is analogous to the definition of the run time of a nondeterministic Turing machine as the length of the shortest accepting computation.

Proposition 3.5. $\left\{\phi_{i}, T_{i}\right\}$ is a Blum complexity measure.
Proof. To verify the first axiom, we must show that $T_{i}(x)<\infty$ iff $\phi_{i}(x)$ is defined. By definition, $T_{i}(x)=\infty$ if $\phi_{i}(x)$ is not defined. Conversely, suppose that $\phi_{i}(x)$ is defined. Then $\operatorname{Pr}\left\{M_{i}(x)=\phi_{i}(x)\right\}>\frac{1}{2}$, and so $\operatorname{Pr}\left\{M_{i}(x)=\phi_{i}(x)\right.$ in time $n\}>\frac{1}{2}$ for all large enough $n$. Therefore $T_{i}(x)<\infty$.

The second axiom is also easily verified. For any $i, x$, and $n$, we show how to decide deterministically in time $O\left(n^{2} 2^{n}\right)$ whether $T_{i}(x) \leqq n$. As in the proof of Proposition 2.3, we can calculate $\operatorname{Pr}\left\{M_{i}(x)=y\right.$ in time $\left.n\right\}$ by a straightforward simulation of all possible computations of $M_{i}(x)$. Similarly we can calculate the probability that $y$ is a prefix of the output of $M_{i}(x)$ in time $n$, which we denote by $\operatorname{Pr}\left\{M_{i}(x) \sqsupset y\right.$ in time $\left.n\right\}$. These probabilities can be computed in time $O\left(n 2^{n}\right)$. Now we proceed by induction on $m$ to determine if the output of $M_{i}(x)$ in time $n$ is of length $m$. For $m=0$ we merely check if $\operatorname{Pr}\left\{M_{i}(x)=\Lambda\right.$ in time $\left.n\right\}>\frac{1}{2}$. Suppose that for some $m<n$ we have found $y$ of length $m$ such that $\operatorname{Pr}\left\{M_{i}(x) \sqsupset y\right.$ in time $n\}>\frac{1}{2}$ but $\operatorname{Pr}\left\{M_{i}(x)=y\right.$ in time $\left.n\right\} \leqq \frac{1}{2}$. We compute $\operatorname{Pr}\left\{M_{i}(x)=y^{\prime}\right.$ in time $\left.n\right\}$ and $\operatorname{Pr}\left\{M_{i}(x) \sqsupset y^{\prime}\right.$ in time $\left.n\right\}$ for each $y^{\prime}$ of length $m+1$ that extends $y$. If $\operatorname{Pr}\left\{M_{i}(x)=y^{\prime}\right.$ in time $\left.n\right\}>\frac{1}{2}$ for some such $y^{\prime}$ then $T_{i}(x) \leqq n$. Otherwise either $\operatorname{Pr}\left\{M_{i}(x) \sqsupset y^{\prime}\right.$ in time $\left.n\right\}>\frac{1}{2}$ for some $y^{\prime}$ of length $m+1$ or $\phi_{i}(x)$ is undefined and
therefore $T_{i}(x)>n$. Thus either for some $m \leqq n$ we find the output $\phi_{i}(x)$ of length $m$ and conclude that $T_{i}(x) \leqq n$ or we verify that $T_{i}(x)>n$. The entire procedure can be performed in time $O(n) \cdot O\left(n 2^{n}\right)=O\left(n^{2} 2^{n}\right)$.

Proposition 3.6. If Mis a probabilistic Turing machine with Blum run time $T$, then $M$ can be simulated by a deterministic Turing machine in time $O\left(T^{2} 2^{T}\right)$.

Proof. For $n=1,2,3, \cdots$ we use the procedure outlined in the proof of Proposition 3.5 to decide if $T(x) \leqq n$. For $n=T(x)$ the procedure produces the output of $M(x)$. The total computation time is at most $O\left(1^{2} \cdot 2^{1}\right)+O\left(2^{2} \cdot 2^{2}\right)+$ $\cdots+O\left(T(x)^{2} 2^{T(x)}\right)=O\left(T(x)^{2} 2^{T(x)}\right)$.

The next result gives evidence that Definition 3.4 is a reasonable notion of probabilistic run time.

Proposition 3.7. If $M_{i}$ is a probabilistic Turing machine with bounded error probability, then there is a constant $c>0$ such that $T_{i}(x) \leqq c \bar{T}_{i}(x)$ whenever $\phi_{i}(x)$ is defined.

Proof. If $M_{i}$ has bounded error probability then there is a constant $\varepsilon<\frac{1}{2}$ such that $e_{i}(x)<\varepsilon$ for every $x$ in the domain of $\phi_{i}$. Let $c=1 /\left(\frac{1}{2}-\varepsilon\right)$.

If $\bar{T}_{i}(x)=\infty$ then there is nothing to prove. So suppose that $\bar{T}_{i}(x)<\infty$. Obviously $\operatorname{Pr}\left\{\right.$ run time of $\left.M_{i}(x)>c \bar{T}_{i}(x)\right\}<1 / c=\frac{1}{2}-\varepsilon$, or equivalently, $\operatorname{Pr}\{$ run time of $\left.M_{i}(x) \leqq c \bar{T}_{i}(x)\right\}>\frac{1}{2}+\varepsilon$. Since $\operatorname{Pr}\left\{M_{i}(x) \neq \phi_{i}(x)\right.$ in time $\left.c \bar{T}_{i}(x)\right\} \leqq$ $\operatorname{Pr}\left\{M_{i}(x) \neq \phi_{i}(x)\right\}<\varepsilon$, it follows that $\operatorname{Pr}\left\{M_{i}(x)=\phi_{i}(x)\right.$ in time $\left.c \bar{T}_{i}(x)\right\}>\frac{1}{2}$. Therefore $T_{i}(x) \leqq c \bar{T}_{i}(x)$.

No reverse inequality is true in general; there are PTMs with bounded error probability for which $\bar{T}_{i}(x)=\infty$ and $T_{i}(x)<\infty$. Proposition 3.7 states that for PTMs with bounded error probability, the average run time cannot be much less than the Blum run time, and therefore the average run time does not assign too small a cost to computations. The pathology of Proposition 3.1 cannot occur for PTMs with bounded error probability.

Corollary 3.8. If $M$ is a probabilistic Turing machine with bounded error probability and average run time $\bar{T}$, then $M$ can be simulated by a deterministic Turing machine in time $2^{o(\bar{T})}$.

Proof. Let $\varepsilon<\frac{1}{2}$ be a uniform error probability bound for $M$. Then by Propositions 3.6 and 3.7, if $c=1 /\left(\frac{1}{2}-\varepsilon\right)$, then $M$ can be simulated deterministically in time $O\left((c \bar{T})^{2} 2^{c \bar{T}}\right)=2^{O(\bar{T})}$.

To conclude this section, we list fundamental open problems about the computational power of probabilistic Turing machines. We state these problems as positive conjectures.

Conjecture 1 . There is a function computable probabilistically in polynomial time but not computable deterministically in polynomial time.

Conjecture 2. There is a function computable probabilistically with bounded error probability in polynomial time but not computable deterministically in polynomial time.

Conjecture 3. There is a function computable probabilistically with zero error probability in polynomial bounded average running time but not computable deterministically in polynomial time.

Conjecture 2 obviously implies Conjecture 1, and it can be shown, as in Proposition 5.2, that Conjecture 3 implies Conjecture 2. In § 5 we observe that Conjecture 1 is true if $P \neq N P$; thus Conjecture 1 is quite plausible.

A function satisfying the conditions of Conjecture 2 would be much more interesting. One candidate is PRIMES, the characteristic function of the set of prime numbers. Solovay and Strassen [26] and Rabin [20] have described efficient Monte Carlo tests for primality, thus showing that the primes can be recognized probabilistically in polynomial time with bounded error probability. (However, there is also the possibility that the primes can be recognized deterministically in polynomial time, which is the case if the extended Riemann hypothesis is true [14].) We suggest that other difficult (but not $N P$-hard) problems might be solvable probabilistically in polynomial time, such as graph isomorphism, linear inequalities, and optimum trees with unequally weighted branches.

In the next section we give an affirmative answer to a much weaker version of Conjecture 2.
4. An example of probabilistic speedup. In this section we exhibit a language that can be recognized more rapidly by one-tape probabilistic Turing machines than by one-tape deterministic Turing machines. The advantage of restricting ourselves to one-tape machines is the availability of crossing sequence techniques [19], [10], [28] for establishing lower bounds on the complexity of some simple computational problems.

We denote the $i$ th symbol of a string $w$ by $w[i]$. For any string $w$ of even length $2 n$, let $r(n)$ be the fraction of symbols in the first half of $w$ which equal the corresponding symbols in the latter half of $w$; that is, $r(w)=m / n$, where $m$ is the number of indices $i$ between 1 and $n$ such that $w[i]=w[n+i]$. For any real number $\lambda$ let $P_{\lambda}$ be the palindrome-like language of binary strings $w$ of even length such that $r(w) \geqq \lambda$. In particular, $P_{1}=\{w w: w$ is a binary string $\}$ is a subset of $P_{\lambda}$ for every $\lambda<1$. We denote by $P_{1}^{2 n}$ the strings of $P_{1}$ of length $2 n$.

THEOREM 4.1. Suppose that $\lambda$ is a rational number such that $0<\lambda<1$. There is a one-tape probabilistic Turing machine $M$ that recognizes $P_{\lambda}$ with bounded error probability and runs faster for infinitely many inputs than any one-tape deterministic Turing machine that recognizes $P_{\lambda}$. That is, if $M^{\prime}$ is any one-tape deterministic Turing machine that recognizes $P_{\lambda}$, then the (maximum) run time of $M$ is less than the run time of $M^{\prime}$ for infinitely many inputs.

Proof. In Lemma 4.2 we describe a one-tape probabilistic Turing machine $M$ which recognizes $P_{\lambda}$ in time $O(n \log n)$ for inputs in $P_{1}$. In Lemma 4.3 we prove that for every one-tape deterministic Turing machine $M^{\prime}$ that recognizes $P_{\lambda}$ there is a constant $c>0$ such that the maximum run time of $M^{\prime}$ on inputs in $P_{1}^{2 n}$ is at least $c n^{2}$. Therefore Lemmas 4.2 and 4.3 provide the proof of the theorem.

Lemma 4.2. For every rational number $\lambda$ such that $0<\lambda<1$ there is a one-tape probabilistic Turing machine $M$ that recognizes $P_{\lambda}$ with bounded error probability and maximum run time $O(n \log n)$ for inputs in $P_{1}$.

Proof. For any error probability bound $\varepsilon>0$ let $m$ be an integer large enough that $((1+\lambda) / 2)^{m}<\varepsilon$. Suppose that $M_{0}$ is any standard one-tape deterministic Turing machine that recognizes $P_{\lambda}$. (Straightforward one-tape Turing machine programming techniques yield a machine $M_{0}$ with run time $O\left(n^{2}\right)$.) Let $M$ be a one-tape probabilistic machine that with input $w$ operates as follows:
(i) $M$ checks that the input length is even, say $2 n$, and calculates $\tilde{n}$, the binary representation of $n$. (By the usual one-tape machine method for converting
a unary input to binary [15, p. 123], this stage can be performed in $O(n \log n)$ steps.)
(ii) $M$ randomly selects $m$ numbers $i_{1}, i_{2}, \cdots, i_{m}$ such that $1 \leqq i_{j} \leqq n . M$ selects the index $i_{j}$ by letting $i_{j}=1+\left(\alpha_{j} \bmod n\right)$, for a randomly chosen bit string $\alpha_{j}$ of length $|\tilde{n}|$. Note that $i_{j}$ assumes values of numbers between 1 and $n$ with probabilities $2^{-|\tilde{n}|}$ or $2^{-|\tilde{n}|+1}$. (Obtaining these random samples requires only $O(\log n)$ steps.)
(iii) $M$ compares $w\left[i_{j}\right]$ and $w\left[n+i_{j}\right]$ for $j=1,2, \cdots, m$. If $w\left[i_{i}\right]=w\left[n+i_{j}\right]$ for every $j$, then $M$ accepts $w$. (Each comparison of $w\left[i_{j}\right]$ with $w\left[n+i_{j}\right]$ can be made in $O(n \log n)$ steps, using a familiar technique for selecting the $i$ th symbol of the tape. In this technique, we load $i$ into a counter stored on the tape, then while decrementing the counter advance the tape head and simultaneously drag the counter along.)
(iv) If $w\left[i_{i}\right] \neq w\left[n+i_{j}\right]$ for some $j$, then $M$ simulates the deterministic machine $M_{0}$ to determine if $w$ belongs to $P_{\lambda}$.

Clearly, inputs in $P_{1}$ are accepted by $M$ at the end of stage (iii). Therefore $M$ runs in time $O(n \log n)$ on $P_{1}$.

We must show that $M$ recognizes $P_{\lambda}$ with error probability less than $\varepsilon$. Because $M$ does not falsely reject strings in $P_{\lambda}$, it is enough to bound above the probability of falsely accepting a string $w$ not in $P_{\lambda}$. Let $2 n$ be the length of $w$. Since $w$ is not in $P_{\lambda}$, more than $(1-\lambda) n$ of the numbers $i$ between 1 and $n$ satisfy $w[i] \neq w[n+i]$. It follows easily that the probability that $w\left[i_{i}\right] \neq w\left[n+i_{i}\right]$ for any one of the random samples $i_{j}$ is at least $(1-\lambda) / 2$, and so the probability that $w\left[i_{j}\right]=w\left[n+i_{j}\right]$ is at most $(1+\lambda) / 2$. Since the samples $i_{1}, i_{2}, \cdots, i_{m}$ are independent, the probability that $M$ accepts $w$, which is the probability that $w\left[i_{j}\right]=$ $w\left[n+i_{j}\right]$ for every $j$, is at most $((1+\lambda) / 2)^{m}<\varepsilon$. Therefore the error probability of $M$ is less than $\varepsilon$.

Lemma 4.3. Suppose that $0<\lambda<1$. For every one-tape deterministic Turing machine $M^{\prime}$ that recognizes $P_{\lambda}$ there is a constant $c>0$ such that the maximum run time of $M^{\prime}$ on inputs in $P_{1}$ of length $2 n$ is at least $c n^{2}$.

Proof. We use a crossing sequence argument [10]. Let $\mu=1-\lambda$ and let $\nu$ be any number such that $\mu<\nu<1$. Suppose that $M^{\prime}$ is a one-tape deterministic machine that recognizes $P_{\lambda}$. Fix $n$. For each $k$ such that $\nu n \leqq k \leqq n$ we examine the crossing sequences of $M^{\prime}$ at boundary $k$ of words in $P_{1}^{2 n}$.

Suppose that $u u$ and $v v$ are strings in $P_{1}^{2 n}$ with the same crossing sequence at boundary $k$. Write $u u$ and $v v$ as $u_{1} u_{2} u_{1} u_{2}$ and $v_{1} v_{2} v_{1} v_{2}$, where $\left|u_{1}\right|=\left|v_{1}\right|=k$. Since both $u u$ and $v v$ are in $P_{1}$ and hence in $P_{\lambda}$, they are both accepted by $M^{\prime}$. By the fundamental property of crossing sequences, $M^{\prime}$ accepts the hybrid string $u_{1} v_{2} v_{1} v_{2}$, and so $u_{1} v_{2} v_{1} v_{2}$ is in $P_{\lambda}$. Therefore $u_{1}$ and $v_{1}$ differ in at most $(1-\lambda) n=\mu n$ positions.

For a fixed crossing sequence $\xi$ and string $v_{2}$ of length $n-k$, let $S\left(\xi, v_{2}\right)$ be the set of strings $v_{1}$ of length $k$ such that $v_{1} v_{2} v_{1} v_{2}$ has crossing sequence $\xi$ at boundary $k$. We shall show that there is a constant $\rho<1$ such that the number $N\left(\xi, v_{2}\right)$ of elements in $S\left(\xi, v_{2}\right)$ is at most $2^{\rho k}$. In fact,

$$
\begin{equation*}
N\left(\xi, v_{2}\right) \leqq \sum_{i=0}^{\mu n / 2}\binom{k}{i} \leqq 2^{k H(\mu n /(2 k))} \leqq 2^{k H(\mu /(2 \nu))}, \tag{4.1}
\end{equation*}
$$

where $H$ is the binary entropy function [7, p. 78] defined by

$$
H(x)=-x \log _{2} x-(1-x) \log _{2}(1-x) .
$$

The first inequality in (4.1) follows from a theorem of Kleitman [12] on the maximum number of binary sequences of length $k$, no two of which differ in more than $\mu n$ positions. The second inequality is an application of the Chernoff bound [2] and can be found in [17, p. 466]. The final inequality holds because $H(x)$ is strictly increasing for $0 \leqq x \leqq \frac{1}{2}$. Let $\rho=H(\mu /(2 \nu))$. Then $\rho<1=H\left(\frac{1}{2}\right)$ because $\mu / 2 \nu<\frac{1}{2}$. Thus inequality (4.1) can be rewritten $N\left(\xi, v_{2}\right) \leqq 2^{\rho k}$.

For a fixed $v_{2}$ of length $n-k$, at most $2^{\rho k}$ strings $v_{1} v_{2} v_{1} v_{2}$ in $P_{1}^{2 n}$ have crossing sequence $\xi$ at boundary $k$. Summing over $v_{2}$, we see that the number $N(\xi)$ of strings in $P_{1}^{2 n}$ with crossing sequence $\xi$ at boundary $k$ is bounded by $2^{n-\delta n}$ for some $\delta>0$. In fact,

$$
\begin{equation*}
N(\xi) \leqq 2^{n-k} \cdot 2^{\rho k}=2^{n} \cdot 2^{-(1-\rho) k} \leqq 2^{n} \cdot 2^{-(1-\rho) \nu n}, \tag{4.2}
\end{equation*}
$$

since $k \geqq \nu n$. We can take $\delta=(1-\rho) \nu$. There are $2^{n}$ sequences in $P_{1}^{2 n}$, and so among all strings in $P_{1}^{2 n}$ at least $2^{\delta n}$ distinct crossing sequences must occur at boundary $k$.

Next we estimate the average, over all words in $P_{1}^{2 n}$, of the crossing sequence length at boundary $k$. If $s$ is the number of states of $M^{\prime}$, then there are $s^{i}$ crossing sequences of length $i$. Define $l$ by

$$
\begin{equation*}
\sum_{i=0}^{l} s^{i} \leqq 2^{\delta n}<\sum_{i=0}^{l+1} s^{i} . \tag{4.3}
\end{equation*}
$$

(Note that for some string in $P_{1}^{2 n}$ a crossing of length at least $l$ must occur at boundary $k$.) From (4.3) we infer that $s^{l} \geqq s^{-2} 2^{\delta n}$, and consequently $l \geqq$ $\left(\delta / \log _{2} s\right) n-2$. The average crossing sequence length at boundary $k$ is at least

$$
\begin{equation*}
2^{-n} \sum_{i=0}^{l} i s^{i} 2^{n-\delta n} \geqq l s^{l} 2^{-\delta n} \geqq l / s^{2} \geqq\left(\delta /\left(s^{2} \log _{2} s\right)\right) n-2 / s^{2}, \tag{4.4}
\end{equation*}
$$

because at most $s^{i} 2^{n-\delta n}$ strings have crossing sequences of length $i$ at boundary $k$.
The computation time of $M^{\prime}$ on any input is the sum of the crossing sequence lengths over all boundaries. Summing the average crossing sequence length over all boundaries $k$ such that $\nu n \leqq k \leqq n$, we obtain the following lower bound for the average computation time of $M^{\prime}$ on inputs in $P_{1}^{2 n}$ :

$$
\begin{equation*}
(n-\nu n)\left[\left(\delta /\left(s^{2} \log _{2} s\right)\right) n-2 / s^{2}\right]=a n^{2}-b n \tag{4.5}
\end{equation*}
$$

for some constants $a, b>0$. Therefore the average computation time is at least $c n^{2}$ for some $c>0$, and so the maximum run time of $M^{\prime}$ on $P_{1}^{2 n}$ is at least $c n^{2}$.

The significance of Theorem 4.1 is that it gives an example of a problem and a machine model for which we can prove that probabilistic algorithms are faster than deterministic algorithms. The chief limitations of this result are that the amount of the speedup is small and that the machine model is of limited practical interest.

Vaiser [31] constructed a one-tape probabilistic Turing machine that recognizes the palindromes in linear time but with unbounded error probability.

Freivald [6] has improved Theorem 4.1 by showing that $P_{1}$ can be recognized by a one-tape probabilistic Turing machine with bounded error probability in time $O\left(n \log ^{2} n\right)$.
5. Probabilistic polynomial languages. We now define several classes of languages computable probabilistically in polynomial time and investigate relationships between these classes.

A probabilistic or nondeterministic Turing machine is polynomial bounded if there is a polynomial $p(n)$ such that every possible computation of the machine on inputs of length $n$ halts in at most $p(n)$ steps. A probabilistic machine recognizes a language if the machine computes the characteristic function of the language.

Definition 5.1. (i) PP is the class of languages recognized by polynomial bounded PTMs.
(ii) BPP is the class of languages recognized by polynomial bounded PTMs with bounded error probability.
(iii) $Z P P$ is the class of languages recognized by PTMs with polynomial bounded average run time and zero error probability.

Proposition 5.2. (i) $Z P P \subseteq B P P \subseteq P P \subseteq P S P A C E$.
(i) $P P, B P P$, and $Z P P$ are closed under complementation.
(iii) BPP and ZPP are closed under union and intersection.

Proof. (i) It is clear from the proof of Proposition 3.5 that every polynomial bounded Turing machine can be simulated in polynomial space, and so $P P \subseteq$ $P S P A C E$. By definition, $B P P \subseteq P P$. To show that $Z P P \subseteq B P P$, suppose that a language $L$ is recognized by a probabilistic machine $M$ with zero error probability and average run time bounded by a polynomial $p(n)$. For any constant $c>2$, let $M^{\prime}$ be a PTM that recognizes $L$ by simulating $M$ for up to $c p(n)$ steps on inputs of length $n$. If the simulated computation of $M$ does not halt within this time, then $M^{\prime}$ halts with an arbitrary answer. Since $M$ requires more than $c p(n)$ steps with probability less than $1 / c$, the error probability of the polynomial bounded machine $M^{\prime}$ is at most $1 / c<\frac{1}{2}$.

Part (ii) is obvious from the definitions.
(iii) Suppose that $L_{1}$ and $L_{2}$ are recognized with zero error probability by $M_{1}$ and $M_{2}$ with average run times bounded respectively by $p_{1}(n)$ and $p_{2}(n)$. By a standard construction we obtain from $M_{1}$ and $M_{2}$ a machine that recognizes $L_{1} \cup L_{2}$ with zero error probability and average run time at most $n+p_{1}(n)+p_{2}(n)$. Therefore $Z P P$ is closed under union.

We note that every language in BPP can be recognized by a polynomial bounded PTM with error probability smaller than any desired positive constant, since we can increase the reliability of a probabilistic computer by repeating its computations a sufficiently large number of times and giving as output the majority result. Suppose that $L_{1}$ and $L_{2}$ belong to $B P P$. For every $\varepsilon>0$ there exist polynomial bounded machines $M_{1}$ and $M_{2}$ that recognize $L_{1}$ and $L_{2}$ with error probability at most $\varepsilon / 2$. The standard machine derived from $M_{1}$ and $M_{2}$ that recognizes $L_{1} \cup L_{2}$ is polynomial bounded and has error probability at most $\varepsilon / 2+\varepsilon / 2=\varepsilon$. Therefore BPP is closed under union.

The closure of $Z P P$ and $B P P$ under intersection follows from closure under union and complementation.

It is not known whether $P P$ is closed under union and intersection. If $P P$ is not closed under union, then by Propositions 5.2 and $5.3, N P \varsubsetneqq P P \varsubsetneqq P S P A C E$.

Proposition 5.3. $P \subseteq Z P P \subseteq N P \subseteq P P$.
Proof. Every polynomial bounded deterministic Turing machine computes with zero error probability. Therefore $P \subseteq Z P P$.

Suppose that $L$ is in $Z P P$ and $M$ is a PTM that recognizes $L$ with zero error probability and polynomial bounded average running time. Then $M$ considered as a nondeterministic Turing machine accepts $L$ in polynomial time, because for every input in $L$ there is at least one accepting computation of $M$ of polynomial bounded length. Therefore $L$ is in $N P$, and so $Z P P \subseteq N P$.

Finally suppose that $L$ is in $N P$. Without loss of generality, we may assume that $L$ is accepted by a polynomial bounded nondeterministic machine $M$ for which each state of the machine permits at most two possible next actions. If $M$ is considered to be a probabilistic machine, then $L$ is the set of strings for which there exists an accepting computation; that is, $x$ is in $L$ iff $\operatorname{Pr}\{M(x)$ accepts $\}>0$. To show that $L$ belongs to $P P$, we replace $M$ by a machine $M^{\prime}$ such that $\operatorname{Pr}\{M(x)$ accepts $\}>0$ iff $\operatorname{Pr}\left\{M^{\prime}(x)\right.$ accepts $\}>\frac{1}{2}$. The machine $M^{\prime}$ tosses a coin at the beginning of its computation and accepts immediately if the result is heads; otherwise $M^{\prime}$ simulates $M$ probabilistically, accepting iff $M$ accepts.

There remains one small detail. If $x$ is not in $L$ then it is possible that $\operatorname{Pr}\left\{M^{\prime}(x)\right.$ accepts $\}=\frac{1}{2}$. Thus $M^{\prime}$ might not compute the characteristic function of $L$. We must make a final modification to obtain a machine $M^{\prime \prime}$ such that $\operatorname{Pr}\left\{M^{\prime \prime}(x)\right.$ accepts $\}<\frac{1}{2}$ for $x$ not in $L$.

Let $p(n)$ be a polynomial bounding the run time of $M$. Every $x$ in $L$ of length $n$ is accepted by $M$ with probability at least $2^{-p(n)}$, since there is at least one accepting computation and every computation of length $p(n)$ has probability at least $2^{-p(n)}$. A probabilistic machine $M^{\prime \prime}$ recognizing $L$ operates as follows. At the beginning of its computation, $M^{\prime \prime}$ tosses $p(n)+1$ coins and accepts without further computation with probability $\frac{1}{2}-2^{-p(n)-1}$; otherwise $M^{\prime \prime}$ simulates $M$, accepting iff $M$ accepts. It is easily calculated that $M^{\prime \prime}$ rejects inputs not in $L$ with probability $\frac{1}{2}+2^{-p(n)-1}$ and accepts inputs in $L$ with probability at least $\frac{1}{2}+2^{-2 p(n)-1}$. Therefore $M^{\prime \prime}$ recognizes $L$ probabilistically in polynomial time. We conclude that $N P \subseteq$ $P P$.

The most important question about the classes of probabilistic polynomial languages is whether they properly contain $P$. We believe that $P \varsubsetneqq Z P P$, which can be seen to be equivalent to Conjecture 3 of $\S 3$. Furthermore, there is evidence that $P \varsubsetneqq B P P$ and $P \varsubsetneqq P P$.

It appears quite likely that $P_{\varsubsetneqq} \subsetneq P$, since $N P \subseteq P P$. In fact, Simon [25] has listed a large number of combinatorial problems that are polynomial complete in $P P$. These problems seem to be intermediate in complexity between $N P$-complete problems and PSPACE-complete problems, which suggests that $N P \varsubsetneqq P P$.

PRIMES, the set of prime numbers, is the leading candidate for a language in $B P P-P$. Rabin [20] and Solovay and Strassen [26] have devised probabilistic algorithms that recognize the prime numbers in polynomial time with bounded error probability, and so PRIMES is in BPP. (Rabin has used his probabilistic algorithm to discover a 400-bit number that is "very probably" a prime.) If it can be shown that PRIMES cannot be recognized deterministically in polynomial time, then PRIMES is in $B P P-P$.

We can suggest no language in $Z P P-P$. Rabin noted [20] that both Rabin's and Solovay-Strassen's primality testing algorithms always correctly identify prime numbers. If a probabilistic primality testing algorithm can be found which always correctly identifies composite numbers (but may make mistakes on prime numbers), then this algorithm can be combined with Rabin's algorithm to yield a procedure that recognizes prime numbers with zero error probability in polynomial bounded average time. This observation leads to the following definition and proposition.

Definition 5.4. VPP is the class of languages recognized by polynomial bounded PTMs which have zero error probability for inputs not in the languages. Equivalently, $L$ is in VPP iff $L$ is recognized by a probabilistic Turing machine $M$ such that $\operatorname{Pr}\{M(x)$ accepts $\}=0$ for every $x$ not in $L$.

The composite numbers are an example of a language in $V P P$.
Proposition 5.5. (i) $L$ is in VPP iff $L$ is accepted by a PTM whose average run time is polynomial bounded on $L$.
(ii) $V P P \subseteq N P \cap B P P$.
(iii) $[$ Rabin $L$ is in ZPP iff both $L$ and $\bar{L}$ are in VPP.

We omit the easy proof of Proposition 5.5.
It does not appear that either $B P P \subseteq N P$ or $N P \subseteq B P P$. We note that $N P \subseteq B P P$ if every language in $N P$ can be accepted by a polynomial bounded nondeterministic machine such that for inputs in the language accepting computations are a large fraction of possible computations. The following diagram summarizes known relations among the classes $P, Z P P, V P P, B P P, N P, P P$, and PSPACE.

$$
\begin{aligned}
& P \subseteq Z P P \subseteq V P P \subseteq B P P \subseteq P P \subseteq P S P A C E \\
& \subseteq N P \subseteq
\end{aligned}
$$

None of the inclusions are known to be proper. We also know little about the relation between PP and the polynomial arithmetic hierarchy of Meyer and Stockmeyer [13], [27], which is also contained in PSPACE.

The following proposition is analogous to the characterization [3] of $N P$ as the class of languages $L$ for which there exist a polynomially computable relation $R(x, y)$ and a polynomial $p(n)$ such that $L=\{x: R(x, y)$ holds for some string $y$ of length $\leqq p(|x|)\}$.

Proposition 5.6. A language L belongs to PP iff there exist a polynomially computable relation $R(x, y)$ and a polynomial $p(n)$ such that $L=\{x: R(x, y)$ holds for a majority of strings $y$ of length $p(|x|)\}$.

To conclude this section, we describe a simple polynomial complete language for $P P$. A language $B$ is polynomial $m$-reducible to another language $A$ if there is a function $f$ computable in polynomial time such that $x$ is in $B$ iff $f(x)$ is in $A$. If $A$ and $B$ are polynomial $m$-reducible to each other, then $A$ and $B$ are polynomial $m$-equivalent. A language $A$ is polynomial $m$-complete in a class if $A$ belongs to that class and every language in that class is polynomial $m$-reducible to $A$.

An interpretation of a propositional formula $F\left(x_{1}, \cdots, x_{n}\right)$ is any assignment of truth values to the propositional variables $x_{1}, \cdots, x_{n}$ of $F$. A satisfying interpretation of $F\left(x_{1}, \cdots, x_{n}\right)$ is an interpretation under which $F$ is true. The set of formulas for which there is at least one satisfying interpretation is denoted by SAT. It is well known that SAT is polynomial $m$-complete for $N P$ [3].

Definition 5.7. (i) MAJ is the set of propositional formulas satisfied by a majority of their interpretations; that is, $F\left(x_{1}, \cdots, x_{n}\right)$ is in MAJ iff $F\left(x_{1}, \cdots, x_{n}\right)$ is true for more than $2^{n-1}$ assignments of truth values to $x_{1}, \cdots, x_{n}$.
(ii) \#SAT is the set of pairs $\langle i, F\rangle$ such that propositional formula $F$ has more than $i$ satisfying interpretations.

Simon [25] has shown that $P P$ is the class of languages accepted by polynomial bounded threshold machines and that \#SAT and a large number of similar combinatorial problems are polynomial $m$-complete for threshold machines and hence for $P P$.

Lemma 5.8 [Simon]. \#SAT is polynomial m-complete for PP.
Lemma 5.9. MAJ and \#SAT are polynomial m-equivalent.
Proof. It is clear that MAJ is polynomial $m$-reducible to \#SAT, because $F\left(x_{1}, \cdots, x_{n}\right)$ is in MAJ iff $\left\langle 2^{n-1}, F\left(x_{1}, \cdots, x_{n}\right)\right\rangle$ is in \#SAT.

To show that \#SAT is polynomial $m$-reducible to MAJ, suppose that $w$ is an arbitrary input of the form $\left\langle i, F\left(x_{1}, \cdots, x_{n}\right)\right\rangle$. We may assume that $i<2^{n}$, since it is obvious that $w$ is not in \#SAT if $i \geqq 2^{n}$. Let $G\left(x_{1}, \cdots, x_{n}\right)$ be a formula, computable in polynomial time, that has exactly $2^{n}-i$ satisfying interpretations, ${ }^{1}$ and let $x_{0}$ be a propositional variable not occurring in $F\left(x_{1}, \cdots, x_{n}\right)$. Then the formula $H\left(x_{0}, x_{1}, \cdots, x_{n}\right)=x_{0} F\left(x_{1}, \cdots, x_{n}\right) \bigvee \bar{x}_{0} G\left(x_{1}, \cdots, x_{n}\right)$ has more than $2^{n}$ satisfying interpretations iff $F\left(x_{1}, \cdots, x_{n}\right)$ has more than $i$ satisfying interpretations. Therefore $\langle i, F\rangle$ is in \#SAT iff $H$ is in MAJ.

Proposition 5.10. MAJ is polynomial m-complete for PP.
Proof. This follows immediately from Lemmas 5.8 and 5.9. For completeness, we show that MAJ is in PP by describing a probabilistic polynomial time algorithm for recognizing MAJ. With input $F\left(x_{1}, \cdots, x_{n}\right)$ we select equiprobably one of the $2^{n}$ possible interpretations and evaluate $F\left(x_{1}, \cdots, x_{n}\right)$ for this interpretation. If $F\left(x_{1}, \cdots, x_{n}\right)$ is false for this interpretation then we reject, while if $F\left(x_{1}, \cdots, x_{n}\right)$ is true then we accept with probability $1-2^{-n-1}$. It is easily calculated that formulas in MAJ are accepted with probability greater than $\frac{1}{2}+2^{-n-1}$ and formulas not in MAJ are rejected with probability greater than $\frac{1}{2}+2^{-n-2}$.

We have been unable to construct polynomial complete languages for $Z P P$ or $B P$.
6. Tape. The chief purpose of this section is to show that the definition of probabilistic tape analogous to that of probabilistic time (Definition 3.4) yields a Blum complexity measure. As a corollary of justifying the definition, we see how to simulate deterministically a probabilistic machine in at most exponentially more space. This is the best result now known. At the end of the section we point out that every language accepted by a nondeterministic Turing machine can be recognized in the same tape by a PTM with bounded error probability. This is evidence that probabilistic machines might be more efficient than deterministic machines in the use of tape.

[^93]Definition 6.1. The Blum tape $S_{i}$ of probabilistic Turing machine $M_{i}$ is defined by

$$
S_{i}(x)= \begin{cases}\text { least } n \text { such that } & \\ \operatorname{Pr}\left\{M_{i}(x)=\phi_{i}(x) \text { in tape } n\right\}>\frac{1}{2} & \text { if } \phi_{i}(x) \text { is defined } \\ \infty & \text { if } \phi_{i}(x) \text { is undefined }\end{cases}
$$

The proof that probabilistic tape is a complexity measure is rather involved. We require a preliminary result bounding the length of the output of a PTM. (The corresponding result for deterministic machines is trivial.) We need a lemma about finite state Markov chains.

Lemma 6.2. Suppose that $\mathcal{M}$ is a Markov chain with s states. Let $f_{i j}(n)$ be the probability that $\mathcal{M}$, when started in state $i$ at time 0 , first reaches state $j$ at time $n$. If $n \geqq s$ and $i \neq j$ then $f_{i j}(n) \leqq \frac{1}{2}$.

Proof. Let $I$ be the finite set of states and $\left(p_{i j}\right)$ the transition probability matrix of $\mathcal{M}$. Fix a state $j$. Without loss of generality, we can assume that $j$ is a trap state, since the first entry probabilities $f_{i j}(n)$ for $i \neq j$ do not depend on the transition probabilities from state $j$.

For any set of states $H$ not including $j$, define $f_{i j}(n ; H)$ and $g_{i}(n ; H)$ as follows:
(i) $f_{i j}(n ; H)$ is the probability that $\mathcal{M}$, started in $i$ at time 0 , first enters $j$ at time $n$, without passing through any state of $H$ at times $1,2, \cdots, n-1$;
(ii) $g_{i}(n ; H)$ is the probability that $\mathcal{M}$, started in $i$ at time 0 , passes through no state of $H$ at times $1,2, \cdots, n$.

To establish the lemma, we prove something stronger: If $j$ is a trap state and (a) $i$ is not in $H$ and $n \geqq|I-H|$ or (b) $i$ is in $H$ and $n \geqq|I-H|+1$, then

$$
\begin{equation*}
f_{i j}(n ; H) \leqq \frac{1}{2} g_{i}(n ; H) \tag{6.1}
\end{equation*}
$$

where $|I-H|$ denotes the number of states in $I-H$. The lemma is the special case $H=\varnothing$. The proof of (6.1) is by induction on $|I-H|$.

If $|I-H|=1$ then $H=I-\{j\}$. Since $i \neq j$ implies that $i$ is in $H$, only case (b) of (6.1) need be considered. Obviously $f_{i j}(n ; H)=0$ if $n \geqq 2=|I-H|+1$, and so (6.1) is true for $|I-H|=1$.

Now suppose that $|I-H|>1$. There are two cases.
Case (a). $i$ is not in $H$ and $n \geqq|I-H|$. Since $j$ is a trap state,

$$
\begin{equation*}
\sum_{m=1}^{n} f_{i j}(m ; H) \leqq g_{i}(n ; H) \tag{6.2}
\end{equation*}
$$

If $f_{i j}(m ; H)>\frac{1}{2} g_{i}(n ; H)$ for any $m<n$, then (6.2)implies that $f_{i j}(n ; H)<\frac{1}{2} g_{i}(n ; H)$. So in what follows we may assume that $f_{i j}(m ; H) \leqq \frac{1}{2} g_{i}(n ; H)$ for $m<n$. By case (b) of the induction hypothesis,

$$
\begin{equation*}
f_{i j}(n ; H \cup\{i\}) \leqq \frac{1}{2} g_{i}(n ; H \cup\{i\}) \tag{6.3}
\end{equation*}
$$

since $|I-(H \cup\{i\})|<|I-H|$ and $n \geqq|I-H|=|I-(H \cup\{i\})|+1$. Next we note that

$$
\begin{equation*}
g_{i}(n ; H)=g_{i}(n ; H \cup\{i\})+\sum_{m=1}^{n} f_{i i}(m ; H) g_{i}(n-m ; H) \tag{6.4}
\end{equation*}
$$

and therefore

$$
\begin{align*}
g_{i}(n ; H \cup\{i\}) & =g_{i}(n ; H)-\sum_{m=1}^{n} f_{i i}(m ; H) g_{i}(n-m ; H)  \tag{6.5}\\
& \leqq g_{i}(n ; H)\left(1-\sum_{m=1}^{n} f_{i i}(m ; H)\right),
\end{align*}
$$

since $g_{i}(n ; H) \leqq g_{i}(n-m ; H)$. Combining (6.3) and (6.5) we obtain

$$
\begin{equation*}
f_{i j}(n ; H \cup\{i\}) \leqq \frac{1}{2} g_{i}(n ; H)\left(1-\sum_{m=1}^{n} f_{i i}(m ; H)\right) \tag{6.6}
\end{equation*}
$$

As in (6.4) we can use (6.6) and the inequalities $f_{i j}(m ; H) \leqq \frac{1}{2} g_{i}(n ; H)$ for $m<n$ to bound $f_{i j}(n ; H)$ :

$$
\begin{align*}
f_{i j}(n ; H) & =f_{i j}(n ; H \cup\{i\})+\sum_{m=1}^{n} f_{i i}(m ; H \cup\{j\}) f_{i j}(n-m ; H) \\
& \leqq \frac{1}{2} g_{i}(n ; H)\left(1-\sum_{m=1}^{n} f_{i i}(m ; H)\right)+\sum_{m=1}^{n} \frac{1}{2} g_{i}(n ; H) f_{i i}(m ; H)  \tag{6.7}\\
& =\frac{1}{2} g_{i}(n ; H) .
\end{align*}
$$

Case (b). $i$ is in $H$ and $n \geqq|I-H|+1$. Then

$$
\begin{align*}
f_{i j}(n ; H) & =\sum_{k \in H} p_{i k} f_{k j}(n-1 ; H) \\
& \leqq \sum_{k \notin H} p_{i k} \frac{1}{2} g_{k}(n-1 ; H) \text { by case (a) }  \tag{6.8}\\
& =\frac{1}{2} \sum_{k \in H} p_{i k} g_{k}(n-1 ; H)=\frac{1}{2} g_{i}(n ; H) .
\end{align*}
$$

A probabilistic Turing machine $M$ with a fixed input $x$ can be thought of as a discrete time Markov process [23]. The states of this Markov process are the instantaneous descriptions of $M$ with input $x$, and the transition probabilities are determined by the state-transition probabilities of $M$. An instantaneous description (ID) of $M(x)$ consists of the position of the input tape head, the state of the finite control, the contents of the worktapes, and the positions of the worktape heads. (The contents of the output tape are not included.) The number of instaneous descriptions of $M(x)$ within worktape $n$ is bounded by $s(|x|+2) n^{k} d^{n}$, where $s$ is the number of states of the finite control, $k$ is the number of worktapes, and $d$ is the number of symbols in the tape alphabet. For $n \geqq \log |x|$ this bound can be replaced by $c^{n}$ for some constant $c$ that depends on $M$. Let us denote by $I(i, x, n)$ the exact number of instantaneous descriptions of $M_{i}(x)$ that use at most $n$ worktapes squares. For any computation $M_{i}(x)$ we let BEGIN be the start ID. Without loss of generality we may assume that there is a unique halt ID, denoted END. (Any PTM can be replaced by one using the same workspace which cleans its worktapes and rewinds its input tape before halting.)

Proposition 6.3. If $S_{i}$ is the Blum tape of the probabilistic Turing machine $M_{i}$, then the length of the output of $M_{i}(x)$ is no more than the number of instantaneous
descriptions of $M_{i}(x)$ in tape $S_{i}(x)$. In particular, if $S_{i}(x) \geqq \log |x|$, then there is a constant $c$ depending on $M_{i}$ such that $\left|\phi_{i}(x)\right| \leqq c^{S_{i}(x)}$.

Proof. An ID of $M_{i}(x)$ is called a writing ID if the next action of $M_{i}(x)$ specified by the ID includes writing a symbol on the output tape. We construct a Markov chain whose states are the writing IDs of $M_{i}(x)$ in worktape $S_{i}(x)$ together with the halt ID END. For any two writing IDs $I$ and $I^{\prime}$ the one-step transition probability $p\left(I^{\prime} \mid I\right)$ is defined to be the probability that $M_{i}(x)$ starting in instantaneous description $I$ reaches $I^{\prime}$ in a finite number of steps without passing through another writing ID, that is, after writing only one output symbol. The transition probability $p(\mathrm{END} \mid I)$ is the probability that $M_{i}(x)$ starting in $I$ halts or loops without writing. END is defined to be a trap state, that is, $p$ (END $\mid$ END $)=1$.

Suppose that the start ID BEGIN is not a writing ID. Let $f(n)$ be the probability that $M_{i}(x)$ in tape $S_{i}(x)$ halts with an output of length exactly $n$. Then

$$
\begin{equation*}
f(n) \leqq \sum_{I} p(I \mid \operatorname{BEGIN}) f_{I, \mathrm{END}}(n), \tag{6.9}
\end{equation*}
$$

where $p(I \mid$ BEGIN $)$ is the probability that $I$ is the first writing ID reached by $M_{i}(x)$, and $f_{I, \mathrm{END}}(n)$ is the probability that the Markov chain defined above, starting in state $I$, first reaches the trap state END in exactly $n$ steps. By Lemma 6.2 this latter probability is at most $\frac{1}{2}$ when $n$ exceeds the number of states of the process. Therefore if $n \geqq I\left(i, x, S_{i}(x)\right)$ then $f(n) \leqq \frac{1}{2}$ and clearly no string of length $n$ can be the output of $M_{i}(x)$ with probability greater than $\frac{1}{2}$.

If BEGIN is a writing ID, then $f(n)=f_{\text {BEGIN,END }}(n) \leqq \frac{1}{2}$ if $n \geqq I\left(i, x, S_{i}(x)\right)$. Therefore $\left|\phi_{i}(x)\right| \leqq I\left(i, x, S_{i}(x)\right)$.

Theorem 6.4. $\left\{\phi_{i}, S_{i}\right\}$ is a Blum complexity measure.
Proof. The first axiom is verified as in the proof of Proposition 3.5. To establish the second axiom, we sketch a method for deciding $S_{i}(x) \leqq n$. The procedure uses space bounded by a polynomial in $I(i, x, n)$.

By Proposition 6.3, if $S_{i}(x) \leqq n$ then $\left|\phi_{i}(x)\right| \leqq I(i, x, n)$. To decide if $S_{i}(x) \leqq n$ it is sufficient to determine if $\operatorname{Pr}\left\{M_{i}(x)=y\right.$ in tape $\left.n\right\}>\frac{1}{2}$ for each $y$ of length up to $I(i, x, n)$. To answer the latter questions, we shall in fact calculate $\operatorname{Pr}\left\{M_{i}(x)=y\right.$ in tape $n\}$ for all such $y$.

Fix $y$ of length at most $I(i, x, n)$. We construct a Markov chain $\mathscr{M}$ whose states are a trap state FAIL together with all pairs $\langle I, w\rangle$ where $I$ is an ID of $M_{i}(x)$ in tape $n$ and $w$ is a prefix of $y$. The number of states of this Markov chain is no more than $2 I(i, x, n)^{2}$. The transition probabilities of the process are defined so that the Markov process simulates those computations of $M_{i}(x)$ within tape $n$ which produce output $y$. The one-step transition probabilities of $\mathcal{M}$ are determined by the transition probabilities of $M_{i}$ :
$p\left(\left\langle I^{\prime}, w^{\prime}\right\rangle \mid\langle I, w\rangle\right)=\left\{\begin{array}{cc}\operatorname{Pr}\left\{M_{i}(x) \text { starting in } I \text { enters } I^{\prime} \text { in }\right. \\ \text { the next step without writing }\} \\ \operatorname{Pr}\left\{M_{i}(x) \text { starting in } I \text { writes } a \text { and }\right. \\ \left.\text { enters } I^{\prime} \text { at the next step }\right\} & \text { if } w^{\prime}=w \\ \text { if } w^{\prime}=w a\end{array}\right.$ and

$$
p(\mathrm{FAIL} \mid\langle I, w\rangle)=1-\sum_{\left\langle I^{\prime}, w^{\prime}\right\rangle} p\left(\left\langle I^{\prime}, w^{\prime}\right\rangle \mid\langle I, w\rangle\right) ;
$$

$p($ FAIL $\mid\langle I, w\rangle)$ is the probability that $M_{i}(x)$ starting in $I$ performs in the next step any action inconsistent with giving $y$ as output in a computation within worktape $n$. Since $M_{i}$ is a coin-tossing PTM, all transition probabilities are 0,1 , or $\frac{1}{2}$.

The state $\langle$ BEGIN, $\Lambda\rangle$ of the Markov chain corresponds to the overall state of $M_{i}(x)$ at the beginning of its computation, and the state 〈END, $\left.y\right\rangle$ corresponds to the overall state of $M_{i}(x)$ at the end of a computation that has produced output $y$. By the definition of the simulating Markov chain, $\operatorname{Pr}\left\{M_{i}(x)=y\right.$ in tape $\left.n\right\}$ equals $\operatorname{Pr}\left\{\langle\operatorname{BEGIN}, \Lambda){ }^{*}\langle\mathrm{END}, y\rangle\right\}$, the probability that the simulating process starting in state $\langle$ BEGIN, $\Lambda\rangle$ eventually reaches state $\langle\mathrm{END}, y\rangle$. We show how to calculate $\operatorname{Pr}\left\{\langle\right.$ BEGIN,$\Lambda\rangle{ }^{*}\langle$ END,$\left.y\rangle\right\}$.

First we determine the states $\langle I, w\rangle$ such that $\operatorname{Pr}\left\{\langle I, w\rangle \vdash^{*}\langle\right.$ END, $\left.y\rangle\right\}>0$. These states can be found by computing the transitive closure of the directed graph of states of $\mathcal{M}$. (Finding these states can be accomplished in space bounded by a polynomial in $I(i, x, n)$.) Let the states satisfying this condition be $s_{1}, s_{2}, \cdots, s_{m}$. Let $p_{j k}$ be the transition probability of moving in one step from $s_{j}$ to $s_{k}$ and let $x_{j}$ denote $\operatorname{Pr}\left\{s_{j}{ }^{*}\langle\mathrm{END}, y\rangle\right\}$. The probabilities $x_{j}$ satisfy the system of linear equations

$$
\begin{equation*}
x_{j}=\sum_{k} p_{j k} x_{k}+p\left(\langle\mathrm{END}, y\rangle \mid s_{j}\right) \quad(j=1,2, \cdots, m), \tag{6.10}
\end{equation*}
$$

which can be rewritten

$$
\begin{equation*}
\sum_{k} 2\left(p_{j k}-\delta_{j k}\right) x_{k}=-2 p\left(\langle\mathrm{END}, y\rangle \mid s_{j}\right) \quad(j=1,2, \cdots, m) \tag{6.11}
\end{equation*}
$$

a system with coefficients $0, \pm 1, \pm 2$. By eliminating states $\langle I, w\rangle$ such that $\operatorname{Pr}\left\{\langle I, w\rangle{ }^{*}\langle\right.$ END,$\left.y\rangle\right\}=0$, we have guaranteed that this system has a unique solution.

The system above can now be solved for $x_{1}, x_{2}, \cdots, x_{m}$ by brute force. By Cramer's rule, the solution can be written as $N_{1} / D, N_{2} / D, \cdots, N_{m} / D$, where $D$ is the determinant of the coefficient matrix and each $N_{j}$ is an integer such that $0<N_{j} \leqq D$. By expanding the coefficient matrix by minors along rows, we see that $D \leqq 4^{m}$. Therefore the space required for storing trial solutions is $O\left(m^{2}\right)=$ $O\left(I(i, x, n)^{4}\right)$, and so the solution of the linear system (6.10) can be found in space bounded above by a polynomial of $I(i, x, n)$. Once the system is solved, we have the value of $\operatorname{Pr}\left\{\langle\operatorname{BEGIN}, \Lambda\rangle{ }^{*}\langle\mathrm{END}, y\rangle\right\}$.

We summarize the proof. For each possible output string $y$, we compute $\operatorname{Pr}\left\{M_{i}(x)=y\right.$ in tape $\left.n\right\}$ by solving a linear system of order $O\left(I(i, x, n)^{2}\right)$. Then $S_{i}(x) \leqq n$ iff $\operatorname{Pr}\left\{M_{i}(x)=y\right.$ in tape $\left.n\right\}>\frac{1}{2}$ for some $y$ of length at most $I(i, x, n)$.

Corollary 6.5. The probabilistic Turing machine $M_{i}$ can be simulated deterministically in tape $O\left(I\left(i, x, S_{i}(x)\right)^{4}\right)$. In particular, if $S_{i}(x) \geqq \log |x|$ there is a constant c depending on $M_{i}$ such that $M_{i}$ can be simulated deterministically in tape $c^{S_{i}}$.

Proof. The output $\phi_{i}(x)$ is discovered as a by-product of the procedure of Theorem 6.4 for deciding $S_{i}(x) \leqq n$. A deterministic method for simulating $M_{i}$ consists of deciding $S_{i}(x) \leqq n$ for $n=1,2, \cdots$, until $\phi_{i}(x)$ is found.

Lemma 6.6. If $e_{i}(x)$ denotes the error probability of $M_{i}(x)$, then $e_{i}(x) \leqq$ $\frac{1}{2}\left(1-16^{-I\left(i, x, S_{i}(x)\right) 2}\right)$. In particular, if $S_{i}(x) \geqq \log |x|$ then there is a constant $c$ depend ing on $M_{i}$ such that $e_{i}(x) \leqq \frac{1}{2}\left(1-2^{-c s_{i}(x)}\right)$.

Proof. From the proof of Theorem 6.4, we can write $\operatorname{Pr}\left\{M_{i}(x)=\phi_{i}(x)\right.$ in tape $\left.S_{i}(x)\right\}$ as $N / D$ for some $D \leqq 4^{m}$, where $m \leqq 2 I\left(i, x, S_{i}(x)\right)^{2}$. Thus $D \leqq 16^{I\left(i, x, S_{i}(x)\right)^{2}}$. Since $N / D>\frac{1}{2}$ and $N$ is an integer, $N / D-\frac{1}{2} \geqq 1 /(2 D)$. Therefore $\operatorname{Pr}\left\{M_{i}(x)=\phi_{i}(x)\right.$ in tape $\left.S_{i}(x)\right\}-\frac{1}{2} \geqq \frac{1}{2} \cdot 16^{-I\left(i, x, S_{i}(x)\right)^{2}}$.

Proposition 6.7. For each probabilistic Turing machine $M_{i}$ with run time $T_{i}$ and tape $S_{i}$ there is a constant $c$ such that $T_{i}(x) \leqq c^{I\left(i, x, S_{i}(x)\right)}$. In particular, if $S_{i}(x) \geqq \log |x|$ then there is a constant $c$ such that $T_{i}(x) \leqq 2^{c S_{i}(x)}$.

Proof. For brevity, we write $I\left(i, x, S_{i}(x)\right)$ simply as $I$. It is easily seen that for every $k$, the probability that $M_{i}(x)$ halts after more than $k I$ steps is at most $\left(1-2^{-I}\right)^{k}$. If $k \geqq\left(1+\ln 16 I^{2}\right) 2^{I}$, then $\left(1-2^{-I}\right)^{k}<\left(\frac{1}{2}\right) 16^{-I 2}$. Since $M_{i}(x)$ halts in more than $k I$ steps with probability less than $\left(\frac{1}{2}\right) 16^{-I^{2}}$, by Lemma $6.6, \operatorname{Pr}\left\{M_{i}(x)=\right.$ $\phi_{i}(x)$ in time $\left.k I\right\}>\frac{1}{2}$. Therefore $T_{i}(x) \leqq k I<c^{I}$ for some $c>2$.

Neither of the bounds of Lemma 6.6 or Proposition 6.7 can be improved significantly. Corollary 6.5 states that deterministic machines require at most exponentially more tape than probabilistic machines. It is an open question whether this exponential bound can be improved. It is also unknown if every probabilistic machine using tape $S$ can be simulated deterministically in tape bounded by a polynomial of $S$. The next result provides evidence that probabilistic machines might be more efficient in the use of tape than deterministic machines.

Proposition 6.8. Every language accepted by a nondeterministic Turing machine in tape $S(x) \geqq \log |x|$ can be recognized by a probabilistic Turing machine with bounded error probability in tape $S(x)$.

Proof. We consider only the case that $S$ is a constructable tape function [11, p. 149]. The general case requires a minor modification [8].

Suppose that $L$ is a language accepted by some nondeterministic machine $M$ in tape $S(x) \geqq \log |x|$. There is a constant $c$ such that every $x$ in $L$ is accepted by some computation of length less than $c^{S(x)}$. Let $d=c+1$. A probabilistic machine $M^{\prime}$ that recognizes $L$ operates as follows. With input $x$ :
(i) $M^{\prime}$ marks off $S(x)$ worktape squares. This requires only tape $S(x)$ because $S$ is constructible.
(ii) $M^{\prime}$ simulates up to $c^{S(x)}$ steps of a computation of $M$, choosing the next action by a coin toss when there is a nondeterministic choice. If the computation requires more than $c^{S(x)}$ steps, or attempts to use more than $S(x)$ worktape squares, or halts in the allotted time without accepting, then $M^{\prime}$ goes to (iii). Otherwise, the simulated computation of $M$ was an accepting computation, and so $M^{\prime}$ accepts $\boldsymbol{x}$.
(iii) $M^{\prime}$ tosses $d^{S(x)}$ coins. If all tosses result in heads, then $M^{\prime}$ halts and rejects. Otherwise, $M^{\prime}$ clears its worktapes, rewinds its input tape, and goes back to (ii).

Note that steps (ii) and (iii) can be performed within tape $S(x)$.
Obviously $M^{\prime}$ rejects inputs not in $L$ with probability 1 . If $x$ is in $L$ then any single execution of step (ii) will find an accepting computation with probability at least $2^{-c s(x)}$. Therefore for $x$ in $L$, we calculate easily that

$$
\begin{equation*}
\operatorname{Pr}\left\{\boldsymbol{M}^{\prime} \text { accepts } x\right\} \geqq 2^{-c s(x)} \sum_{i=0}^{\infty}\left[\left(1-2^{-c s(x)}\right)\left(1-2^{-d s(x)}\right)\right]^{i} \geqq \frac{2}{3} . \tag{6.12}
\end{equation*}
$$

Therefore $M^{\prime}$ accepts $L$ with bounded error probability.
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# A NOTE ON SPIRA'S ALGORITHM FOR THE ALL-PAIRS SHORTEST-PATH PROBLEM* 
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#### Abstract

We correct some errors in Spira's algorithm for the all-pairs shortest-path problem, and empirically compare his algorithm (with two distinct sorting routines) to Dijkstra's procedure. The results show that Spira's algorithm is only efficient for "large" networks. Furthermore, it is seen that the asymptotic number of additions and comparisons required by two algorithms may be a very poor indicator of their relative running times.


Key words. shortest path, algorithm, computational efficiency

1. Introduction. In [5], Spira presented a new algorithm for finding the shortest path between each pair of nodes in a directed network with nonnegative arc lengths. Previous algorithms [1], [2], [4], [7] have average running time $O\left(n^{3}\right)$, whereas Spira's procedure runs in average time $O\left(n^{2} \log ^{2} n\right)$. This note corrects a few minor errors in Spira's statement of the algorithm, and compares the running time of Spira's algorithm to that for Yen's implementation [7] of Dijkstra's procedure [2].

For the classes of networks tested here, we found that when $n$ (the number of nodes) is less than 100, Dijkstra's method runs faster, but for "large" networks (100 nodes or more) Spira's algorithm is superior, provided it is implemented efficiently. Thus, if one must solve a large number of small problems, it is advantageous to use Dijkstra's algorithm.

In what follows, references to Step 1, Step 2, etc. refer to the steps of the algorithm in [5], which we assume is familiar to the reader.
2. The algorithm. Spira's statement of his procedure contains the following errors:

Step 1. The second sentence should read "Set $I(i, j) \leftarrow l$ where $d_{i l}$ is the $j$ th element in the sorted set of arcs beginning at node $i$ for all $1 \leqq i \leqq n$, $1 \leqq j \leqq n-1$." (Note that $I$ is an $n \times(n-1)$ array.)
Step 4. Replace $I\left(k\right.$, COUNT) by $I\left(k, p_{k}\right)$. Delete "Set $p_{k} \leftarrow p_{k}+1$."
Step 6. It should read "If $p_{t}=n$, go to 9 ." (If $p_{t}=n$, then we know that the shortest distances (from source node $i$ ) to the $n-2$ distinct nodes in the list $I(t, 1), I(t, 2), \cdots, I(t, n-2)$ have already been found and that hence $I\left(t, p_{t}-1\right)$ is the last node whose shortest distance is to be found.)
Step 7. Replace $I\left(i, p_{t}\right)$ by $I\left(t, p_{t}\right)$.
Step 8. Replace $I\left(i, p_{t}-1\right)$ by $I\left(t, p_{t}-1\right)$ throughout.
Step 9. Replace $I\left(i, p_{t}-1\right)$ by $I\left(t, p_{t}-1\right)$ throughout.
Step 10. Replace $\leqq$ by $<$.

[^94]Spira's procedure is distinguished by the fact that it requires a sorting routine which must be able to add a new element to a set $S$ (Step 4), and replace the minimum of $S$ by a new element (Step 7), in such a way that successive minima of $S$ can be efficiently extracted at Step 5. In considering how best to accomplish these purposes, we tested two routines: first, the played binary tree as described by Spira [5], and second, HEAPSORT [6]. We found that HEAPSORT required less storage space and no use of pointers, was easier to implement, and actually ran faster. (See the empirical results in the next section.)

It should also be mentioned that the initial sorting (Step 1) was accomplished by repeated use of either the played binary tree or HEAPSORT. Furthermore, all counts of operations and running times include this initial sort.
3. Empirical results. We programmed the corrected version of Spira's algorithm and Yen's version [7] of Dijkstra's algorithm in Fortran and compared their performance on the UNIVAC 1110. Twenty test problems for a 40 -node network, and ten test problems for $60-$, $80-$ - 100 -, and 120 -node networks were randomly generated with all arcs present and arc lengths uniformly distributed on the integers $1,2, \cdots, 100$. Table 1 gives the average number of operations performed (additions plus comparisons) and the average running times for these test problems, plus the minimum and maximum running times. Dijkstra's algorithm has no variation in number of operations, and essentially none in running time, whereas Spira's algorithm has considerable variation in both. For the $40-$, 60 -, and 80 -node networks, Dijkstra's algorithm was always faster. For the 100 -node network, Spira's algorithm (with HEAPSORT) was faster in five out of ten test problems, and had an average running time which was slightly less than that for Dijkstra's algorithm. For the 120-node network, Spira's algorithm (with HEAPSORT) was faster in eight out of ten test problems, and took only about $5 \%$ more time in the other two cases. In all cases, HEAPSORT outperformed the played binary tree.

The last column in Table 1 gives average running time divided by $n^{2} \log ^{2} n$. These calculations indicate that our implementations of Spira's algorithm actually run in time $O\left(n^{2} \log ^{2} n\right)$.

We also ran tests with arc lengths distributed uniform $(0, b)$ for $b=10,100$, 1000; normal ( $50, \sigma^{2}$ ) for $\sigma^{2}=4,25,400,2500$ (truncated below 0); and exponential with mean 50 . In additional runs, we allowed $50 \%$ and $90 \%$ of the arcs to be missing. In all cases except one, the running times were not significantly different from those in Table 1. The exceptional case occured with arcs normal $\left(50, \sigma^{2}\right)$ for $\sigma^{2}$ small, in which case Spira's algorithm was at least three times faster. This will occur for any distribution concentrated for the most part on the interval ( $a, a+c$ ) with $a>0$ and $c$ small relative to $a$, because most of the shortest paths will contain one (or a small number of) arcs.

Note that the number of operations is a poor indicator of the actual running time of an algorithm. For example, when $n=120$ Dijkstra's procedure required roughly three times as many additions and comparisons, yet it only took about $10 \%$ more running time than Spira's algorithm with HEAPSORT.

In conclusion, for the networks tested here the method of Dijkstra and Yen is easier to implement and actually runs faster when the number of nodes is less than
TAble 1
Performance of the algorithms for networks with arcs uniformly distributed on $1,2, \cdots, 100$ and all arcs present

| Algorithm | Number of nodes | Average number of operations | Average running time (seconds) | Minimum running time (seconds) | Maximum running time (seconds) | $\frac{\text { Avg. running time }}{n^{2} \log ^{2} n} \times 10^{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dijkstra | 40 | 93,600 | 1.54 | 1.54 | 1.55 |  |
|  | 60 | 318,600 | 5.09 | 5.07 | 5.10 |  |
|  | 80 | 758,400 | 11.89 | 11.89 | 11.91 |  |
|  | 100 | 1,485,000 | 23.45 | 23.44 | 23.47 |  |
|  | 120 | 2,570,400 | 39.56 | 39.52 | 39.58 |  |
| Spira with <br> played <br> binary <br> tree | 40 | 63,930 | 3.12 | 2.65 | 4.39 | 6.88 |
|  | 60 | 174,336 | 8.37 | 7.14 | 9.55 | 6.66 |
|  | 80 | 331,449 | 15.78 | 13.98 | 19.01 | 6.17 |
|  | 100 | 550,772 | 25.97 | 22.42 | 28.78 | 5.88 |
|  | 120 | 875,518 | 41.94 | 36.06 | 48.14 | 6.11 |
| Spira with HEAPSORT | 40 | 66,617 | 2.82 | 2.41 | 3.99 | 6.22 |
|  | 60 | 179,806 | 7.46 | 6.17 | 8.74 | 5.94 |
|  | 80 | 338,306 | 13.96 | 12.17 | 17.19 | 5.46 |
|  | 100 | 555,859 | 23.36 | 19.78 | 25.28 | 5.29 |
|  | 120 | 876,491 | 35.65 | 29.96 | 41.22 | 5.19 |

100. On the other hand, for networks of 100 or more nodes, Spira's algorithm coupled with an appropriate sort routine may be worth the extra effort needed to program it efficiently.
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#### Abstract

A set of recursive rules which generate unitary transforms with a fast algorithm (FUT) are presented. For each rule, simple relations give the number of elementary operations required by the fast algorithm. The common Fourier, Walsh-Hadamard (W-H), Haar, and Slant transforms are expressed with these rules. The framework developed allows the introduction of generalized transforms which include all common transforms in a large class of "identical computation transforms". A systematic and unified view is provided for unitary transforms which have appeared in the literature. This approach leads to a number of new transforms of potential interest. Generalization to complex and multidimensional unitary transforms is considered and some structural relations between transforms are established.
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Introduction. The dissemination of the fast Fourier transform algorithms, originally introduced by Good [1], and known as Cooley-Tukey [2] and SandeTukey [3] algorithms, has resulted in a large extension in the range of applications of the well known Fourier transform. Recently the Walsh-Hadamard transform, also with a fast algorithm [4], has drawn considerable interest [5]. The Haar transform, although closely related to the Walsh-Hadamard transform [6] and potentially of interest [7], has received much less attention. These transforms have been used successfully for signal filtering [8], pattern classification [4], [9], speech signal encoding [10] and above all for picture encoding [11], [12], [13]. An overview of transforms can be found in [37] and [38]. Only a few transforms have been considered in these applications while many other transforms could be of interest. Some workers have considered the definition of generalized transforms and we mention the works by Andrews, et al. [14], [15], [16], Rao, et al. [17], [18] and Harmuth [19, pp. 30-36].

In this paper we present a unified view of discrete unitary transforms with a fast algorithm. A discrete unitary transform is characterized by a unitary matrix [ $T$ ] such that $[T]\left[T^{* t}\right]=[I]$ where * denotes a conjugate, " $t$ " denotes transpose and $[I]$ is the identity matrix of same order as [ $T$ ], say $N$. In mathematics a unitary matrix expresses a rotation of the orthonormal basis and preserves the Euclidean norm, $\|V\|=\mathbf{V} \cdot \mathbf{V}^{* t}$, of any vector $\mathbf{V}$ and all inner products of vectors. In signal representation, this property means energy conservation and an easy expression of the mean square error when some components of the signal are ignored in the new base. The computation of the transformed vector $\mathbf{W}$ of $\mathbf{V}$ by the transform [ $T$ ] such that $\mathbf{W}=[T] \mathbf{V}$ usually requires $N^{2}$ multiplications and $N(N-1)$ additions.

[^95]For some specific transforms of interest such as the Fourier, Walsh-Hadamard transforms, a fast algorithm has been found which requires fewer elementary operations. The analysis of these fast algorithms has been done by factorization of the matrix [ $T$ ] into a set of largely sparse matrices, each expressing a stage of computation. This is the approach followed by Good [1] in his original paper which leads to the fast Fourier transform [2], [3] the fast Walsh transform [4] and other known fast transforms.

Such an approach is analytic and determines decomposition matrices for a given fast unitary transform.

Our approach is synthetic and is based on two observations:
a) A few types of fast unitary matrices of small order generate recursively fast unitary transforms of arbitrary order.
b) The same recursive relations between fast unitary transforms lead to simple recursive relations for the number of elementary operations needed in FUT of different order. The first observation has been used by several of the authors cited; we shall exploit it systematically. The second observation has not been exploited in the mathematical or technical literature. By using three recursive rules, ${ }^{1}$ we shall discuss systematically the generation of FUT and the number of elementary operations needed for the fast algorithm. Using this framework we shall define a large family of FUT and derive simply a number of old and new results about the FFT algorithms, other known transforms and establish structural properties between transforms.

1. Recursive generative rules. We shall present three basic and elementary rules which generate a new unitary matrix from some original unitary matrices. For each rule we relate the number of elementary operations for the new transform to the number of elementary operations of the same type required by the original transforms. For Rule 1 there is only one original matrix, for Rule 2 two, and for Rule 3 a set of original matrices. These rules will then be used in a constructive and systematic fashion to generate FUT's.

Rule 1. Operations on the columns of a unitary matrix. Given a unitary matrix [ $T$ ], two obvious operations on the columns yield another unitary matrix of some order:
a) Permutation of the columns: This operation does not require any computation. In the computational process, this operation can be performed by applying the permutation to the coefficients of the input vector instead of the columns themselves.
b) Multiplication of a column by a root of unity: This operation requires a complex multiplication if the root of unity is not $\pm 1$ or $\pm j(j=\sqrt{-1}) .^{2}$

These operations on the columns may be expressed by a matrix product [ $T$ ] [ $D$ ] with [ $D$ ] such that $D_{k i}=e^{j \theta_{i}}$, if column $k$ is to be replaced by column $i$ multiplied by the root of unity, $e^{j \theta_{i}}$, and all other entries of $[D]$ are null.

[^96]Rule 2. Rotation of rows by a unitary matrix. Consider a unitary matrix [T] of order $N$. The $N$ row vectors form an orthonormal basis for $S_{n}$, the $N$ dimensional space they span. $m$ row vectors of [ $T$ ] form an orthonormal basis for a subspace $S_{m}$. If these $m$ vectors are rotated by a unitary matrix [ $U$ ] of order $m$, we obtain a new orthonormal basis $\mathscr{B}$ for $S_{m}$. The remaining unchanged $N-m$ rows of [T] are an orthonormal basis of the subspace $S_{N-m}$ orthogonal to $S_{m}$ and form with $\mathscr{B}$ a new orthonormal basis for $S_{N}$. Thus, the matrix [ $T^{\prime}$ ] obtained after rotation of the $m$ rows by the unitary matrix $[U]$ is unitary.

Some particular cases of interest are:
a) multiplication of the whole matrix by a unitary matrix of the same order
b) permutation of the rows (multiplication by a permutation matrix)
c) multiplication of a row by any root of unity.

Operations b) and c) can be represented by the matrix product [ $D][T]$ where [ $D$ ] is, as before, such that $D_{i k}=e^{i \theta_{i}}$, if row $i$ of [ $\left.T\right]$ is replaced by row $k$ multiplied by the root of unity, $e^{j \theta_{i}}$, and all other entries of $[D]$ are null.

Number of elementary operations. If transforms $T$ and $U$ require respectively $t$ and $u$ elementary operations of a specific kind, it is obvious that the transform $T^{\prime}$ will require at most $t^{\prime}$ of these operations with

$$
\begin{equation*}
t^{\prime}=t+u \tag{1}
\end{equation*}
$$

(It may happen that $\left[T^{\prime}\right]$ so generated has a simpler algorithm.)
Equation (1) applies independently to any type of elementary operation: additions, real and complex multiplications as well as any other specific operation (e.g. shift, multiplication by $\sqrt{2}$, etc.)

Rule 3. Generalized Kronecker product. The two previous rules are quite obvious, but used in combination they result in a powerful tool for the generation of FUT. The matrix Kronecker product, described for instance in [36], and the generalized Kronecker product presented here are both simple and useful composite rules.

These Kronecker products take full advantage of the decomposition of FUT's into block form matrices, which reduces the computation and inversion of FUT to processing smaller matrices. In other terminology, Kronecker products imply separability and computational separability savings.

Given two sets of unitary matrices, set $\{\mathscr{A}\}$ of $m$ matrices $\left(A^{l}\right)(i=0, \cdots$, $m-1),{ }^{3}$ all of order $n$, and set $\{\mathscr{B}\}$ of $n$ matrices $\left(B^{i}\right)(i=0, \cdots, n-1)$, all of order $m$, we define the generalized Kronecker product of the sets $\{\mathscr{A}\}$ and $\{\mathscr{B}\}$, denoted $\{\mathscr{A}\} \otimes\{\mathscr{B}\}$ to be the square matrix $[C]$ of order $m n$ such that

$$
\begin{equation*}
C_{i, j}=C_{u m+w, u^{\prime} m+w^{\prime}}=A_{u, u^{\prime}}^{w} \cdot B_{w, w^{\prime}}^{u^{\prime}} \tag{2}
\end{equation*}
$$

with

$$
\begin{array}{ll}
i=u m+w, & u, u^{\prime}=0, \cdots, n-1 \\
j=u^{\prime} m+w^{\prime}, & w, w^{\prime}=0, \cdots, m-1
\end{array}
$$

In the particular case in which the matrices $\left[A^{i}\right]=[A]$ are all identical, and also the matrices $\left[B^{i}\right]=[B]$, the generalized Kronecker product $\{\mathscr{A}\} \otimes\{\mathscr{B}\}$ reduces to the usual Kronecker product of matrices [14]: $[A] \otimes[B]$.

[^97]It is easy to show that [ $C$ ] is unitary and can be factorized into

$$
\begin{equation*}
[C]=\left[P^{t}\right][\operatorname{Diag}\{\mathscr{A}\}][P][\operatorname{Diag}\{\mathscr{B}\}] \tag{3}
\end{equation*}
$$

where $[\operatorname{Diag}\{\mathscr{A}\}]$ and $[\operatorname{Diag}\{\mathscr{B}\}]$ are block diagonal matrices formed with the matrices of the sets $\{\mathscr{A}\}$ and $\{\mathscr{B}\}$ :

$$
[\operatorname{Diag}\{\mathscr{A}\}]=\left[\begin{array}{llll}
{\left[A^{0}\right]} & & & \\
& {\left[A^{1}\right]} & & \\
& & \ddots & \\
& & & {\left[A^{m-1}\right]}
\end{array}\right]
$$

and $[P]$ is the perfect shuffle permutation matrix ${ }^{4}$ of order $m n$ such that $P_{k, l}=\delta_{v, z^{\prime}} \delta_{z, v^{\prime}}$ when $k=v n+z, l=v^{\prime} m+z^{\prime}$ and $z^{\prime}, v=0, \cdots, m-1$;


Fig. 1. Generalized Kronecker product : algorithm.

[^98]$z, v^{\prime}=0, \cdots, n-1$, and $\delta$ denotes the Kronecker delta. Equation (3) is a generalization of the factorization of a simple Kronecker product into Good matrices [14].

Fast algorithm and number of elementary operations. With the computational blocks corresponding to the transforms $A^{0}, \cdots, A^{m-1}$ and $B^{0}, \cdots, B^{n-1}$, the factorization of (3) leads directly to the computational block of the transform $C$ given in Fig. 1.

From the structure of the algorithm of Fig. 1 it is easy to see that if the matrices $\left[A^{i}\right](i=0, \cdots, m-1)$ and $\left[B^{j}\right](j=0, \cdots, n-1)$ have algorithms requiring respectively $p_{n}^{i}$ and $q_{m}^{j}$ elementary operations of a specific type, their generalized Kronecker product [ $C$ ] will require $P_{m n}$ of these operations with

$$
\begin{equation*}
P_{m n}=\sum_{i=0}^{m-1} p_{n}^{i}+\sum_{j=0}^{n-1} q_{m}^{j} . \tag{4}
\end{equation*}
$$

In the particular case of a simple Kronecker product $p_{n}^{i}=p_{n}$ and $q_{m}^{j}=q_{m}$ so

$$
\begin{equation*}
P_{m n}=m p_{n}+n q_{m} \tag{5}
\end{equation*}
$$

Note that the use of Rules 1 and 2 only increases the number of elementary operations while the order of the generated transform does not change. For Rule 3 , even if $\left[A^{i}\right]$ and $\left[B^{j}\right]$ do not have fast algorithms and thus require $n^{2}$ and $m^{2}$ elementary operations, [ $C$ ] requires a maximum of $(m+n) m n \leqq(m n)^{2}$ (for $m, n>1$ ) elementary operations.

The results of equations (1), (4) and (5) are important: for every transform generated with the recursive rules presented, they give a simple and systematic way to estimate the number of elementary operations.
2. Identical computation (IC) family. The generative rules defined above create a unified framework for the known FUT, introduce new transforms, and allow an easy evaluation of the number of elementary operations required. Additional structure can be introduced which still allows for the generation of all known FUT. One large family of transforms considered now are "identical computation transforms": This family not only has a greatly reduced number of generating matrices, but provides also a uniform treatment of the input vector. It is our belief that most if not all transforms used practically now and probably in the future belong to this family.

Denote by $\{\mathscr{A}\} \otimes\left[B_{q}\right]$ the generalized Kronecker product of a set $\{\mathscr{A}\}$ of $q$ matrices $\left[A_{p}^{k}\right](k=0, \cdots, q-1)$, of order $p$ and a set $\{\mathscr{B}\}$ of $p$ identical matrices $\left[B_{q}\right]$ of order $q$. $\left[B_{q}\right]$ will be called a core matrix and $\left[A_{p}^{k}\right]$ a parent matrix. The IC transforms are recursively generated from a unique class, $\mathscr{C}$, of parent matrices of some order $f$ and an original core matrix [ $O$ ] of order $q$. An IC transform of order $\left(q f^{n}\right)$ is then obtained from the original core matrix $[\mathscr{O}]$ by the recursive formulas:

$$
\begin{align*}
{\left[I C_{q f}\right] } & =\left[D_{q f}\right][\{\mathscr{A}\} \otimes[\mathcal{O}]]\left[D_{q f}^{\prime}\right] \\
{\left[I C_{q f^{n}}\right] } & =\left[D_{q f^{n}}\right]\left[\left\{\mathscr{A}_{n}\right\} \otimes\left[\mathrm{IC}_{q f^{n-1}}\right]\right]\left[D_{q f^{n}}^{\prime}\right] \tag{6}
\end{align*}
$$

where the matrices $[D]$ and $\left[D^{\prime}\right]$ express respectively a reordering followed by multiplications by roots of unity of the rows and the columns. All parent matrices of $\left\{\mathscr{A}_{i}\right\} \cdots\left\{\mathscr{A}_{n}\right\}$ belong to $\mathscr{C}$.

The common characteristic of all the transforms of the IC family is that their algorithms only use in any computation intermediate results obtained from the input vector through identical computations (so the name of the family). This property provides a uniform treatment of successive components of the input vector if we consider that any parent matrix treats uniformly its input vector. For this family, all the normalizations can be delayed to the last stage of computation.

We consider different choices for the original matrix [O], the class $\mathscr{C}$ of parent matrices, the matrices $[D]$ and $\left[D^{\prime}\right]$ and the sets $\left\{\mathscr{A}_{k}\right\}$, and show that the basic transforms, Fourier, Walsh-Hadamard and Haar, are IC transforms.
3. Basic transforms: Fourier, Walsh-Hadamard, Haar, Slant. With the help of the generative rules, we now examine the well known Fourier, W-H, and Haar transforms. Our approach allows the derivation of some new results concerning the number of multiplications required by a FFT of composite order, a concise presentation of the different definitions of the W-H transform, and simple definitions of the Haar transform. In addition it makes apparent the common structure of these transforms. This will lead in the next section to the definition of families of transforms between the basic transforms.

In the following we emphasize specific orderings for the basic transforms: frequencies for the Fourier transform, zequencies ${ }^{5}$ for the W-H transform and ranks ${ }^{6}$ for the Haar transform. These orderings have proved to be useful in applications because they usually concentrate the signal energy into the first transform coefficients [22].

### 3.1. Generalized fast Fourier transform of composite order.

a) Decomposition Theorem. Given the Fourier matrices $\left[F_{p}\right]$ and $\left[F_{q}\right]$ of orders $p$ and $q$ respectively, the matrix $\left[F_{p q}\right]$ such that

$$
\begin{equation*}
\left[F_{p q}\right]=\left[\left\{\left[F_{q}^{k}\right]\right\} \otimes\left[F_{p}\right]\right][P]^{t} \tag{7}
\end{equation*}
$$

is the Fourier matrix of order pq. The set $\left\{\left[F_{q}^{k}\right]\right\}, k=0, \cdots, p-1$, is such that

$$
\begin{equation*}
\left[F_{q}^{k}\right]=\left[F_{q}\right]\left[D_{k}\right] \tag{8}
\end{equation*}
$$

where $\left[D_{k}\right]$ is a diagonal matrix with $\left(D_{k}\right)_{u^{\prime}, u^{\prime}}=\exp \left[-2 \pi j k u^{\prime} /(p q)\right] .[P]^{t}$ is the perfect shuffle

$$
\begin{aligned}
P_{s, t} & =\delta_{u, z} \delta_{k, w} \\
\text { with } s & =u q+k, \quad t=w p+z, \quad u, z<p, \quad k, w<q .
\end{aligned}
$$

[^99]Proof. We denote $\left[\left\{\left[F_{q}^{k}\right]\right\} \otimes\left[F_{p}\right]\right]$ by $\left[F_{p q}^{\prime}\right]$.

$$
\left.\begin{array}{l}
\left(F_{p q}^{\prime}\right)_{u g+k, u^{\prime} g+k^{\prime}}=\left(F_{p}^{k}\right)_{u, u^{\prime}} \cdot\left(F_{q}\right)_{k, k^{\prime}} \\
=\left(F_{p}\right)_{u, u^{\prime}} \cdot e^{-2 \pi j k u^{\prime} /(p q)}
\end{array}\right) \cdot\left(F_{q}\right)_{k, k^{\prime}}=\frac{1}{\sqrt{2^{p q}}} e^{-2 j\left(u u^{\prime} / p+k u^{\prime} /(p q)+k k^{\prime} / q\right)}, ~ \begin{aligned}
{\left[F_{p q}\right]=\left[F_{p q}^{\prime}\right] \cdot[P]^{t} \Rightarrow\left(F_{p q}\right)_{u q+k, w p+z} } & =\left(F_{p q}^{\prime}\right)_{u q+k, u^{\prime} q+k^{\prime}} \cdot \delta_{z, u^{\prime}} \delta_{w, k^{\prime}} \\
& =e^{-2 \pi j(u z / p+k z /(p q)+k w / q)} \\
& =e^{-2 \pi j(u q+k)(w p+z) /(p q)} \quad \text { Q.E.D. }
\end{aligned}
$$

$\left[F_{p}\right]\left[F_{q}\right]$ and $\left[F_{p q}\right]$ are symmetric, and it is possible to derive, from (3) and (7), new expressions for [ $F_{p q}$ ]:

$$
\begin{align*}
& {\left[F_{p q}\right]=[P]\left[\left\{\left[F_{q}^{k}\right]\right\} \otimes\left[F_{p}\right]\right],} \\
& {\left[F_{p q}\right]=\left[\left[F_{p}\right] \otimes\left\{\left[F_{q}^{\prime k}\right]\right\}\right][P],}  \tag{9}\\
& {\left[F_{p q}\right]=\left[P^{t}\right]\left[\left[F_{p}\right] \otimes\left\{\left[F_{q}^{\prime k}\right]\right\}\right] \quad \text { with }\left[F_{2}^{\prime k}\right]=\left[D_{k}\right]\left[F_{q}\right] .}
\end{align*}
$$

If $\left[F_{p}\right]$ and $\left[F_{q}\right]$ require respectively $\mathscr{A}_{p}$ and $\mathscr{A}_{q}$ complex additions, $\mathcal{M}_{p}$ and $\mathscr{M}_{q}$ complex multiplications, [ $F_{p q}$ ] will require by application of (4):

$$
\begin{align*}
& \mathscr{A}_{p q}=p \mathscr{A}_{q}+q \mathscr{A}_{p} \quad \text { complex additions }  \tag{10}\\
& \mathscr{M}_{p q}=p \mathscr{M}_{q}+q \mathscr{M}_{p}+C_{p, q} \quad \text { complex multiplications } \tag{11}
\end{align*}
$$

where $C_{p, q}$ is the number of complex multiplications introduced by (8):

$$
C_{p, q}=\left\{\begin{array}{l}
p q \quad \text { if all the factors including } \pm 1, \pm j \text { are considered; } \\
(p-1)(q-1) \quad \text { if the factors } \pm 1 \text { are discarded; } \\
(p-1)(q-1)-1 \quad \text { if the factors } \pm j \text { are } \\
\text { also discarded when } p q \text { is a power of } 2
\end{array}\right.
$$

b) Generalized FFT of composite order. If the order of the Fourier transform is composite, i.e. $N=\rho_{1} \cdots \rho_{n}$, the previous decomposition theorem yields the well known FFT algorithms [2] [3] detailed by Glassman [23] in the most general case. Our approach is similar but more systematic and with more concise notation than those of Kahaner [24] and Drubin [25]. The recursive use of the formulae (10) and (11) gives the number of required operations. In the case of $N=r^{n}$ we can solve these recursive equations: This is the case of FFT of radix $r$.

$$
\begin{align*}
& \mathscr{A}_{r^{n}}=r^{n-1} \mathscr{A}_{r}+r \mathscr{A}_{r^{n-1}} \quad \text { or } \quad \mathscr{A}_{r}{ }^{n}=n r^{n-1} \mathscr{A}_{r}  \tag{12}\\
& \mathscr{M}_{r^{n}}=r^{n-1} \mathcal{M}_{r}+r \mathcal{M}_{r^{n-1}}+(r-\alpha)\left(r^{n-1}-\alpha\right)-\beta
\end{align*}
$$

or

$$
\begin{equation*}
\mathcal{M}_{r^{n}}=n r^{n-1} \mathcal{M}_{r}+(r-\alpha)\left[(n-1) r^{n-1}-\alpha \frac{\left(r^{n-1}-1\right)}{r-1}\right]-\beta \frac{\left(r^{n-1}-1\right)}{r-1} \tag{13}
\end{equation*}
$$

$$
\left(\alpha, \beta \text { depend on the value of } C_{p, q}\right)
$$

The radices $2,4,8$ and 16 have been considered in the literature.

(a) Algorithm from Fig. 1 (decimation in time).

(b) Cooley-Tukey algorithm (decimation in time-in place).

(c) Algorithm from Fig. 1 (decimation in frequency).

(d) Sande-Tukey algorithm (decimation in frequency-in place).

Fig. 2. Fast Fourier transform—radix 2, order 8.
For the radix 2, which gives the most popular FFT, the recursive relations given by the decomposition theorem are

$$
\begin{equation*}
\left[F_{2^{n}}\right]=\left[\left\{\left[F_{2}^{k}\right]\right\} \otimes\left[F_{2^{n-1}}\right]\right][P]^{t}=[P]\left[\left\{\left[F_{2}^{k}\right]\right\} \otimes\left[F_{2^{n-1}}\right]\right] \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[F_{2^{n}}\right]=\left[\left[F_{2^{n-1}}\right] \otimes\left\{\left[F_{2}^{\prime k}\right]\right\}\right][P]=[P]^{t}\left[\left[F_{2^{n-1}}\right] \otimes\left\{\left[F_{2}^{\prime k}\right]\right\}\right] \tag{15}
\end{equation*}
$$

with

$$
\left[F_{2}^{k}\right]=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & e^{-2 \pi j k / 2^{n}} \\
1 & -e^{-2 \pi j k / 2^{n}}
\end{array}\right] \quad \text { and } \quad\left[F_{2}^{\prime k}\right]=\frac{2}{\sqrt{2}}\left[\begin{array}{ll}
1 & 1 \\
e^{-2 \pi j k / 2^{n}} & -e^{-2 \pi j k / 2^{n}}
\end{array}\right]
$$

The algorithm corresponding to the recursive formula (14) and obtained by recursive use of Fig. 1 is shown in Fig. 2(a); it can be arranged equivalently with all operations "in place" as shown in Fig. 2(b), which is the classical diagram of the Cooley-Tukey [2] algorithm with decimation in time.

The algorithm corresponding to the formula (15) is the Sande-Tukey [3] algorithm with decimation in frequency and is shown in Figs. 2(c) and 2(d).

For these figures the factors are

$$
\begin{array}{ll}
a_{0}=1, & a_{1}=\exp (-2 \pi j / 8) \\
a_{2}=\exp (-4 \pi j / 8)=-j, & a_{3}=\exp (-6 \pi j / 8)
\end{array}
$$

We can compare the FFT with radices $2,4,8$ and 16 for transforms of order $N=2^{n}=r^{n / \log _{2} r}$ ( $n$ is then a multiple of 12). The formulas (12) and (13) then give Table 1.

Table 1

| Radix | $A_{r}$ | $\mu_{r}$ | $\mathscr{A} r^{n}$ | $\underset{\text { (all factors) }}{\mathcal{M}_{n_{n}^{1}}^{1}}$ | $\underset{\text { (no factors } \pm 1 \text { ) }}{\boldsymbol{\mu}_{r_{n}^{2}}^{2}}$ | $\underset{\text { (no factors } \pm 1 \pm j \text { ) }}{\boldsymbol{\mu}_{\mathbf{B}^{\prime}}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 0 |  | $(n-1) 2^{n}$ | $n 2^{n-1}-2^{n}+1$ | $n 2^{n-1}-3 \cdot 2^{n-1}+2$ |
| 4 | 8 | 0 |  | $\left(\frac{n}{2}-1\right) 2^{n}$ | $3 n 2^{n-3}-2^{n}+1$ | $3 n 2^{n-3}-\frac{13 \cdot 2^{n-2}-4}{3}$ |
| 8 | 24 | 1 | $\cdots n 2^{n}$ | $\left(\frac{3 n}{8}-1\right) 2^{n}$ | $\frac{n 2^{n}}{3}-2^{n}+1$ | $\frac{n 2^{n}}{3}-\frac{57 \cdot 2^{n-3}-8}{7}$ |
| 16 | 64 | 6 |  | $\left(\frac{11 n}{32}-1\right) 2^{n}$ | $\frac{21 n 2^{n}}{64}-2^{n}+1$ | $\frac{21 n 2^{n}}{64}-\frac{241 \cdot 2^{n-4}-16}{15}$ |

The column $\mathscr{M}_{r^{n}}^{2}$ has been given by Singleton [26]. ${ }^{7}$ In fact our approach allows the evaluation of the number of elementary operations for any composite order, in particular for mixed radix FFT.

The factors $\pm 1$ are easy to track in the algorithms and for most realizations multiplications by $\pm 1$ are not performed. The factors $\pm j$ appear in various places in the algorithms and in most realizations multiplications by $\pm j$ are performed; however, in an error analysis these multiplications do not introduce any rounding error and the column $\mathcal{M}_{r^{n}}^{3}$ is then of interest. A refinement of little practical interest may be trivially introduced in the count of elementary operations by keeping track of the $\frac{1}{8}$ coefficients $(1+j) / \sqrt{2}$.
3.2. Walsh-Hadamard transform. Recursive relations for the WalshHadamard matrices in "natural" ordering have been known for a long time but the more useful orderings in zequency and Paley's orderings (see [20] for a discussion of these orderings) have not been defined recursively. In a separate note [27] we present recursive relations for the W-H matrices in Paley's and zequency orderings which clarify the reordering procedures and also the various fast $\mathrm{W}-\mathrm{H}$ algorithms. For completeness, we recall the basic recursive definitions for the three common orderings.
(16) Natural ordering: $\left(\mathrm{WH}_{2^{n}}\right.$ nat $]=\left[W H_{2}\right] \otimes\left[W H_{2^{n-1}}\right.$ nat $]$,
(17) Paley's ordering: $\left[\mathrm{WH}_{2^{n}}\right.$ pal $]=\left[\mathrm{WH}_{2}\right] \otimes\left[W H_{2^{n-1}}\right.$ pal $][P]^{t}$,
(18) Zequency ordering: $\left[W H_{2^{n}} \mathrm{zeq}\right]=[\operatorname{Diag}[R]][P]\left[\left[W H_{2}\right] \otimes\left[W \mathrm{Z}^{n-1} \mathrm{zeq}\right]\right]$

[^100]with
\[

[R]=\left[$$
\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}
$$\right]
\]

3.3. Haar transform. The Haar transform is usually defined from the Haar functions [11]. The Haar matrix of order $8\left[H_{8}\right.$ ] ordered by ranks is as follows:

$$
\left.\left.\left[H_{8}\right]=\frac{1}{\sqrt{8}}\left[\begin{array}{rrrrrrrr}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\
\sqrt{2} & \sqrt{2} & -\sqrt{2} & -\sqrt{2} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \sqrt{2} & \sqrt{2} & -\sqrt{2} & -\sqrt{2} \\
2 & -2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & -2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2 & -2
\end{array}\right]\right\} \begin{array}{l}
0 \\
1
\end{array}\right\}
$$

Here we use the generative rules to define recursively the Haar matrices, and we have found two definitions:

1) The Haar matrix of order $2^{n}$ is obtained from the Haar matrix of order $2^{n-1}$ by simple Kronecker product with $\left[I_{2}\right]=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ followed by rotation of the rows 0 and $2^{n-1}$ by $\left[I_{2}\right]$. This is the process $\mathscr{H}$ of [6], in terms of generative rules.
2) The Haar matrices are recursively defined by the relation:

$$
\begin{equation*}
\left[H_{2^{n}} \text { nat }\right]=\left\{\left[F_{2}\right],\left[I_{2}\right], \cdots,\left[I_{2}\right]\right\} \otimes\left[H_{2^{n-1}} \text { nat }\right] \tag{19}
\end{equation*}
$$

The rows are obtained in "natural" order. To reorder them by their ranks, we need a "zonal bit reversal" ordering. A zone as defined in[6] is a set of coefficients with indexes between two successive powers of 2 . A "zonal bit reversal" ordering is a bit reversal followed by a reordering in the original order inside each zone. For 8 coefficients the zonal bit reversal ordering gives:
Index

0 \begin{tabular}{c}

| Binary |
| :---: |
| representation | <br>

1
\end{tabular}

With both definitions we obtain by recursive application of the diagram of Fig. 1 the algorithm of Fig. 3(a). This algorithm can be more conveniently organized as shown in Fig. 3(b) and give the rows directly ordered by their rank.

By application of (4) we obtain the following recursive formula for the number of additions:

$$
\mathscr{A}_{2^{n}}=2 \cdot \mathscr{A}_{2^{n-1}}+2 .
$$

Hence

$$
\mathscr{A}_{2^{n}}=2\left(2^{n}-1\right) \quad \text { with } \mathscr{A}_{2}=2 .
$$

$2^{n-1}$ normalizations are also required. A modified Haar transform [18] obtained from the Haar transform by permutation of its columns is related to the Fourier

(a) Algorithm-natural order.

(b) Algorithm—rank order.

Fig. 3. Haar transform (order 8).
transform (see §4.3): it can be defined recursively by:

$$
\begin{equation*}
\left.\left[M H_{2^{n}}\right]=[Z]\left[\left\{F_{2}\right],\left[I_{2}\right], \cdots,\left[I_{2}\right]\right\} \otimes\left[M H_{2^{n-1}}\right]\right][P]^{t} \tag{20}
\end{equation*}
$$

Globally the permutations $[Z]$ perform a bit reversal ordering inside each zone.
3.4. Slant transform. The Slant transform has been proposed by Enomoto et al. [28] for the order 8. Pratt et al. [29] have generalized this transform to any order $2^{n}$ and compared its performance with other transforms [30]. In this section we express the recursive generation of the Slant transform with our generative rules and compute the number of elementary operations required by its fast algorithm.

The Slant transforms of order $8,\left[S_{8}\right]$, is as follows (in "natural" order).

$$
\left[S_{8}\right]=\frac{1}{\sqrt{8}}\left[\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -3 & 3 & -1 & 1 & -3 & 3 & -1 \times 1 / \sqrt{5} \\
7 & -1- & 9 & -17 & 17 & 9 & 1 & -7 \times 1 / \sqrt{5 \times 21} \\
1 & -1- & 1 & 1 & 1 & -1 & -1 & 1 \\
7 & 5 & 3 & 1 & -1 & -3 & -5 & -7 \times 1 / \sqrt{21} \\
1 & -3 & 3 & -1 & -1 & 3 & -3 & 1 \times 1 / \sqrt{5} \\
3 & 1- & 1 & -3 & -3 & -1 & 1 & 3 \times 1 / \sqrt{5} \\
1 & -1- & 1 & 1 & -1 & 1 & 1 & -1
\end{array}\right] \begin{aligned}
& \text { Zequencies } \\
& 0 \\
& 7 \\
& 3 \\
& 4 \\
& 1 \\
& 6 \\
& 2 \\
& 5
\end{aligned}
$$

The rows can be reordered by zequencies with the same permutation as the $\mathrm{W}-\mathrm{H}$ transform in natural order.

The Slant transform of order $2^{n}$ in natural order is obtained from the Slant transform of order $2^{n-1}$ in natural order by simple Kronecker product with [ $F_{2}$ ] followed by rotation of the rows $2^{n-2}$ and $2^{n-1}$ (Rule 2) by the matrix

$$
\left[\begin{array}{rr}
\sin \theta_{n} & \cos \theta_{n} \\
\cos \theta_{n} & -\sin \theta_{n}
\end{array}\right] \quad \text { with } \sin \theta_{n}=\sqrt{\frac{2^{2 n-2}-1}{2^{2 n}-1}}, \quad 0<\theta<\frac{\pi}{2} .
$$

This choice of $\theta_{n}$ introduces in the Slant matrix $\left[S_{2^{n}}\right]$ the Slant vector $\mathbf{S}$ with components linearly decreasing.

But some normalizations can be delayed to the last stage of computation and the rows $2^{n-2}$ and $2^{n-1}$ are rotated by the matrix

$$
\left[\begin{array}{cc}
2^{n-1} & -\frac{\left(2^{2 n-2}-1\right)}{3} \\
1 & 2^{n-1}
\end{array}\right]
$$

requiring 2 shifts, 2 additions, 1 multiplication. The corresponding algorithm is shown in Fig. 4.

Number of elementary operations. By making use of relations (1) and (5), we determine that the slant transform algorithm requires $(n+1) 2^{n}-2$ additions, $2^{n}-2$ shifts, $2^{n-2}-1$ multiplications and finally $2^{n}-2^{n-2}-1$ normalizations at the last stage of computation.


Fig. 4. Slant transform of order 8: fast algorithm.

However, the algorithm at the order 4 can be performed with 8 additions, 2 multiplications as shown in [29] instead of 10 additions and 2 shifts as above. This order 4 algorithm can be used in the recursive definition to trade $2^{n-1}$ additions and $2^{n-1}$ shifts for $2^{n-1}$ multiplication in the results above.

By the use of this structural decomposition the authors have defined new Slant transforms and in particular the Slant Haar Transform [31].
4. Additional properties and generalizations of unitary transforms. We discuss briefly the complex extension of a real transform, and the generalization to multidimensional FUT. We also point out some additional relations between transforms suggested by the unified framework presented.
4.1. Complex extension of a real transform. From a real unitary matrix $[R T]$ with rows $R T_{0}, \cdots, R T_{N-1}$, we construct a complex extension noted [CT] with rows $C T_{0}, \cdots, C T_{N}$ by creating two complex rows $C T_{p}$ and $C T_{q}$ from two real rows $R T_{m} R T_{n}$ as follows:

$$
\begin{equation*}
C T_{q}=\frac{1}{\sqrt{2}}\left(R T_{m}-j R T_{n}\right), \quad C T_{q}=\frac{1}{\sqrt{2}}\left(R T_{m}+j R T_{n}\right) \tag{21}
\end{equation*}
$$

Then the complex transform $\mathscr{V}=\mathscr{R}+j \mathscr{I}$ of a complex input vector $V=R+j I$ is expressed uniquely from the real transforms of $\mathscr{R}$ and $\mathscr{I}$ denoted $\tilde{R}$ and $\tilde{\mathscr{I}}$ :

$$
\mathscr{V}_{p}=C T_{p} \cdot V=\frac{1}{\sqrt{2}}\left(R T_{m}-R T_{n}\right)(R+j I)
$$

or

$$
\mathscr{V}_{p}=\frac{1}{\sqrt{2}}\left(\tilde{\mathscr{R}}_{m}+\tilde{\mathscr{F}}_{n}\right)+j\left(\tilde{\mathscr{F}}_{m}-\tilde{\mathscr{R}}_{n}\right)
$$

and similarly

$$
\mathscr{V}_{q}=\frac{1}{\sqrt{2}}\left(\tilde{\mathscr{R}}_{m}-\tilde{\mathscr{I}}_{n}\right)+j\left(\tilde{\mathscr{I}}_{m}+\tilde{\mathscr{R}}_{n}\right) .
$$

With these relations the properties of complex transforms can be deduced from those of the real transform. In the literature, besides the real and complex Fourier transforms, the complex W-H transform [31][32] (also called complex BIFORE transform), complex Haar transform (also called complex modified BIFORE transform) [33] have been defined. Note that the complex W-H transform obtained by relations (21) would have entries $( \pm 1 \pm j) / \sqrt{2}$; commonly the rows are then rotated by $(1+j) / \sqrt{2}$ to give a transform with entries $\pm 1$ and $\pm j$. The rows of the complex $\mathrm{W}-\mathrm{H}$ transform can be ordered according to a generalized frequency defined as the number of clockwise rotations around the origin when following cyclically the entries of a row.

Although this extension may seem trivial, we think it may help to "demystify" some complex transforms so constructed.
4.2. Multidimensional transforms. The techniques presented for the one dimensional transforms extend to multidimensional separable transforms. Let us denote an input array of $p$ dimensions by $A_{i_{q}}, \cdots, i_{p}$ and the $p$ dimensional separable transform by $T_{u_{1}, \cdots, u_{p}, i_{1}, \cdots, i_{p}}=T_{u_{1 i_{1}}}^{1}, T_{u_{2} i_{2}}^{2}, \cdots, T_{u_{p} i_{p}}^{p}$. Then the transformed array

$$
B_{u_{1}, \cdots, u_{p}}=\sum_{i_{1}} \sum_{i_{2}} \cdots \sum_{i_{p}} A_{i_{1}, \cdots, i_{p}} T_{u_{1}, \cdots, u_{p}, i_{1}, \cdots, i_{p}}
$$

can be written

$$
B_{u 1, \cdots, u_{p}}=\sum_{i_{p}} T_{u_{p} i_{p}}^{p} \sum_{i_{p}-1} \cdots \sum_{i_{1}} A_{i_{1}, \cdots, i_{p}} T_{u 1 i_{1}}^{1} .
$$

If we express both arrays as one dimensional vectors A and B , for which indexes are obtained by lexicographic ordering of the indexes $\left(i_{1}, \cdots, i_{p}\right)$ and ( $u_{1}, \cdots, u_{p}$ ), the multidimensional transform can be expressed as a one dimensional transform:

$$
A=\left[\left[T^{1}\right] \otimes\left[T^{2}\right] \cdots \otimes\left[T^{p}\right]\right] B, \quad A=[T] B .
$$

The multidimensional transform has been reduced to a one dimensional transform. ${ }^{8}$ This expression now allows the evaluation of the number of elementary operations and other generalizations discussed previously.
4.3. Relations between transforms. Two transforms with similar structures will often be related by matrix relations or energy invariants between the two sets of transformed coefficients.
a) Matrix relations between transforms of same order. In [6], relations between the W-H and Haar transform were established. Similar relations hold for other transforms with "overlapping" structures. With the framework developed here these relations can be obtained immediately by examination of the recursive definitions of both transforms.
b) Energy invariants. By Parseval's theorem the total energy of the transform coefficients of a same vector with different transforms is preserved. However, it may happen that the energy of a subset of coefficients is the same for some transforms: we say then there is an energy invariant between these transforms. Energy invariants are most likely when the transforms have an identical structure with different factors. For example, by direct comparison of the algorithms for the Fourier, W-H and modified Haar, it is clear that the transformed coefficients before respective reorderings have identical energies in the "zones" of consecutive coefficients. This leads to the energy invariants for transforms of order 8 shown in Table 2.

TAble 2

| Zone | Fourier <br> (frequencies) | W-H <br> (zequencies) | Mod. Haar <br> (rank) |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 1 | 4 | 7 | 1 |
| 2 | $2,-2$ | 3,4 | 2,3 |
| 3 | $1,3,-1,-3$ | $1,2,5,6$ | $4,5,6,7$ |

Conclusions. In this work we have presented a unified treatment of unitary transforms having a fast algorithm. The use of recursive rules to describe unitary transforms allows a systematic way to view known transforms, to generate new transforms and provide a general approach to evaluate the number of elementary operations required by each transform algorithm. This framework has been used here to discuss common FUT, but we must add that all FUT known to the authors fit easily and that many new ones can be generated.

The framework provided can be used in several other studies and applications of unitary transforms. In particular, a faster computation of transform domain covariance matrices was found [35] and an error analysis of unitary transforms has been carried out, which provides new insight and results even for

[^101]the well known FFT algorithms. In each potential application of FUT, consideration must be given to the loss of performance of each FUT as compared to an optimal "slow" transformation and to the computational aspects of each FUT. A systematic study of applications with algorithm complexity as an explicit parameter reveals significant differences in the ranking of commonly used FUT and which points out where additional FUT would have definite merit is in preparation.
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# PROSPECTS AND LIMITATIONS OF AUTOMATIC ASSERTION GENERATION FOR LOOP PROGRAMS* 
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#### Abstract

The problem of generation of loop invariants from the input, output assertions of a loop program (while $B$ do $S$ ) is considered. The problem is theoretically unsolvable in general. As a special case we consider assertions of the form $x R y$, where $R$ denotes a binary relation, $x$ denotes the variables manipulated by the program and $y$ denotes variables that are not modified by the program. We derive conditions for $R$ such that if any loop program has $\boldsymbol{x} \boldsymbol{R} \boldsymbol{y}$ as the input and output assertions, then $x R y$ is a loop invariant. These conditions for $R$ are shown to be necessary and sufficient in that if some $R^{\prime}$ does not meet these conditions, then there are loop programs for which $x R^{\prime} y$ holds at entrance and exit, though not following every iteration. In particular it is shown that if $R$ is an equivalence relation, then under certain reasonable restrictions on the loop, $x R y$ holds at entrance and exit of the loop if and only if it holds after every iteration.


Key words. assertion, loop program, verification

1. Introduction. One of the major difficulties in mechanical program proving is to generate suitable assertions for a given program, given its input, output specifications. In theory, the problem is unsolvable. The most difficult aspect of assertion generation (by humans or algorithms) is in locating a "loop invariant" [4] for every loop. For a loop of the form \{while $B$ do $S\}$, a loop invariant is a proposition $P$ such that $P \wedge B\{S\} P .^{1}$ It then follows that if $P$ is true on entrance to the loop, it can be asserted to be true on exit. In order to show that a proposition $Q_{2}$ is true at exit given that a proposition $Q_{1}$ is true on entry, it is sufficient to locate a proposition $P$ such that (i) $Q_{1} \Rightarrow P$ (ii) $P \wedge B\{S\} P$ (iii) $P \wedge \neg B \Rightarrow Q_{2}$.

An important problem in mechanical program verification is to obtain a loop invariant $P$ as above, given $Q_{1}, Q_{2}$. Several heuristic techniques have been reported [5], [8], [10]. Recently an interesting scheme called "subgoal induction" [9] has been introduced which seems to be effective in a large number of cases.

Due to lack of suitable general techniques, it is important to characterize certain classes of input/output propositions for which the invariant may be obtained algorithmically. Such a characterization is interesting if it includes most of the commonly occurring forms of propositions which arise in actual programs. The present paper is a step in that direction.

We will consider loops of the form \{while $B(x)$ do $S(x)\}: x$ denotes the set of variables on which the loop operates; $x$ has an initial value on entry to the loop. The value of $x$ is modified by the loop body. Let $x R y$ denote that $x$ is related to $y$ under $R$. A loop preserves a relation $R$ if

$$
x R y\{\text { while } B(x) \text { do } S(x)\} x R y .
$$

[^102]$y$ denotes some variables that are not modified by the loop. Verbally, the loop preserves the relation $R$ if $x R y$ true on entrance to the loop implies it remains true on exit from the loop with the modified $x$, assuming termination. For instance, $x>y$ \{while $B(x)$ do $x:=x+1\} x>y$, for any $B$. A loop uniformly preserves a relation $R$ if $x R y$ is a loop invariant; i.e., if
$$
x R y \wedge B(x)\{S(x)\} x R y .
$$

Clearly, if $R$ is uniformly preserved, then $R$ is preserved by the loop. The converse however is not true.

In this paper, we characterize the class of relations $R$ having the property that if $R$ is preserved by any loop, then it is uniformly preserved. Clearly, the characterization conditions are trivial for any specific loop while $B(x)$ do $S(x)$, namely $x R y \wedge B(x)\{S(x)\} x R y$; the definition itself. Our interest in studying such characterization is to prove/disprove $x R y\{$ while $B(x)$ do $S(x)\} x R y$, when $R$ meets the given characterization, by proving/disproving that $x R y$ is a loop invariant.

We will use the notion of closure introduced in [1]. We will define a class of relations called generalized equivalence relations (GE relation) and show that if $R$ is a GE relation and is preserved by any loop having closure, then it is uniformly preserved. Conversely, if $R$ is not a GE relation, then there exists a loop that preserves $R$, but does not preserve it uniformly. Any equivalence relation is shown to be a GE relation. Conditions for proving/disproving that a loop computes a certain function can be derived from this characterization.

This paper generalizes the results in [1]. However, a knowledge of that paper is not necessary to follow the results presented here. Implications of these results in automatic program verification are discussed.
2. Some preliminary notions. We will be working with loops of the form \{while $B$ do $S\}$. We need to make explicit mention of variables on which the program operates. Consider the following schema, which we call $W(B, S)$.

## begin

declaration for variables $t$; \{This is optional\}
while $B$ do $S$
end;
We adopt the following conventions about $W(B, S)$.
(i) $W(B, S)$ accepts input in certain global variables. The set of global variables will usually be denoted by $x$. Let $x_{0}$ denote the initial values of $x$ before entry into the loop.
(ii) The variables $t$ as defined above are called local variables of $W(B, S)$. Local variables initially have undefined values. A local variable gets a value when it is assigned one during computation. For the rest of the paper, global and local refer to global and local variables $x, t$ of $W(B, S)$ respectively.
(iii) $B$ is a predicate over some or all global variables. The rationale for such a requirement is that local variables have undefined values on entry and certain clauses in $B$ may otherwise be undefined as a result.
(iv) The program $W(B, S)$ does not terminate if it ever accesses (examines/uses) a variable having an undefined value.
(v)The output of $W(B, S)$ appears in global variables $x$. Thus, the effect of execution of the loop is to modify the values of $x$.

Local variables $t$ of $W(B, S)$ are indeed in a certain sense global to "while $B$ do $S$ ". However, we believe that the distinction between local and global variables is important considering (i), (ii), (iv) and (v). Furthermore, local variables $t$ of $W(B, S)$ are different from any local variable that $S$ may have; during iterations $t$ may retain values from iteration to iteration whereas local variables of $S$ have undefined values at the beginning of every iteration.

Our treatment of variables is general. We are not specifically interested in the kind of data that a variable may represent: one variable may represent a tree, another may represent a file segment etc. We require that the variable values be drawn from a prespecified domain, but there is no restriction on the domain itself.

The next notion is fundamental; it was introduced in [1]. ("Domain" refers to the set of initial variable values of interest.)

Definition 1. A domain $D$ is closed with respect to $W(B, S)$ if and only if $x \in D$ is a loop invariant, i.e.

$$
x \in D \wedge B(x)\{S(x)\} x \in D .
$$

Observation. If $D$ is closed, then starting with any initial value $x_{0} \in D$, the variable values after every iteration must be from $D$. If the loop terminates, the final values are from $D$.

The importance of closure was demonstrated in [1], [7] where it was shown that a knowledge of closure is essential in locating a suitable loop invariant. We will assume closure of the input for the rest of the paper.

Example 1.

$$
\begin{aligned}
& \text { while } v \neq 0 \text { do } \\
& \text { begin } \\
& \quad u:=u+1 ; v:=v-1 \\
& \text { end; }
\end{aligned}
$$

Let

$$
\begin{aligned}
D & =\{(u, v) \mid u, v \text { integer } ; v \geqq 0\}, \\
D^{\prime} & =\{(u, v) \mid u, v \text { integer } ; v 30\}, \\
D^{\prime \prime} & =\{(u, v) \mid u, v \text { integer } ; u \geqq 30\},
\end{aligned}
$$

$D, D^{\prime \prime}$ are closed with respect to the given program. $D^{\prime}$ is not closed since with $(u, v)=(5,30) \in D^{\prime}$, we obtain $(6,29)$ after one iteration, which is not in $D^{\prime}$.

Depending on the context $S(x)$ would either denote that $S$ uses variables $x$ (as in $x R y\{S(x)\} x R y$ ) or the value computed by $S$ when $x$ denotes the initial values of its variables (as in $S(x) R y$ ).

Definition 2. A set $D$ is range inclusive with respect to a function $F$ if for every $a \in D, F(a)$ is defined and $F(a) \in D$.

Definition 3. $W(B, S)$ computes a function $F$ over a domain $D$ if
(i) $D$ is range inclusive with respect to $F$
and
(ii) for every input $x_{0} \in D, W(B, S)$ halts and produces $F\left(x_{0}\right)$ as the output (in the global variables).

The following theorem is the basis of the results appearing in the next section. It is from [1], [7].

Theorem 1' (see [1], [7]). Suppose D is closed with respect to $W(B, S)$. Let $D$ be range inclusive with respect to a given function $F . W(B, S)$ computes $F$ over $D$ if and only if all of the following conditions hold.

1) $W(B, S)$ terminates for every input from $D$.
2) $(x \in D \wedge \neg B(x)) \Rightarrow(F(x)=x)$.
3) $[F(x)=F(y)]$ is a loop invariant for $W(B, S)$.

Furthermore, conditions 1), 2) and 3) are mutually independent.
Condition 3) is the important invariant condition. It states that if $F$ is the function computed by $W(B, S)$, then $F(x)$ remains identical during successive iterations with modified values of $x$ in each iteration. Clearly, $F(x)$ must be defined for every such $x$ generated during iterations: this is guaranteed by the requirement of closure on $D$.

The following are the significant aspects of Theorem $1^{\prime}$ :
(i) the conditions in the theorem are necessary and sufficient. Thus proving/disproving these conditions proves/disproves the claim. This is in contrast to many assertion generation systems which provide only sufficient conditions.
(ii) The form of the invariant is independent of $B$ and $S$.
3. Relations uniformly preserved by a loop. Conditions 1 ), 2) and 3 ) in the statement of Theorem 1' may be labeled as termination, boundary and iteration conditions. The boundary condition is easy to derive (and usually simple to prove) by considering the exit conditions. The iteration condition is the one that leads to the loop invariant which captures the "dynamics" of the loop. In this paper, we are primarily interested in the generation of the iteration condition.

The major contribution of this paper is a generalization of Theorem 1'. We characterize the class of binary relations which are preserved by any loop if and only if they are uniformly preserved.

The motivation behind this extension is twofold. First, we often want to prove a certain relationship between input and output of a loop without knowing the exact functional relationship. For instance, we may want to show that the output value is larger in magnitude than the input or that the output array is a permutation of the input array, etc. Secondly, we hope to establish a theoretical limitation on what kinds of loop invariants can be generated without examining the loop body.

Clearly, if $R$ is uniformly preserved then it is preserved. However, the converse is not true, even for transitive relations (such as $\leqq$ on integers), as shown in the following example.

Example 2. Let $W(B, S)$ be the following program.
while $v \neq 1$ do
if $\operatorname{odd}(v)$ then $v:=v+1$
else $v:=v / 2$;
$D=\{v \mid v \geqq 1$ and $v$ integer $\}$. Let the relation $R$ be defined as follows:

$$
v R u \Leftrightarrow v \leqq u .
$$

Clearly,

$$
v R u\{W(B, S)\} v R u .
$$

However, $v R u$ is not a loop invariant (as can be seen with $v=3$ and $u=3$ ).
We first derive the conditions on $R$, dependent on $B$ and independent of $S$. Next, we remove the dependence on $B$. We are thus given
(i) a binary relation $R$ on a domain $D$;
(ii) that $D$ is closed with respect to $W(B, S)$ and $W(B, S)$ terminates for every input from $D$;
(iii) and that $W(B, S)$ preserves the relation $R$. We ask for the necessary and sufficient conditions, independent of $S$, under which $x R y$ is a loop invariant.

Definition 4. Given a domain $D$ and a binary relation $R$ on $D,(a, b \in$ $D) a \geqq b$ if and only if $(\forall c \in D)(b R c \Rightarrow a R c) ; a \equiv b$ if and only if $a \geqq b$ and $b \geqq a$. Note that, if $(\mathbb{Z} c \in D, b R c),(\forall a \in D)(a \geqq b)$. $\geqq$ will be called the derived relation of $R$.

Observation. For any $R$, the derived relation $\geqq$ is reflexive and transitive and $\equiv$ is an equivalence relation.

Notation. $7(x R y)$ will denote that $x$ is not related to $y$ under $R$.
Lemma 1. Let $F$ denote the function computed by $W(B, S)$ on the closed domain $D$. If $R$ is preserved by $W(B, S)$, then $F(x) \geqq x, \forall x \in D$.

Proof. If $R$ is preserved then $x R y \Rightarrow F(x) R y$. Hence the lemma follows from definition.

Definition 5. $R$ is a $G E$ relation (generalized equivalence relation) with respect to $B$ if and only if

$$
(\forall a, b \in D)[B(a) \wedge B(b) \wedge \exists c \in D[c \geqq a \wedge c \geqq b] \Rightarrow a \equiv b] .
$$

Observation. If $R$ is a GE relation with respect to $B$ then

$$
[B(a) \wedge B(b) \wedge a \geqq b] \Rightarrow[a \equiv b] .
$$

This follows by using the fact that $a \geqq a$.
Example 3. The following are examples of GE relations:
(i) Let $D=\{x \mid x$ integer; $x \geqq 0\}$. For some fixed $k$,

$$
B(x): x>k .
$$

Define $R$ to be

$$
x R y \Leftrightarrow|x-y| \leqq k, \quad x, y \in D
$$

Note that if $B(x)$ is true then there is no $z \neq x$ for which $z \geqq x$. Hence (trivially) $R$ is a GE relation with respect to $B$.
(ii) $D=\{x \mid x$ is an undirected graph $\}$.

$$
(x, y \in D) x R y \Leftrightarrow x, y \text { are isomorphic. }
$$

It can be shown (see next lemma) that $R$ is a GE relation for any $B$.
Lemma 2. If $R$ is an equivalence relation, then it is $a \operatorname{GE}$ relation with respect to every $B$.

Proof. We first show that

$$
[x \geqq y] \Leftrightarrow[x R y]
$$

(i) $x$ R $y \Rightarrow x \geqq y$ :

$$
x R y \wedge y R z \Rightarrow x R z
$$

since $R$ is an equivalence relation. Thus, $x R y \Rightarrow x \geqq y$.
(ii) $x \geqq y \Rightarrow x R y$ :

$$
\forall z[y R z \Rightarrow x R z] .
$$

Since $R$ is an equivalence relation, $y R y$ holds. Hence, $x R y$.
It thus follows that $[x \geqq y] \Leftrightarrow[x R y]$.

$$
\begin{aligned}
& \text { i.e., }[x \geqq y] \Leftrightarrow[x R y] \Leftrightarrow[y R x] \Leftrightarrow[y \geqq x] \text {, } \\
& \text { i.e., }[x R y] \Leftrightarrow[x \equiv y] \text {, } \\
& \text { i.e., } \exists z \in D[z \geqq x \wedge z \geqq y] \Rightarrow \exists z \in D[z \equiv x \wedge z \equiv y] \Rightarrow[x \equiv y] \text {. }
\end{aligned}
$$

Thus $R$ is a GE relation for any $B$.
The following theorem is the central result. In the statement of the theorem, only those $W(B, S)$ are considered for which $D$ is closed and $W(B, S)$ terminates for all inputs from $D$.

Theorem 2. Let $R$ be a binary relation and $B$ a predicate on a given domain $D$. If $R$ is a GE relation with respect to $B$ then $R$ is uniformly preserved by any $W(B, S)$ if it is preserved. Conversely, suppose $R$ is not a GE relation with respect to $B$ and for some $S$ is preserved by $W(B, S)$. Then there exists $W\left(B, S^{\prime}\right)$ for which $R$ is preserved though not uniformly.

Proof. Let $R$ be a GE relation with respect to $B$. Let $F$ be the function computed by any $W(B, S)$ on domain $D$. By assumption, $D$ is closed with respect to $W(B, S)$ and $W(B, S)$ terminates for every input from $D$. First we will show that

$$
x R y \wedge B(x)\{S(x)\} x R y
$$

i.e.,

$$
x R y \wedge B(x) \Rightarrow S(x) R y .
$$

Case (i). $\neg B(S(x))$ :

$$
\begin{aligned}
& B(x) \Rightarrow F(x)=S(x) \\
& x R y \Rightarrow F(x) R y,
\end{aligned}
$$

since $R$ is preserved. Hence,

$$
x R y \wedge B(x) \Rightarrow S(x) R y .
$$

Case (ii). $B(S(x))$ : The proof is by contradiction. Suppose that

$$
x R y \wedge B(x) \wedge \neg(S(x) R y)
$$

Then

$$
x \neq S(x),
$$

since $x R y$ and $\urcorner(S(x) R y$. Using Lemma $1, F(x) \geqq x$ and $F(S(x)) \geqq S(x)$. Using Theorem $1^{\prime}, F(x)=F(S(x))$. We thus have

$$
B(x) \wedge B(S(x)) \wedge F(x) \geqq x \wedge F(x) \geqq S(x) \wedge x \not \equiv S(x) .
$$

Hence, $R$ is not a GE relation with respect to $B$, contradiction.
Next we show that if $R$ is not a GE relation with respect to some $B$ and, for some $S, R$ is preserved by $W(B, S)$, then there exists $S^{\prime}$ such that
(i) $D$ is closed with respect to $W\left(B, S^{\prime}\right)$ and
(ii) $W\left(B, S^{\prime}\right)$ terminates for every input from $D$, and
(iii) $R$ is preserved by $W\left(B, S^{\prime}\right)$, and
(iv) $R$ is not uniformly preserved by $W\left(B, S^{\prime}\right)$.

We first state a claim whose proof is similar to that of Lemma 1.
Claim. If $R$ is uniformly preserved by $W(B, S)$ then $B(x) \Rightarrow S(x) \geqq x$.
If $R$ is not a GE relation with respect to $B$ then there exist $x_{1}, x_{2}, x_{3} \in D$ such that

$$
B\left(x_{1}\right) \wedge B\left(x_{2}\right) \wedge x_{3} \geqq x_{1} \wedge x_{3} \geqq x_{2} \wedge x_{1} \not \equiv x_{2} .
$$

Since $x_{1} \not \equiv x_{2}$, either $x_{1} \nexists x_{2}$ or $x_{2} \nexists x_{1}$. Without loss in generality assume that $x_{2} \neq x_{1}$.

The proof proceeds by constructing $S^{\prime}$. Consider the following program.

```
while B do
    if }x=\mp@subsup{x}{1}{}\mathrm{ then }x:=\mp@subsup{x}{2}{
        else if }x=\mp@subsup{x}{2}{}\mathrm{ then }x:=F(\mp@subsup{x}{3}{}
            else S;
```

It can be verified that conditions (i), (ii), (iii) are met by this program. Next we show that $R$ is not uniformly preserved by this program. With input $x_{1}$, we obtain $x_{2}$ and then $F\left(x_{3}\right)$. However, $x_{2} \nexists x_{1}$. Hence, according to the previous claim $R$ is not uniformly preserved. Note that the first "else" clause in $S^{\prime}$ ensures that the program would terminate when input with $x_{1}$.

Theorem 2 says that given any $W(B, S)$ and $R$ which is a GE relation with respect to $B$, in order to prove that $R$ is preserved, it is necessary and sufficient to prove that $R$ is uniformly preserved. Conversely if $R$ is not a GE relation with respect to $B$, it is sufficient though not necessary to prove that $R$ is uniformly preserved in order to show that $R$ is preserved.

Corollary 1. Let $R$ be an equivalence relation. For any $W(B, S)$ (assuming termination and closure of domain) $R$ is preserved, if and only if it is uniformly preserved.

Proof. Use Lemma 2 and Theorem 2.
Example 4. Consider a program $W(B, S)$ for sorting an array $x$ of integers. It is required to prove at the output that the resulting array is sorted and is a permutation of the input array. To prove the latter, we need to prove

$$
\operatorname{PERM}\left(x, x_{0}\right)\{W(B, S)\} \operatorname{PERM}\left(x, x_{0}\right),
$$

where PERM $\left(x, x_{0}\right)$ stands for " $x$ is a permutation of $x_{0}$ ". Clearly PERM is an equivalence relation. It is then necessary and sufficient to prove that PERM $\left(x, x_{0}\right)$
is a loop invariant,

$$
\operatorname{PERM}\left(x, x_{0}\right) \wedge B(x) \Rightarrow \operatorname{PERM}\left(S(x), x_{0}\right)
$$

i.e.,

$$
B(x) \Rightarrow \operatorname{PERM}(x, S(x))
$$

The conditions derived in Theorem 2 clearly apply to the iteration condition in Theorem 1'. This can be seen easily by defining an equivalence relation $R$ on $D$ such that $x R y \Leftrightarrow[F(x)=F(y)]$. Clearly if $W(B, S)$ computes $F, R$ is preserved. Using Theorem 2, it follows that it must be uniformly preserved.

We next formulate the conditions on $R$ independent of $B$.
Definition 6. $R$ is a GE relation on a domain $D$ if and only if it is a GE relation with respect to every predicate $B$ (binary valued total function on $D$ ).

Theorem 3. $R$ is a GE relation on $D$ if and only if its derived relation ( $\geqq$ ) is an equivalence relation.

Proof. If $\geqq$ is an equivalence relation then

$$
[c \geqq a \wedge c \geqq b] \Rightarrow[a \geqq b \wedge b \geqq a] \Rightarrow[a \equiv b] .
$$

Hence $R$ is a GE relation for any $B$. Conversely, if $\geqq$ is not an equivalence relation then there exist $a, b$ such that $a \geqq b$ and $a \not \equiv b$. Consider some predicate $B$ for which $B(a)$ and $B(b)$ are true. $R$ is not a GE relation with respect to this $B$ since

$$
B(a) \wedge B(b) \wedge a \geqq a \wedge a \geqq b \wedge a \not \equiv b .
$$

For any relation $R$, if we define the successor set of $a, T(a)=\{b \mid a R b\}$, then $R$ is a GE relation if and only if no successor set $T(a)$ strictly includes another successor set $T(b)$, since otherwise $a \geqq b$ and $b \nsupseteq a$.

Observation. If $R$ is a GE relation then either all successor sets are null or none is.

In program proving, it would be easier to consider general GE relations rather than GE relations with respect to a specific $B$. Theorem 3 provides a useful technique for proving that a certain $R$ is a GE relation. The next theorem essentially provides the verification conditions that must be proved to ensure that a GE relation is preserved.

Theorem 4. Let $R$ be a GE relation. Then (assuming termination and closure)

$$
x R y\{W(B, S)\} x R y
$$

if and only if

$$
B(x) \Rightarrow[x \equiv S(x)] .
$$

Proof. We first show that if $R$ is a GE relation,

$$
x R y\{W(B, S)\} x R y
$$

if and only if

$$
x \equiv z\{W(B, S)\} x \equiv z .
$$

Let $F$ be the function computed by $W(B, S)$ (on the domain $D$ ). Then if $R$ is preserved by $W(B, S), F(x) \geqq x$ or $F(x) \equiv x$, since $R$ is a GE relation. This says that the input $x$ and output $F(x)$ belong to the same equivalence class under $\equiv$.

Conversely, let

$$
x \equiv z\{W(B, S)\} x \equiv z
$$

Thus, $F(x) \equiv x$. Hence $F(x) \geqq x$ or $x R y \Rightarrow F(x) R y$. Hence, $R$ is preserved by $W(B, S)$.

Using Corollary 3 ,

$$
x \equiv z\{W(B, S)\} x \equiv z
$$

if and only if $\equiv$ is uniformly preserved, i.e.,

$$
x \equiv z \wedge B(x) \Rightarrow S(x) \equiv z
$$

i.e.,

$$
B(x) \Rightarrow[x \equiv S(x)]
$$

Example 5. The following program is claimed to compute the greatest common divisor of $m, n$ using successive subtraction.

```
begin
    integer \(t\);
        while \(m \neq n\) do
        begin
            if \(m<n\) then begin \(t:=m ; m:=n ; n:=t\) end;
            \(m:=m-n\)
        end
end;
```

Let $D=\{(m, n) \mid m, n$ integer; $m, n>0\}$. Let GCD be the function of two arguments that has the value of the greatest common divisor of the arguments. Let $H$ be a function from domain $D$ to range $D$, defined as follows:

$$
H(m, n)=(\operatorname{GCD}(m, n), \operatorname{GCD}(m, n)) .
$$

We wish to show that

$$
\left[H(m, n)=H\left(m_{0}, n_{0}\right)\right]\{W(B, S)\}\left[H(m, n)=H\left(m_{0}, n_{0}\right)\right],
$$

where $W(B, S)$ represents the above program and $(m, n),\left(m_{0}, n_{0}\right) \in D$ at entrance to the loop.

The reason for using $H$ instead of GCD is that the former is a function from $D$ to $D$, as required by Theorem 4, whereas the latter is a function from $D$ to a subset of positive integers.

We must first prove closure and termination.
(i) Closure:

$$
m, n \text { integer } \wedge m>0 \wedge n>0 \wedge m \neq n\{S\} m, n \text { integer, } m>0, n>0 .
$$

Equivalently, we must show,

$$
[m, n \text { integer, } m>0 \wedge n>0 \wedge m<n] \Rightarrow[m, n-m \text { integer } \wedge n-m>0 \wedge m>0]
$$

and
$[m, n$ integer $\wedge m>0 \wedge n>0 \wedge m>n] \Rightarrow[n, m-n$ integer $\wedge m-n>0 \wedge n>0]$.
(ii) Termination: It is then necessary and sufficient to show that $H(m, n)=$ $H\left(m_{0}, n_{0}\right)$ is a loop invariant, i.e.

$$
\left[H(m, n)=H\left(m_{0}, n_{0}\right)\right] \wedge m \neq n\{S\}\left[H(m, n)=H\left(m_{0}, n_{0}\right)\right],
$$

i.e.

$$
[m \neq n \wedge m<n] \Rightarrow[H(m, n)=H(n-m, m)]
$$

and

$$
[m \neq n \wedge m>n] \Rightarrow[H(m, n)=H(m-n, n)]
$$

i.e.,

$$
[m<n \Rightarrow \operatorname{GCD}(m, n)=\operatorname{GCD}(n-m, m)]
$$

and

$$
[m>n \Rightarrow \mathrm{GCD}(m, n)=\mathrm{GCD}(m-n, n)] .
$$

All that remains to be proved is the boundary condition given below, in order to show that $m, n$ both have the value of $\operatorname{GCD}\left(m_{0}, n_{0}\right)$ at the exit.

$$
\left\{m=n \wedge\left[H(m, n)=H\left(m_{0}, n_{0}\right)\right]\right\} \Rightarrow\left\{m=\operatorname{GCD}\left(m_{0}, n_{0}\right) \wedge n=\operatorname{GCD}\left(m_{0}, n_{0}\right)\right\} .
$$

Finally, we show that a certain simple class of relations, as given in Example 3 , can be shown to be preserved by extending the given relation to an equivalence relation and proving that the latter is preserved.

Definition 7. Given any relation $R$ on $D$, define the reflexive, symmetric, transitive closure $R^{*}$ of $R$ as follows.

$$
a R^{*} b \Leftrightarrow(a=b) \vee a R b \vee b R a \vee\left[\exists c\left(a R^{*} c \wedge c R^{*} b\right)\right], \quad a, b, c \in D .
$$

Thus, $R^{*}$ is an equivalence relation. Under certain conditions, it is both necessary and sufficient to prove that $R^{*}$ is uniformly preserved, in order to show that $R$ is preserved.

Theorem 5. Let $R$ be any relation on $D$ and $R^{*}$ be its reflexive, symmetric transitive closure. Suppose for some predicate $B$ on $D$,

$$
x_{1} R^{*} x_{2} \wedge \neg B\left(x_{1}\right) \Rightarrow x_{1} R x_{2}, \quad \forall x_{1}, x_{2} \in D .
$$

Then

$$
x R y\{W(B, S)\} x R y
$$

if and only if $R^{*}$ is uniformly preserved, assuming closure and termination.
Proof. We show that

$$
x R y\{W(B, S)\} x R y \quad \text { if and only if } \quad x R^{*} y\{W(B, S)\} x R^{*} y
$$

Since $R^{*}$ is an equivalence relation, the statement in the theorem would follow. Let $F$ be the function computed by $W(B, S)$. Suppose

$$
x R y\{W(B, S)\} x R y
$$

Then

$$
x R y \Rightarrow F(x) R y \Rightarrow F(x) R^{*} x .
$$

Thus, $x$ and $F(x)$ belong to the same equivalence class under $R^{*}$, or

$$
x R^{*} y\{W(B, S)\} x R^{*} y
$$

Next, suppose, $x R^{*} y\{W(B, S)\} x R^{*} y$. Then on termination, $\neg B(x) \wedge$ $x R^{*} y \Rightarrow x R y$, or $x R^{*} y\{W(B, S)\} x R y$.

Since $x R y \Rightarrow x R^{*} y$, it follows that $x R y\{W(B, S)\} x R y$.
Example 6.

while $v \neq 0$ and $v \neq 1$ do $v:=v-2$
end;
$D=\{v \mid v \geqq 0 ; v$ integer $\} . v, u \in D, v R u \Leftrightarrow(v \leqq u)$ and $u, v$ have identical parity (both even or odd). $v R^{*} u \Leftrightarrow u, v$ have identical parity.

$$
(v, u \in D)\left\{v R^{*} u \wedge[v=0 \vee v=1]\right\} \Rightarrow[v \leqq u],
$$

and $u, v$ have identical parity.
Hence, according to Theorem 5, it is necessary and sufficient to prove that $v R^{*} u$ is a loop invariant, in order to show that $R$ is preserved; i.e.

$$
v R^{*} u \wedge v \neq 0 \wedge v \neq 1 \Rightarrow(v-2) R^{*} u .
$$

Termination and closure must be proven separately.
4. Summary and conclusion. We have shown that any equivalence relation is uniformly preserved if it is preserved by a loop program. Theorem 5 extends the results somewhat for relations that are essentially equivalence relations except for certain boundary conditions. A practical outcome of this result is that loop invariants may be generated algorithmically for certain classes of input/output relations. There is no need to look through the body of the loop to generate the invariant, provided closure and termination have been proven separately.

Unfortunately, the results also establish that such conditions cannot be obtained for any other classes of relations. Thus, even a simple transitive relation such as "§" on positive integers is not uniformly preserved even though it is preserved. We believe that one needs to look at the program body $S$, for generating the loop invariant, for all other classes of relations.

One promising direction of research is to consider other classes of relations and "reasonable" programs. The loop invariant could be generated if the program meets certain reasonable restrictions; for example, we may assume that a program operating on stacks may not process any other element, before processing the top element, (i.e. it should not be allowed to save the top element, process and remove the second element from top and then restore the top element). Some preliminary results appear in [3], [7].

Another problem we have not considered in this paper is the problem of nonclosed domains. Frequently, a loop is preceded by initializations which restrict the input domain. Most of the time, the domain will not be closed with respect to the program. It is often required to prove a certain relation (such as a functional
equality) in the restricted domain. This problem has been considered for the case of functional equality in [2], [3], [7]. This seems to be the major problem in synthesis of loop invariants. It seems likely, however, that by suitably restricting the operations of the program, it may be possible to prove that the program computes a certain relation over a superset of the given domain (which is closed) from which the stated conjecture may be proven.
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# AN ANALYSIS OF A GOOD ALGORITHM FOR THE SUBTREE PROBLEM* 
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#### Abstract

A good algorithm is analyzed for deciding if one tree is a subtree of another tree. If both trees are rooted, the smaller tree has $n$ vertices and the larger has $m$ vertices; then the total number of computations is $O\left(n m^{1.5}\right)$ or better, depending on how good an algorithm one has for a maximal matching in a bipartite graph.
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1. Introduction. We present and analyze a good algorithm for deciding if one rooted tree $S$ is a subtree of another rooted tree $T$. This algorithm is equivalent to the one sketched by Matula [3]. When one deletes the root of a rooted tree, one obtains subtrees, each of which is now rooted at that vertex adjacent to the original root. We use these rooted subtrees together with a good algorithm for a maximal matching in a bipartite graph to determine whether or not $S$ is a subtree of $T$.

## 2. The algorithm.

Algorithm. 1) Delete the roots of $S$ and $T$ to obtain rooted subtrees $S_{1}, \cdots, S_{p}$ and $T_{1}, \cdots, T_{q}$.
2) (Recursively) Decide if $S_{i}$ is a rooted subtree of $T_{j}$ and form a $p \times q$ matrix $A$ with $a_{i j}=1(0)$ if $S_{i}$ is (not) a rooted subtree of $T_{j}$.
3) Apply an algorithm for obtaining a maximal matching in a bipartite graph to $A$ to decide if all the rooted subtrees of $S$ can be matched with rooted subtrees of $T$.
3. Data storage. For computational purposes, we store a rooted tree as a vector as follows. (See Busacker and Saaty [1].) The vector for an isolated vertex is 1. For more complicated rooted trees, the first entry is the number of vertices of the tree and the remaining entries are formed by arranging the vectors of the rooted subtrees (obtained by deleting the original root), these vectors arranged in increasing (lexicographical) order.

Given a rooted tree, it is trivial to obtain its rooted subtrees. If the vector $V$ describes the tree and $I$ is the location of a root of a subtree, then the vector describing the subtree is $V(I), V(I+1), \cdots, V(I+V(I)-1)$. Since in deciding if a tree is a rooted subtree of another, one need not alter either for this algorithm, the computations involved in obtaining the subtrees are insignificant.

If one programs this algorithm using a language which is recursive and in which arrays are allocated dynamically (such as APL), one could use two subprograms BIPARTITE and SUBTREE, two global vectors VECTS and VECTT and several local matrices $A$. A global variable is one available to all subprograms. A local variable is one available only in a main program or

[^103]subprogram where it is defined, plus any other routine to which it is specifically passed. The vectors VECTS and VECTT would store the two rooted trees $S$ and $T$ as previously explained. BIPARTITE uses as input a $0-1$ matrix $A$ and returns a 1 if a maximal matching of rows to columns using 1 's uses all the rows (the number of independent 1's equals the number of rows) and returns 0 otherwise. SUBTREE would receive as input two local scalars $I$ and $J$, the location of the roots (at the current stage) in VECTS and VECTT. We refer to these rooted subtrees as subtree $I$ and subtree $J$. SUBTREE creates a matrix $A$ which is VECTS $(I)-1$ by $\operatorname{VECTT}(J)-1$. Set $A(K, L)$ to 1 if the $K$ th vertex adjacent to any beyond the vertex corresponding to $I$ is terminal. Set $A(K, L)$ to 0 if this $K$ th vertex is not terminal but the $L$ th vertex adjacent to and beyond the vertex corresponding to $J$ is terminal. If neither is terminal, then SUBTREE invokes SUBTREE (creating an additional, independent $A$ ) to decide if subtree $K$ is a subtree of subtree $L$ ( $A(K, L)$ is 1 yes, 0 no). When $A$ is completed, BIPARTITE is invoked to decide if subtree $I$ is a subtree of subtree $J$. SUBTREE returns 1 if subtree $I$ is a subtree of subtree $J$, and 0 otherwise.

By being recursive, several different $A$ 's are in use at any one particular moment which the computer keeps track of. The total significant variable storage in use at any time is the two vectors VECTS and VECTT plus several $A$ 's. The total storage required by the various $A$ 's is obviously bounded both by the order of $S$ times the maximum degree minus 1 of $T$ and by the order of $T$ times the maximum degree minus 1 of $S$.
4. Computational bounds. The key to this being a good algorithm is using a good algorithm for obtaining a maximal matching in a bipartite graph rather than putting subtrees together in all possible combinations.

The algorithm for a maximal bipartite matching with best proven bound on number of computations currently appears to be given by Hopcroft and Karp [2]. In this algorithm, the number of computations is shown to be no worse than $O\left(r s^{1.5}\right)$ where the bipartite graph matches $r$ to $s$ vertices with $r \leqq s$. Obviously, the efficiency of the matching algorithm dictates the efficiency of the subtree algorithm. Let $n$ and $m$ denote the number of vertices in $S$ and $T$ respectively. We now prove two theorems relating the efficiency of a matching algorithm to the efficiency of our subtree algorithm.

Theorem 1. Given an algorithm for bipartite matching which requires at most $O\left(r s^{u}\right)$ operations where $r \leqq s$ and $u>1$, the subtree algorithm will require at most $O\left(\mathrm{~nm}^{u}\right)$ operations.

Proof. Choose $b$ large enough so that the matching algorithm requires at most $b r{ }^{u}$ operations for each $r$ and $s$, and so that the subtree algorithm requires at most $b n m^{u}$ operations whenever $n$ and $m$ satisfy $(n-1)\left((m-1)^{u}+m-1\right)>n m^{u}$. Such a $b$ exists since only finitely many $n$ and $m$ satisfy the above inequality and the marriage algorithm is $O\left(r s^{u}\right)$. Note this gives us a starting point for induction. We prove that at most $b n m^{u}$ operations are required for any $n$ and $m$, namely when $(n-1)\left((m-1)^{u}+m-1\right) \leqq n m^{u}$. We now assume $n$ and $m$ satisfy this last inequality. If the valences of the roots of $S$ and $T$ are $d$ and $f$ respectively, and the number of vertices in $S_{i}$ and $T_{j}$ are $n_{i}$ and $m_{j}$ respectively, then the number of computa-
tions involved in the subtree algorithm is at most

$$
\begin{aligned}
b d f^{u}+\sum_{i=1}^{d} \sum_{j=1}^{f} b n_{i} m_{j}^{u} & =b d f^{u}+b(n-1) \sum_{j=1}^{f} m_{j}^{u} \\
& \leqq b(n-1)\left(f^{u}+\sum_{j=1}^{f} m_{j}^{u}\right) \leqq b(n-1)\left(f^{u}+f-1+(m-f)^{u}\right)
\end{aligned}
$$

computations. Since the second derivative of this last term is positive $1 \leqq f \leqq$ $m-1$, the maximum occurs at an end point and an upper bound is the larger of $b(n-1)\left(1+(m-1)^{u}\right) \leqq b n m^{u}$ and $b(n-1)\left((m-1)^{u}+m-1\right) \leqq b n m^{u}$ (by assumption); thus at most $b n m^{u}$ operations are required.

THEOREM 2. Given an algorithm for bipartite matching which requires at most brs operations, the subtree algorithm will require at most bmn $\ln (n)$ operations.

Proof. We again proceed inductively. If $n=1$ this is obvious. Given the tree and subtree descriptions of the last proof, the number of computations involved is at most

$$
\begin{aligned}
\sum_{i=1}^{d} \sum_{j=1}^{f} b n_{i} m_{j} \ln \left(n_{i}\right)+b d f & =b(m-1)\left(\sum_{i=1}^{d} n_{i} \ln \left(n_{i}\right)\right)+b d f \\
& \leqq b(m-1)((n-d) \ln (n-d)+d) .
\end{aligned}
$$

Since the second derivative is positive $1 \leqq d \leqq n-1$, an upper bound is the larger of $b(m-1)((n-1) \ln (n-1)+1) \leqq b n m \ln (n) \quad$ (for $n \geqq 2$ ) and $b(m-1)(0+m-1) \leqq b n m \ln (n)$, as required.
5. Conclusion. If one is interested in solving the corresponding problem for unrooted trees, one may root $S$ at will and root $T$ in all $m$ possible ways. Thus one needs at most $m$ times as many computations as indicated in Theorems 1 and 2.

The matching algorithm involves upwards of $r s$ bits of data, thus it seems unlikely that a matching algorithm could be better than $O(r s)$. Consequently, Theorems 1 and 2 appear to cover all possible cases, and we have a good algorithm for deciding the subtree problem.
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#### Abstract

Turing machine space complexity is related to circuit depth complexity. The relationship complements the known connection between Turing machine time and circuit size, thus enabling us to expose the related nature of some important open problems concerning Turing machine and circuit complexity. We are also able to show some connection between Turing machine complexity and arithmetic complexity.
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1. Introduction. Fischer and Pippenger [7] have shown that a $T(n)$ time bounded Turing machine (TM) can be simulated on $n$ bits by a combinational (Boolean) circuit with $O(T(n) \log T(n))$ gates (see also Schnorr [25]). In this paper, we observe that nondeterministic $S(n)$ tape bounded Turing machines can be simulated by circuits of depth $O\left(S(n)^{2}\right)$. In doing so, we relate the power of nondeterminism for space bounded computations to the depth required for the transitive closure problem. As a consequence of this development we show a relationship between the TIME-SPACE problem and the SIZE-DEPTH problem (equivalently the SIZE-FORMULA SIZE problem).

There has always been some ambiguity between the terminology of circuit complexity and TM complexity. In particular, depth is sometimes referred to as "time". But here "time" implicitly means parallel time, since several gates in a combinational circuit can operate in parallel. (In arithmetic complexity, depth is almost always referred to as parallel time.) In Pratt and Stockmeyer [22], we are introduced to vector machines, a general parallel machine model; general in the sense that inputs can be of arbitrary length (see also Hartmanis and Simon [9]). It is then shown that polynomial time (that is, parallel time) for these vector machine corresponds to TM polynomial space. Motivated by the simulations of Pratt and Stockmeyer [22] and Hartmanis and Simon [9], it is not hard to see that the crux of our space simulation should rely on the transitive closure problem. In the next section, we define the models more carefully and present the basic simulation. In $\S 3$, we discuss relationships between TM and circuit complexity. In § 4, we conclude with some observations concerning arithmetic complexity.
2. Turing machines, circuits and the basic simulation. We assume that the reader is familiar with Chapters 6 and 10 of Hopcroft and Ullman [11]. Our TM model is an "off-line" machine with a two-way read only input tape. For time bounded computations we allow an arbitrary but finite number of work tapes. For tape bounded computations, it is sufficient to have just one work tape. The benefit of the read only tape is that it allows us to consider tape bounds less than the length of the input. Usually we consider Turing machines as acceptors or recognizers but

[^104]sometimes we will need to consider transducers, in which case we append a write only output tape.

For a nondeterministic machine $M$, say that $L \subseteq \Sigma^{*}$ is accepted in time $T(n)$ (space $S(n)$ ) by $M$ if $w \in L$ iff on input $w$ there is a valid computation leading to an accepting state which uses $\leqq T(|w|)$ steps (respectively, $S(|w|)$ work tape cells). Here $|\boldsymbol{w}|$ denotes the length of the string. Without loss of generality, we can restrict ourselves to $\Sigma=\{0,1\}$.

A combinational (Boolean) circuit is a labeled acyclic, directed graph (a network). Nodes with in-degree $=0$ are called input nodes, nodes with outdegree $=0$ are called output nodes. Interior nodes (i.e. noninput nodes including output nodes) represent (i.e. are labeled with) logical gates $f:\{\text { true, false }\}^{r} \rightarrow\{$ true, false\}. Since we shall only be concerned with asymptotic complexity bounds, without loss of generality we can use the complete basis AND (denoted $\wedge$ ), inclusive OR (v) and NOT ( $\neg$ ). (See Savage [23, pp. 662, 663].) We can have arbitrary fan-out and allow the constants $\{$ true, false $\}$ as inputs. By associating true with ' 1 ' and false with ' 0 ', we think of every Boolean circuit as realizing a function $f:\{0,1\}^{n} \rightarrow\{0,1\}$. That is, let $A^{n} \subseteq\{0,1\}^{n}$; we say $A^{n}$ is realized by circuit $C$ if $C$ has $n$ nonconstant input nodes (labeled $x_{1}, \ldots, x_{n}$ ) and $C$ accepts (i.e. outputs $1=$ true) iff $x_{1} x_{2} \ldots x_{n}$ is in $A^{n}$. As a notational convenience, if $A \subseteq\{0,1\}^{*}$, let $A^{n}=A \cap\{0,1\}^{n}$.

The size of a circuit $C$ is the number of interior nodes or gates, and the depth of $C$ is the length of the longest path in $C$. We will also have need to encode a circuit $C$ as a string $\bar{C}$ in $\{0,1\}^{*}$. This can be done in a straightforward way; i.e. topologically order the network, give addresses to each of the nodes, and then a circuit can be given as a sequence of instructions.

If the output of $C$ depends on all $n$ inputs $x_{1}, \ldots, x_{n}$, the size of $C$ must be $\geqq n-1$; it follows that $|\bar{C}| \geqq d \cdot \operatorname{size} C \cdot \log$ size $C$ for some constant $d>0$. (Note that the chosen basis implies fan-in $\leqq 2$.)

Finally, we let $\operatorname{SIZE}_{A}(n)$ (respectively $\left.\operatorname{DEPTH}_{A}(n)\right)$ be the minimum size (depth) required for a circuit to realize $A^{n}$. Using this notation, we recall the time-size simulation result.

Theorem 1 (Fischer and Pippenger [7]). Let A be recognized by a deterministic $T(n) \geqq n$ time bounded TM. Then there exists $d>0$ such that $\operatorname{SIZE}_{A}(n) \leqq$ $d \cdot T(n) \cdot \log T(n)$.

Analogously, we have the following:
Theorem 2. Let $A$ be accepted by a nondeterministic $S(n) \geqq \log _{2} n$ space bounded TM. Then there exists a $d>0$ such that $\mathrm{DEPTH}_{A}(n) \leqq d \cdot S(n)^{2}$.

Proof. Let $M$ be a $S(n)$ tape bounded nondeterministic TM with $S(n) \geqq$ $\log _{2} n$. Say $M$ has $q$ states and $s$ symbols on its work tape and that the input $w \in\{0,1\}^{n}$. Thinking of $w$ as fixed, the computation sequence is "determined" by the state, the input tape head position, the work tape head position, and the contents of the work tape. Thus there are at most $N=q \cdot n \cdot S(n) \cdot s^{S(n)}$ configurations. We can think of the acceptance problem as the transitive closure problem for a graph with $N$ nodes, whose edges correspond to the allowable moves determined by $M$ and $w$.

Let $X=\left(x_{i j}\right)$ where $x_{i j}=1$ iff there is a move from configuration $i$ to configuration $j$, and let $X^{*}=\left(x_{i j}^{*}\right)$ be the transitive closure. That is, $x_{i j}^{*}=1$ iff there is a path from configuration $i$ to configuration $j$. (See Fig. 1.)


Fig. 1

Let $i$ be the number of a configuration corresponding to the input head being on square $k$. Then
$w_{k}$ is directly connected to $x_{i j}$ iff there is a move from configuration $i$ to $j$ only when the $k$ th input bit is 1 .
$w_{k}$ is negated and then connected to $x_{i j}$ iff there is a move from configuration $i$ to $j$ only when the $k$ th input is 0 .
$w_{k}$ is not connected to $x_{i j}$ iff there is (is not) a move from configuration $i$ to $j$ independent of the value of the $k$ th input bit. In this case $x_{i j}$ is set to the appropriate constant.
Let 1 be the number of the starting configuration and let $f_{j}(1 \leqq j \leqq r)$ correspond to accepting configurations. By using $\log (N-1)$ levels of Boolean matrix multiplication, it is well known that an $N \times N$ transitive closure circuit requires only $\log ^{2} N$ depth. Also, an $N$-way 'OR' can obviously be realized with depth $\log N$. The theorem follows since $N=q \cdot n \cdot S(n) \cdot s^{S(n)}$ and therefore $\log N<d_{1} \cdot S(n)$.

Remark. Let $A$ be accepted by $M$ as in Theorem 2. With a little care in the numbering of the configurations, the mapping $1^{n} \rightarrow \bar{C}_{n}$ (where $C_{n}$ realizes $A^{n}$ ) is computable by a deterministic $S(n)$ space bounded transducer if $S(n)$ is tape constructible. This follows because of the "uniformly constructive" nature of the $\log ^{2} N$ depth transitive closure circuits (i.e. they can be generated in $\log N$ space). We shall have more to say about "uniformity" in § 3 .

Open Problem 1. If $M$ is deterministic $S(n)$ tape bounded, can we improve the simulation so that $\mathrm{DEPTH}_{A}(n) \leqq d \cdot S(n)$ ?

Since each output in the $N \times N$ transitive closure problem can be computed in nondeterministic $\log N$ space, it follows that improving the simulation for nondeterministic machines is equivalent to improving the depth required for the transitive closure problem. In particular, if the $N \times N$ transitive closure problem can be realized with depth $\leqq c \cdot \log ^{\alpha} n($ where $1 \leqq \alpha \leqq 2)$ then DEPTH $_{A}(n) \leqq$ $d \cdot S(n)^{\alpha}$ in Theorem 2.

Open Problem 2. Let $A$ be recognized by a deterministic $S(n)$ tape, $T(n)$ time bounded machine. Can we realize $A^{n}$ by circuits with SIZE $_{A}(n) \leqq c_{i} T(n)^{k_{1}}$ and (simultaneously) $\mathrm{DEPTH}_{A}(n) \leqq c_{2} T(n)^{k_{2}}$ for some constants $c_{1}, c_{2}, k_{1}, k_{2}$ ?

Let $\leqq_{\text {log }}$ represent $\log$ space reducibility (see Jones and Laaser [12]). We could allow nondeterministic transduction here but we might as well follow the standard meaning of deterministic log space many-one reducibility. By converting every log space transducer to one with a separate track keeping count (in binary) of the number of output bits thus far in the computation, we can generalize Theorem 2 as follows:

Theorem 3. Let $A \leqq{ }_{\log } B$. Then

$$
\mathrm{DEPTH}_{A}(n) \leqq d \cdot \log ^{2} n+\max _{m \leqq c n^{k}} \operatorname{DEPTH}_{B}(m)
$$

for some constants $c, d$ and $k$.
Proof. Let $m$ be the $\log$ space transducer which reduces $A$ to $B$. Then on input $w$ of length $n, M$ can output at most $N=c n^{k}$ bits since $M$ is $\log n$ space bounded. Let $y_{i}^{0}$ (respectively, $y_{i}^{1}$ ) be the 'OR' of those configurations where the $i$ th bit being output is a ' 0 ' (respectively, ' 1 '). If $y_{i}^{0}$ and $y_{i}^{1}$ are both false, then we know that $M$ outputs less than $i$ bits on input $w$. Knowing $m$, the exact number of bits output by $M$ on $w$, we can "activate" the circuit $C_{m}$ for $B^{m}$ with inputs $y_{i}^{1}(1 \leqq i \leqq m)$. (See Fig. 2.)

Following standard notation, let $P$ be the class of languages recognizable in deterministic polynomial time. $B$ is called log space complete for $P$ if
(i) $B$ is in $P$,
(ii) $A$ in $P$ implies $A \leqq{ }_{\log } B$.

Cook [3], Jones and Laaser [12] and Ladner [29] exhibit a variety of natural sets which are log space complete for $P$. We can define an analogous concept for circuits. Namely, let us say that $B$ is depth complete for polynomial size circuits if
(i) $\operatorname{SIZE}_{B}(n) \leqq p(n)$ for some polynomial $p$.
(ii) Let $A$ be such that $\operatorname{SIZE}_{A}(n) \leqq p_{1}(n)$ for some polynomial $p_{1}$. Then there exist constants $c$ and $k$, and a polynomial $q$ such that for all $n$ there is an $n$-input circuit $T_{n}$ with the following properties:
(a) depth $T_{n} \leqq c \cdot \log ^{k} n$

Note: of course, we would like $k=1$.
(b) $T_{n}$ outputs $\left\langle y_{1}, \cdots, y_{N}\right\rangle=f_{1}\left(\left\langle x_{1}, \cdots, x_{n}\right\rangle\right)$ and $\left\langle z_{1}, \cdots, z_{N}\right\rangle=$ $f_{2}\left(\left\langle x_{1}, \cdots, x_{n}\right\rangle\right)$ for some fixed $N \leqq q(n)$.
(c) there is a unique output $z_{m}$ with value 1 and for this $m$ we have $x_{1} \cdots x_{m}$ in $A^{n}$ iff $y_{1} \cdots y_{m}$ in $B^{m}$.
Our definition has been chosen so that the construction in Theorem 3 immediately yields:

Corollary 1. If $B$ is log space complete for $P$, then $B$ is depth complete for polynomial size circuits.

We think of depth (log space) complete sets as being "hardest polynomially computable sets" with respect to depth (space) requirements. Ladner defines the following "circuit value problem" and shows it to be log space complete for $P$ :

$$
V=\left\{x_{1} \cdots x_{n} \overline{\#} \bar{C} \mid C \text { outputs true on input } x_{1} \cdots x_{n}\right\} .
$$
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Corollary 1 verifies the obvious fact that $V$ is depth complete for polynomial size circuits.
3. Relating open problems in Turing machine and circuit complexity. As usual, we let DTIME ( $T(n)$ ) (respectively, DSPACE ( $S(n)$ ), NSPACE ( $S(n)$ ) denote the class of languages accepted in deterministic Time $T(n)$ (respectively, deterministic and nondeterministic space $S(n)$ ). Analogously, define $\operatorname{SIZE}(T(n))=\left\{B \mid \operatorname{SIZE}_{B}(n) \leqq c \cdot T(n)\right.$ for some constant $\left.c\right\}$ and $\operatorname{DEPTH}(S(n))$
$=\left\{B \mid \mathrm{DEPTH}_{B}(n) \leqq c \cdot S(n)\right\}$. We first want to complete the relationship between TM space and circuit depth and thus we need a "converse" to Theorem 2.

Lemma 1. Let $V$ be the circuit value problem. There is a deterministic TM M which recognizes V such that on input $x_{1} \cdots x_{n} \overline{\#} \bar{C}$, Monly uses space bounded by Depth $C+\log$ size $C$.

Proof. The idea is just to recursively evaluate (say, first the left and then the right) inputs to a given gate. A straightforward implementation using a pushdown store would require depth $C \cdot \log$ size $C$ storage (i.e. depth $C$ levels in the store, $\log$ size $C$ space for each gate address entry). We use a suggestion by S. Cook to improve this to the desired bound. In evaluating the output of $C$, we only need to store the full address of the gate currently being evaluated while the status (e.g. left input has value "false" and right input now being evaluated) of each gate on the pushdown store can be accommodated within constant space. We can recompute the address of any gate on the stack by working up from the bottom of the stack (i.e. the circuit output gate) via the status entries.

Definition. We say that $A$ is uniformly in DEPTH $(S(n))$ if there is a constant $c$ such that for all $n$, there is a circuit $\bar{C}_{n}$ of depth $\leqq c \cdot S(n)$ realizing $A^{n}$ and, moreover, $\bar{C}_{n}$ can be generated in deterministic space $S(n)$; i.e. the transformation $1^{n} \rightarrow \bar{C}_{n}$ is deterministic $S(n)$ space computable.

Theorem 4. Suppose $A$ is uniformly in DEPTH $(S(n)), S(n) \geqq \log n$. Then $A$ is in DSPACE ( $S(n)$ ).

Note. We view this as a "converse" to Theorem 2 for that result can be stated as: "If $A$ is in NSPACE $(S(n))$, then $A$ is uniformly in DEPTH $\left(S(n)^{2}\right)$ ".

Proof. Given an input $w=x_{1} \cdots x_{n}$, we apply Lemma 1 . Now whenever we need to know the $i$ th bit of $\bar{C}_{n}$ (as in the lemma), we compute it (in the required space) by using the uniformity hypothesis.

It is well-known that one can define arbitrarily complex or nonrecursive sets $A$ such that for all $n, A^{n}=\phi$ or $A^{n}=\Sigma^{n}$. Since a trivial circuit realizes $A^{n}$ for each $n$, it is clear that $A$ in DEPTH $(S(n))$ does not imply that $A$ in DSPACE $\left(S^{\prime}(n)\right)$ for any $S^{\prime}(n) \geqq S(n)$. In order to relate space and depth, we chose to assert a uniformity condition on the circuits. There is another choice. Following Schnorr [25], Meyer and Stockmeyer [17] suggest "making the Turing machines nonuniform" by giving them oracles. Then they observe that our Theorems 2 and 4 can be modified as follows:
(a) If $A$ is recognized by a nondeterministic $S(n)$ space bounded TM $M$ with a $\{0,1\}^{*}$ oracle, then $A$ is in DEPTH $\left(S(n)^{2}\right)$.
(b) If $A$ is in DEPTH ( $S(n)$ ), then $A$ is recognized by a deterministic $S(n)$ space bounded TM $M$ with a $\{0,1\}^{*}$ oracle.
In (b), the oracle is used to encode the appropriate efficient circuit. In both (a) and (b) we count the space needed for the oracle tape questions. This formulation does have a very nice mathematical appeal. We have, however, chosen to assert the uniformity of circuits because from a "practical" point of view, experience tells us that if we can show $A$ is in DEPTH $(S(n))$, then we usually can show $A$ is uniformly in DEPTH $(S(n))$. The same choice also exists for the TIME-SIZE relationship. Here "uniformly in SIZE ( $T(n)$ )" means that we can generate the appropriate circuit description in deterministic time $T(n)$. Then we can relate
uniform size and time or (see Schnorr [25]) we can instead relate size and time of Turing machines with oracles. Using Schnorr's [25] model, nonuniformity takes form in a $\{0,1\}^{*}$ oracle explicitly listed on a separate tape; Meyer [16] shows that with the more conventional model which uses a separate tape for inputs to an oracle, nonuniformity for time takes form in a $\{0\}^{*}$ oracle.

We can use Theorems 2 and 4 to make explicit the role of transitive closure in Savitch's [24] construction. Throughout the remainder of this paper we let $\alpha$ ( $1 \leqq \alpha \leqq 2$ ) be such that the $N \times N$ transitive closure problem can be realized (uniformly) with depth $\leqq c \cdot \log ^{\alpha} N$.

Corollary 2. Let $\alpha$ be as above. Then NSPACE $(S(n)) \subseteq \operatorname{DSPACE}\left(S(n)^{\alpha}\right)$ for all tape constructible $S(n) \geqq \log n$.

Proof. Let $M$ be a nondeterministic $S(n)$ space bounded TM accepting $A$.
For every input $w=x_{1} \cdots x_{n}$ we can generate a circuit $C_{n}$ corresponding to $M, w$ (as in Theorem 2). By hypothesis, this can be done in deterministic space $S(n)$, and depth $C_{n} \leqq c \cdot S(n)^{\alpha}$ for some constant $c$ (see the remarks following Theorem 2).

That is, $A$ is uniformly in DEPTH $\left(S(n)^{\alpha}\right)$ and hence $A$ is in DSPACE $\left(S(n)^{\alpha}\right)$. More constructively, by using Theorem 2 and Lemma 1, we can produce a deterministic $S(n)^{\alpha}$ tape bounded machine $M^{\prime}$ recognizing $A$.

One of the most important problems in computational complexity concerns efficient space simulations of time bounded computations. In particular, there is a conjecture that DTIME $(T(n)) \subseteq$ DSPACE $\left(\log ^{k} T(n)\right)$ for some constant $k$. (Indeed, $k=1$ is still possible.) Cook [3], and Cook and Sethi [4] present important evidence that the conjecture is false, and this represents the concensus of opinion at this time. On the positive side, Hopcroft, Paul and Valiant [10] have shown that DTIME $(T(n)) \subseteq \operatorname{DSPACE} T(n) / \log T(n))$. Independent of this result (and independent of our observations), Paterson and Valiant [19] proved that $\operatorname{SIZE}(T(n)) \subseteq \operatorname{DEPTH}(T(n) / \log T(n))$, noting that their result only had significance when $T(n) \approx n$. The known relationships between TIME-SIZE, and SPACE-DEPTH are not refined enough to show that either of these results follows from the other, but we can show that the problems are related.

Corollary 3. Suppose DTIME $(n) \subseteq \operatorname{NSPACE}(S(n))$. Then SIZE $(T(n)) \subseteq$ DEPTH $\left(S^{\prime}(n)\right)$ uniformly for any time constructible $T(n)$ where $S^{\prime}(n)=$ $\left[S\left(T(n) \log ^{3} T(n)\right)\right]^{\alpha}$. Here uniformly means that the required $c S^{\prime}(n)$ depth circuit can be constructed in deterministic space $S^{\prime}(n)$. Recall $\alpha \leqq 2$.

Proof. Given a $T(n)$ size circuit $C$, we encode it as a word $\bar{C}$ of length $\leqq$ $c \cdot T(n) \cdot \log T(n)$. A straightforward circuit simulation by a TM can be performed in deterministic time $m^{2}$, where $m$ is the length of the circuit description. Recently, Pippenger [21] showed how to recognize the circuit value problem $V$ in time $m \cdot \log ^{2} m$. By hypothesis, and using a standard translation argument, we have DTIME $(T(n)) \subseteq \operatorname{DSPACE}(S[T(n)])$. Hence there is a deterministic TM $M$ recognizing $V$ in space $S\left(m \cdot \log ^{2} m\right)$; in particular, $x_{1} \cdots x_{n} \overline{\#} \bar{C}$ will be accepted or rejected in space $S\left(m \cdot \log ^{2} m\right)=S\left(T(n) \cdot \log ^{3} T(n)\right)$. Hence there is a circuit $C^{\prime}$ of depth $c \cdot S^{\prime}(n)$ which realizes $x_{1} \cdots x_{n} \overline{\#} \bar{C}$. Finally we can fix the input gates for $\bar{C}$ and the resulting circuit has depth $\leqq c \cdot S^{\prime}(n)$.

For example, we have "DTIME $(n) \subseteq \operatorname{NSPACE}\left(\log ^{k} n\right)$ implies SIZE $(T(n)) \subseteq$ DEPTH $\left(\log ^{k \alpha} T(n)\right)$ uniformly".

Corollary 4. Suppose SIZE $(n) \subseteq \operatorname{DEPTH}(S(n))$ uniformly. Then DTIME $(T(n)) \subseteq$ DSPACE $(S[T(n) \cdot \log T(n)])$ for all constructible $T(n)$.

Proof. Let $M$ be $T(n)$ time bounded. We construct an equivalent $M^{\prime}$. $M^{\prime}$ on input $w=x_{1} \cdots x_{n}$ constructs a circuit $C_{n}$ of size $c \cdot T(n) \log T(n)$ according to the Fischer-Pippenger simulation. (We claim with their oblivious $T \cdot \log T$ machine that this can be done in space $\log T(n)$.) Then, by hypothesis, we construct an equivalent circuit $C_{n}^{\prime}$ of depth $d \cdot S[T(n) \cdot \log T(n)]$ and finally apply Lemma 1 or Theorem 4 to produce the desired $M^{\prime}$.

Again, for example, "SIZE $(n) \subseteq$ DEPTH $\left(\log ^{k} n\right)$ uniformly implies DTIME $(T(n)) \subseteq$ DSPACE $\left(\log ^{k} T(n)\right)$ ". Note that Corollary 4 is "almost good enough" to derive the Hopcroft, Paul and Valiant [10] result from the Paterson and Valiant [19] construction. (The latter construction can be realized in space $n / \log n)$. Summarizing, we have shown that the TIME-SPACE problem for Turing machines is "roughly" equivalent to an "efficiently constructive" version of the SIZE-DEPTH problem for circuits.

Circuits with a fan-out $=1$ restriction correspond to formulas. Spira [26] has shown that a formula of size $T(n) \geqq n$ can be transformed to an equivalent formula of depth $\leqq c \cdot \log T(n)$. (Consider also Brent's [30] analogous result for arithmetic expressions). Moreover, it should be clear that formula size $\leqq 2{ }^{\text {depth }}$. Hence, if we are looking for an example where formula size is exponentially larger than (arbitrary circuit) size, we might as well look at any of the languages which are log space complete for $P$. It should be noted that Spira's construction is reasonably uniform; that is, a formula of size $n$ can be transformed within $\log ^{2} n$ space to an equivalent formula of depth $c \cdot \log n$. (This transformation should be compared with the hypothesis of Corollary 4.) We do not see how to construct a depth $c \cdot \log n$ formula in space $\log n$. However, using Lynch's [15] $\log n$ formula evaluation in conjunction with Theorem 2 , we can construct a depth $c \cdot \log ^{2} n$ formula in space $\log n$.
4. Some comments on arithmetic circuits. An arithmetic circuit is like a Boolean circuit except that now the inputs are indeterminates $x_{1}, \cdots, x_{n}$ (and possibly constants $c_{i} \in F, F$ a field), the internal gates are,,$+- \times, \div$, and the outputs are considered to be elements of $F\left(x_{1}, \cdots, x_{n}\right)$ (see Borodin and Munro [1]). For definiteness, let's take $F=Q$, the rationals. Strictly speaking, the size-depth question for arithmetic circuits is not a problem. Kung [14] has shown that $x^{2 k}$ requires $k$ depth (depth is called parallel time in the literature of arithmetic complexity) and $x^{2 k}$ can obviously be realized with size (or sequential time) $k$. However, if one restricts attention to functions of small degree, the size-depth question is meaningful.

Throughout the remainder of this discussion, let us restrict our attention to the computation of multivariate polynomials or rational functions $p\left(x_{1}, \cdots, x_{n}\right)$ of degree $\leqq n$. (Also, if we do not allow arbitrary constants in $Q$ as inputs, then we should also restrict the coefficients occurring in $p$.)

To argue the case that arithmetic complexity and the more traditional studies of computational complexity are related, let us consider a current problem concerning parallel arithmetic computations. Csanky [5] has shown that if $\operatorname{PWR}(A)=\left\{A^{2}, A^{3}, \cdots, A^{n} \mid A\right.$ an $n \times n$ matrix $\}$ is computable in $L(n)$ depth (parallel steps) then $A^{-1}$, $\operatorname{det} A$, coefficients of char $(A)$ would all be computable
in $O(L(n))$ depth. Schönhage has demonstrated that a converse also holds; specifically, PWR $(A)$ can be obtained from $B^{-1}$ where

$$
B=\left(\begin{array}{llll}
I & A & & \\
& I & A & \\
& & \ddots & A \\
& & & I
\end{array}\right)
$$

Now we know $\log n \leqq L(n) \leqq \log ^{2} n$ and the question arises as to whether or not $L(n)=O(\log n)$. To dramatize the consequences of Corollary 2, we can make the following observation.

Corollary 5 . We now consider only circuits with,,$+- \times($ no $\div)$ and constants in $Q$.

Suppose there is a deterministic $L(n)$ transformation $1^{n} \rightarrow \bar{C}_{n}$ which generates a depth $L(n)$ arithmetic circuit $C_{n}$ realizing $A_{n \times n}^{n}\left(\right.$ say $\left.L(n)=\log ^{\beta} n\right)$. Then $\operatorname{NSPACE}(S(n)) \subseteq \operatorname{DSPACE}\left(S(n)^{\beta} \log S(n)\right.$ ) for all constructible $S(n) \geqq \log n$.

Proof. Let $A^{*}=\left(a_{i j}^{*}\right)$ be the transitive closure (considered as a set of Boolean functions). Let $A \underset{\tilde{A}}{=}\left(a_{i j}\right)$ be a matrix with $\{0,1\}$ integer entries, and assume $a_{i i}=1$, $1 \leqq i \leqq n$. Letting $\tilde{A}=\left(\tilde{a}_{i j}\right)=A^{n}$ (with respect to arithmetic matrix multiplication), we then have $a_{i j}^{*}=\min \left(\tilde{a}_{i j}, 1\right)$. Starting with a $0-1$ matrix $A$, we know $\tilde{a}_{i j} \leqq n^{n}$. We would like to simulate (integer) arithmetic as in Munro [18] and Fischer and Meyer [6] but " $\bmod n^{n}$ ", arithmetic is $n \cdot \log n$ bit arithmetic and costs depth $\log n$. Instead following another suggestion by S. Cook, we can simulate the arithmetic $\bmod p_{i}(1 \leqq i \leqq m)$ where $\left\{p_{i}, \cdots, p_{m}\right\}$ are the first $m$ primes and $\prod^{m} p_{i} \geqq n^{n}$. Since by the prime number theorem the number of primes less than $x$ is asymptotically equal to $x / \log x$, this can certainly be done with $p_{m} \leqq c n \cdot \log ^{2} n$. (In the case of rational constants $q=r / s$, we must make sure that $s^{-1} \bmod p_{i}$ exists; that is, we choose our $\left\{p_{i}\right\}$ so that no such $s$ is equal to $0 \bmod p_{i}$. Since we are only considering circuits with $L(n) \leqq \log ^{2} n$, the size of the circuit is $\leqq n^{\log n}$ and so we need only avoid at most $n^{\log n}$ "bad primes".) The depth cost of the mod $p_{i}$ arithmetic results in a $\log \log n$ factor. We do not need to reconstruct any $\tilde{a}_{i j}$ since $\tilde{a}_{i j}=0$ iff $\tilde{a}_{i j} \bmod p_{i}=0$ for all $p_{i}$. Thus a transitive closure circuit of depth $L(n) \cdot \log \log n$ can be constructed (by a deterministic $L(n)$ tape TM). Corollary 2 completes the proof.

Some discussion on Corollary 5 is appropriate. The restriction that $C_{n}$ be uniformly generated is certainly necessary (see also Corollary 2). Our viewpoint, however, is that the discovery of a depth efficient method for $A^{n}$ would be sufficiently constructive to yield the uniformity hypothesis. The restriction that $\div$ is not allowed in Corollary 5 is both annoying and possibly unnecessary. It is annoying because division is obviously necessary for $A^{-1}$ and thus any method for $A^{n}$ which is derived from $A^{-1}$ would use division. The problem with $\div$ is that during the computation we might be dividing by a very large $y$ for which $y \equiv 0$ $\bmod \left(p_{i}\right)$ for all small primes $p_{i}$. For the computation of a polynomial of degree $n$, one can use the method of Strassen [27] to eliminate $\div$, but this results in an $O(\log n)$ factor in the depth bound. It is not known whether this factor can be improved. Yet in spite of all our restrictions, one has "the feeling" that an
$O(\log n)$ depth method for any of the problems $\operatorname{det} A, A^{-1}, A^{n}$ would lead to a positive solution to the LBA problem (i.e. NSPACE $(n)=\operatorname{DSPACE}(n)$ ? See Hartmanis and Hunt [8]). The present consensus is that this is very unlikely; that is, $\operatorname{NSPACE}(S(n)) \neq \operatorname{DSPACE}(S(n))$ for constructible $S(n)$, and indeed any improvement to Savitch's NSPACE $(S(n)) \subseteq \operatorname{DSPACE}\left(S(n)^{2}\right)$ would be a significant result for "traditional computational complexity".

Looking at Schönhage's observation on how to use $A^{-1}$ to compute $A^{n}$, one sees that a depth efficient circuit for $A^{n}$ can be composed of a $c \cdot \log n$ depth transformation $\left\langle y_{1}, \cdots, y_{m}\right\rangle=f\left(\left\langle x_{1}, \cdots, x_{n}\right\rangle\right)$ followed by a circuit for $A^{-1}$. In other words, we can define a reducibility for arithmetic circuits (as we could for Boolean circuits but here $m$ should only depend on $n$ ) in analogy to the log space TM reducibility. Motivated by Corollary 1, and Paterson and Valiant [19], we are led to ask the following questions.

Open Problem 3. Is there a "natural" class of polynomial or rational functions which are depth complete for polynomial size arithmetic circuits? Can every rational function computable in size $T(n)$ be computed in depth $T(n) / \log T(n)$ ? (Note: we are still only considering rational functions $f\left(x_{1}, \cdots, x_{n}\right)$ of degree $\leqq$ $n$.) Is depth $\log ^{\alpha} T(n)$ possible?

In general, one cannot expect that positive results for Boolean computations always have arithmetic analogues. For example, Pippenger [20] shows that every Boolean symmetric function on $n$ variables has formula size $\leqq n^{3.6}$ (and hence depth $\leqq c \cdot \log n$ ) whereas the elementary symmetric function $\sum_{1 \leqq i_{1}<i_{2} \cdots \leqq n} x_{i_{1}} x_{i_{2}} \cdots x_{i_{n / 2}}$ appears to need $O\left(\log ^{2} n\right)$ depth. Moreover, even positive results for arithmetic computations may not always have Boolean analogues. For example, we can simulate a Boolean circuit by an arithmetic circuit; i.e. $x \vee y$ is simulated by $x+y-x \times y$, $\neg x$ by $1-x$. But even if. every size $T(n)$ arithmetic circuit (computing functions of degree $\leqq n$ ) was transformable into an equivalent depth $\log ^{\alpha} T(n)$ circuit, a corresponding result would not necessarily hold for Boolean circuits. Suppose we try the following: Given Boolean circuit $C_{1}$, first convert to the arithmetic circuit $C_{2}$ which "simulates" $C_{1}$, then transform to an equivalent $C_{3}$ and finally obtain a depth efficient Boolean circuit $C_{4}$ by simulating $C_{3}$ with mod 2 arithmetic. The problem is that circuit $C_{2}$ (which is only "equivalent" to circuit $C_{1}$ for $\{0,1\}$ valued inputs) may be computing arithmetic functions whose degrees can be exponential in the size of $C_{2}$, and hence exponential in $n$. What is missing is the concept of the degree of a Boolean function. In any case, we consider it a major open problem to exhibit a "polynomial size" function, Boolean or arithmetic, which is provably not computable in $O(\log n)$ depth.
5. Conclusion. The main results of this paper establish a relation between TM space and circuit depth. This can be interpreted as another piece of evidence (see Pratt and Stockmeyer [22], Hartmanis and Simon [9] and more recently Chandra and Stockmeyer [2], Kozen [13], and Tourlakis [28]), that parallel time and space are roughly equivalent within a polynomial factor. The simplicity of the circuit model focuses our attention on the importance of the transitive closure problem. As a result, we have been able to unify a number of open problems in computational complexity. We also claim that questions in "traditional" computational complexity have relevance to arithmetic complexity and conversely.
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# GENERATING BINARY TREES LEXICOGRAPHICALLY* 

F. RUSKEY AND T. C. HU $\dagger$


#### Abstract

We represent a binary tree by the level numbers of its leaves from left to right. Thus every binary tree of $n$. leaves corresponds to a sequence of $n$ numbers. We first give the necessary and sufficient conditions for a sequence to represent a binary tree; then we give an algorithm for generating all the feasible sequences lexicographically as a list. Also, algorithms are developed to determine the position of a given sequence, or to generate the sequence of a given position. Finally, it is shown that the average time per sequence generated is constant (independent of the length of the sequence).


Key words. binary tree, feasible sequence, ranking algorithm

1. Introduction. Binary trees play an important role in computer science. The number of binary trees with $n$ leaves is well-known (see for example, Knuth [2, p. 389]); but no algorithm exists which explicitly lists all the binary trees of $n$ leaves in some natural order. Here, we represent a binary tree by the level number of its leaves. Thus a binary tree of three leaves is either $(1,2,2)$ or $(2,2,1)$. In general, a binary tree of $n$ leaves is represented by a sequence of $n$ numbers $\left(a_{1}, a_{2}, \cdots, a_{n}\right)$. In this paper, we develop an algorithm for generating explicitly $n$-number sequences representing binary trees lexicographically as a list. Without explicitly generating the list, we also give a ranking algorithm for determining the position of a given sequence on the list, and an unranking algorithm for creating the sequence occupying a given position. Finally, the efficiency of the generating algorithm is analyzed.
2. Feasible sequences. Not every sequence of $n$ positive integers represents the level numbers of a binary tree with $n$ leaves. Those which do are called feasible sequences. We also call $a_{1}, a_{2}, \cdots, a_{j}$ a feasible initial sequence for $n$ if there exist integers $a_{j+1}, \cdots, a_{n}$ such that $a_{1}, a_{2}, \cdots, a_{n}$ is a feasible sequence. Now consider a sequence $a_{1}, a_{2}, \cdots, a_{k-2}, a_{k-1}, a_{k}, a_{k+1}, \cdots, a_{n}$, with a leftmost pair $a_{k-1}=a_{k}=q$. The process of replacing the pair $a_{k-1}, a_{k}$ by $q-1$ to get the new sequence $a_{1}, a_{2}, \cdots, a_{k-2}, q-1, a_{k+1}, \cdots, a_{n}$ is called a reduction from the left. Continuing this process until no further reductions from the left are possible we get a final sequence called the left-reduced sequence for $a_{1}, a_{2}, \cdots, a_{n}$. For example, the left reduced sequence for $3,6,6,5,4,7,7,6,5$ is 2,4 . Reduction from the right and right reduced sequence are defined analogously, except that we take the rightmost equal pair. The following lemmas are well known.

Lemma 0 [2, p. 404]. A necessary condition for a sequence $a_{1}, a_{2}, \cdots, a_{n}$ to be feasible is that

$$
\sum_{j=1}^{n} 2^{-a_{j}}=1
$$

Lemma 1 [1]. A sequence $a_{1}, a_{2}, \cdots, a_{n}$ is feasible if and only if a series of $n-1$ reductions from the right or left (in any order) reduce the original sequence to the single integer 0 .

[^105]Thus if a sequence is feasible, then a reduction yields another feasible sequence and if the reduced sequence is feasible then the original sequence was also feasible. We next state and prove two easy lemmas which lead to a characterization of feasible initial sequences.

Lemma 2. Let $a_{1}, a_{2}, \cdots, a_{n}$ be a sequence of positive integers and suppose there is a $k$ such that $a_{1}<a_{2}<\cdots<a_{k-1}$ and $a_{k}>a_{k+1}>\cdots>a_{n}$; then $a_{1}, a_{2}, \cdots, a_{n}$ is a feasible sequence if and only if
(i) $a_{k-1}=a_{k}=n-1$ and
(ii) $a_{1}, a_{2}, \cdots, a_{k-1}, a_{k+1}, \cdots, a_{n}$ are all distinct.

Proof. Suppose that (i), (ii) are true. They tell us that $\left\{a_{1}, a_{2}, \cdots, a_{n}\right\}$ regarded as a set is equal to $\{1,2, \cdots, n-1\}$. The sequence is obviously feasible if $n=2$. For $n>2$, we can do a reduction from the left, i.e. replace $a_{k-1}, a_{k}$ by $n-2$. This new sequence satisfies the conditions of the lemma.

Suppose that $a_{1}, a_{2}, \cdots, a_{n}$ is a feasible sequence. Clearly $a_{k-1}=a_{k}$. Consider the binary decimal representation of $\sum_{j=1}^{k-1} 2^{-a_{j}}$. There is a one in the $j$ th place to the right of the decimal point if and only if $a_{i}=j$ for some $1 \leqq i \leqq k-1$. Similar remarks apply to $\sum_{j=k}^{n} 2^{-a_{i j}}$. Since these two sums must add together to one we see that there could not be a one (or a zero) in the same position in both binary decimals before the $a_{k}$ th place. In other words, (ii) holds and $a_{k}=n-1$. Q.E.D.

Note that the tree represented by the feasible sequence of the above lemma is one of maximal height among binary trees of $n$ leaves. In the next lemma we are replacing the rightmost node of a binary tree by the binary tree with level numbers $1,2, \cdots, m-1, m, m$.

Lemma 3. If $a_{1}, a_{2}, \cdots, a_{n}$ is a feasible sequence then so is $a_{1}, a_{2}, \cdots, a_{n-1}$, $a_{n}+1, a_{n}+2, \cdots, a_{n}+m, a_{n}+m$ for any positive integer $m$.

Proof. Reduce $a_{1}, a_{2}, \cdots, a_{n-1}, a_{n}+1, \cdots, a_{n}+m, a_{n}+m$ from the right $m$ times. Q.E.D.

This last lemma tells us that a feasible initial sequence for $n$ is also a feasible initial sequence for $n+m, m$ a positive integer. The following theorem tells us how many nodes we need to complete a binary tree, given the level numbers of the first $j$ nodes.

Theorem 1. A sequence $a_{1}, a_{2}, \cdots, a_{j}(j<n)$ is a feasible initial sequence for $n$ if and only if its left reduced sequence $r_{1}, r_{2}, \cdots, r_{l}$ satisfies the following conditions:
(i) $1 \leqq r_{1}<r_{2}<\cdots<r_{l}$,
(ii) $r_{l} \leqq n-j+l-1$.

Proof. (sufficient) Suppose (i) and (ii) hold. Let $S_{i}$ be the sequence $r_{i+1}-1$, $r_{i+1}-2, \cdots, r_{i}+1$ where we define $r_{0}=0$. The sequence is empty if $r_{i+1}-r_{i}=1$. Also let $S_{l}=r_{l}$. By (i) the sequence $r_{1}, r_{2}, \cdots, r_{l}, S_{l}, S_{l-1}, \cdots, S_{1}, S_{0}$ satisfies the conditions of Lemma 2 and is thus a feasible sequence. Since the sequence $S_{l}, S_{l-1}, \cdots, S_{1}, S_{0}$ has $r_{l}-l+1$ elements and $a_{1}, a_{2}, \cdots a_{j}, S_{l}, S_{l-1}, \cdots, S_{0}$ is a feasible sequence, $a_{1}, a_{2}, \cdots, a_{j}$ is a feasible initial sequence for $r_{l}+j-l+1$. But by (ii) and Lemma 3 it is also a feasible initial sequence for $n$.
(necessary) If (i) does not hold then there is a $k$ such that $r_{k}>r_{k+1}$ and $r_{k}>r_{k-1}$ if $k \neq 1$. Now at each step of the reduction process the level numbers only decrease and thus $r_{k}$ could never be reduced and so any sequence $r_{1}, \cdots, r_{l}$, $a_{j+1}, \cdots, a_{n}$ could not be left reduced to 0 .

If (ii) does not hold then $r_{l}>n-j+l-1$, but no tree $r_{1}, \cdots, r_{l}, a_{j+1}, \cdots, a_{n}$ with $n-j+l$ leaves can have a leaf at level greater than $n-j+l-1$. Q.E.D.

Corollary. Let $a_{1}, a_{2}, \cdots, a_{j}$ be a feasible initial sequence for $n(j<n-1)$ with left reduced sequence $r_{1}, r_{2}, \cdots, r_{l}$; then $a_{1}, a_{2}, \cdots, a_{j}, a_{j+1}$ is a feasible initial sequence for $n$ if and only if

Case 1. $r_{l}=l$.
$l+1 \leqq a_{j+1} \leqq n-j+l-1$,
Case 2. $r_{l}>l$.

$$
r_{l} \leqq a_{j+1} \leqq n-j+l-1
$$

Proof. If the upper bound is not satisfied then condition (ii) of Theorem 1 is violated. If the lower bound is not satisfied then condition (i) of Theorem 1 is violated. If the $a_{j+1}$ lies in the indicated ranges then both conditions of Theorem 1 are satisfied.

If $j=n-1$ in the above corollary then $a_{n}=r_{l}$. Q.E.D.
3. The algorithm. Given a feasible sequence $a_{1}, a_{2}, \cdots, a_{n}$ we give a procedure for determining the next feasible sequence in our lexicographic listing. The first sequence is $1,2, \cdots, n-2, n-1, n-1$ and the last is $n-1, n-1$, $n-2, \cdots, 2,1$. We can test for the last sequence by noting that it is the only feasible sequence such that $a_{1}=n-1$.

Suppose that we had a binary tree and wanted to produce the next one in our lexicographic order. Intuitively, we would wish to leave as much of the left part of the tree as possible unchanged, increase the level number of some leaf by adding subtrees to that leaf, and finally to readjust the remaining nodes in the right part of the tree to make their sequence of level numbers as lexicographically small as possible while maintaining feasibility. What actually happens is described next.

Let $a_{k-1}=a_{k}=q$ be the rightmost equal pair. Then the leaf with level number $r=a_{k-2}$ will become the father of two leaves at level $r+1$. Let $t$ be the largest integer such that $a_{k-1}, a_{k}, a_{k+1}, \cdots, a_{k+t}=q, q, q-1, \cdots, q-t$ and $k+t<n$. Also let $p=a_{n}$. Readjustment of the right part of the tree is possible only if $t>0$. An example of $t>0$ is shown in Fig. 1(a) and the case $t=0$ is shown in Fig. 1(b) and Fig. 1(c). We can think of the two nodes with level numbers $a_{k-1}, a_{k}$ as becoming the sons of the node with level number $a_{k-2}$. The nodes which can be readjusted are those enclosed by the dotted line in Fig. 1(a). They always form a lexicographically maximal tree of height $t$. They are changed into a lexicographically minimal tree of height $t$ and then attached to the node with level number $p=a_{n}$ as shown in Fig. 1(b).

In terms of sequences, if $k=n$ then the next feasible sequence is $a_{1}, a_{2}, \cdots, a_{n-3}, r+1, r+1, q-1$ as shown in Fig. 1(b), (c). Otherwise we have a sequence

$$
\begin{gather*}
a_{1}, a_{2}, \cdots, a_{k-3}, a_{k-2}, a_{k-1}, a_{k}, a_{k+1}, \cdots, a_{k+t}, a_{k+t+1}, \cdots, a_{n-1}, a_{n} \\
\quad=a_{1}, a_{2}, \cdots, a_{k-3}, r, q, q, q-1, \cdots, q-t, a_{k+t+1}, \cdots, a_{n-1}, p \tag{1}
\end{gather*}
$$

If $t \neq 0$ then the next feasible sequence is

$$
\begin{gather*}
a_{1} a_{2}, \cdots, a_{k-3}, r+1, r+1, q-t-q, a_{k+t+1}, \cdots, \\
a_{n-1}, p+1, p+2, \cdots, p+t, p+t \tag{2}
\end{gather*}
$$


(c)

Fig. 1
and if $t=0$ then the next feasible sequence is $a_{1}, a_{2}, \cdots, a_{k-3}, r+1, r+1, q-1$, $a_{k+1}, \cdots, a_{n-1}, p$.

Example. What feasible sequence follows $3,4,7,7,6,5,2,1$ ? Here $k=4$, $t=2$ so according to our algorithm the next sequence is $3,5,5,4,2,2,3,3$. The sequence following $3,5,5,4,2,2,3,3$ is $3,5,5,4,2,3,3,2$.

We now give a detailed PASCAL-like procedure for going from a feasible sequence $a_{1}, a_{2}, \cdots, a_{n}$ to the next feasible sequence in our lexicographic order. This procedure is easily modified to not only produce the sequences but also the binary trees in their more conventional form (i.e., as a set of nodes with right son and left son pointers). The modified procedure would be subject to the same analysis as presented later in this paper for the original procedure.

```
procedure NextTree ( \(a_{1}, a_{2}, \cdots, a_{n}\) : sequence);
    begin
    \(k \leftarrow n ; t \leftarrow 0\);
    while \(a_{k-1} \neq a_{k}\) do \(k \leftarrow k-1\);
    while \(k+t<n\) and \(a_{k+t}=a_{k+t+1}+1\) do \(t \leftarrow t+1\);
    \(a_{k-1} \leftarrow a_{k-2}+1\);
    \(a_{k-2} \leftarrow a_{k-2}+1 ;\)
    \(a_{k} \leftarrow a_{k}-t-1\);
    if \(t \neq 0\) then
        begin
        for \(j \leftarrow k+1\) to \(n-t-1\) do \(a_{j} \leftarrow a_{j+t}\);
        for \(j \leftarrow n-t\) to \(n-1\) do \(a_{j} \leftarrow a_{n}+j-n+t+1\);
        \(a_{n} \leftarrow a_{n}+t\);
        end;
    end of NextTree;
```

NextTree can be made slightly more efficient by incorporating the following observation. Let $k, t$ be defined as above for the sequence $a_{1}, a_{2}, \cdots, a_{n}$. If we now apply NextTree to this sequence we get a new rightmost equal pair $a_{k^{\prime}-1}=a_{k^{\prime}}$. The observation is that $k^{\prime}=k+1$ if $t=0$ and $k^{\prime}=n$ if $t \neq 0$.

Theorem 2. Given a feasible sequence $a_{1}, a_{2}, \cdots, a_{n}$, the procedure NextTree will produce the next feasible sequence in our lexicographic ordering.

Proof. The proof consists of two parts: first, showing that (2) is indeed feasible and second, that there is no feasible sequence lying lexicographically between (1) and (2). The other cases ( $k=n, t=0$ ) are easier and their verification is omitted.

Let the left reduced sequence for $a_{1}, a_{2}, \cdots, a_{k-2}$ be $r_{1}, r_{2}, \cdots, r_{l}$. After $k-l-2$ reductions from the left (1) becomes $r_{1}, r_{2}, \cdots, r_{l}, q, q, \cdots, q-t$, $a_{k+t+1}, \cdots, a_{n-1}, p$. By Lemma 2, $r_{l}=q-t-1$ and $q=n-k+l+1$, and $t+1$ further reductions from the left yield the sequence

$$
\begin{equation*}
r_{1}, r_{2}, \cdots, r_{l}, q-t-1, a_{k+t+1}, \cdots, a_{n-1}, p \tag{3}
\end{equation*}
$$

On the other hand, if we reduce (2) from the left $k-l-1$ times and reduce it from the right $t$ times we are left with the same sequence (3). Thus the feasibility of (1) implies the feasibility of (2).

We now claim that the largest integer $j$ such that $a_{1}, a_{2}, \cdots, a_{j-1}, a_{j}+m$ is a feasible initial sequence for $n$ (where $m$ is some positive integer) is $k-2$. If $j>k-1$ let $a_{1}, a_{2}, \cdots, a_{j-1}$ have left reduced sequence $s_{1}, s_{2}, \cdots, s_{h}$. Now $s_{1}, s_{2}, \cdots, s_{h}, a_{j}, \cdots, a_{n}$ is a feasible sequence and by Lemma $2 s_{h}=a_{j}=n-j+h$. Since the reduced sequence for $a_{1}, a_{2}, \cdots, a_{j-1}, a_{j}+m$ is $s_{1}, s_{2}, \cdots, s_{h}, a_{j}+m$, by Theorem 1 the sequence is not a feasible initial sequence for $n$. If $j=k-1$ then the left reduced sequence for $a_{1}, \cdots, a_{k-2}, a_{k-1}+m$ is $r_{1}, r_{2}, \cdots, r_{l}, a_{k-1}+m$ and again we are led to the conclusion that the sequence is not a feasible initial sequence for $n$. Thus $j=k-2$. Also, $m=1$ since (2) is feasible.

Thus the next sequence in our list starts with $a_{1}, a_{2}, \cdots, a_{k-3}, r+1$. According to the corollary to Theorem 1 the next level number is $r+1$. As noted before $a_{1}, a_{2}, \cdots, r+1, r+1$ left reduces to $r_{1}, r_{2}, \cdots, r_{l}$ where $r_{l}=q-l-1$ and so the
next level number is at least $q-l-1$. The next level numbers are seen to be $a_{k+t+1}, \cdots, a_{n-1}$ for if $s_{1}, s_{2}, \cdots, s_{h}$ is the reduced sequence for $a_{1}, a_{2}, \cdots, a_{j}$ where $k+t \leqq j \leqq n-2$ then by Lemma $2, s_{h}=a_{j+1}$. Now the reduced sequence for $a_{1}, a_{2}, \cdots, a_{n-1}$ is $1,2, \cdots, p$ and so the next level numbers are $p+1, p+$ $2, \cdots, p+t$. The final level number $p+t$ is determined by feasibility. Q.E.D.

If we implement the algorithm in the straightforward manner then the running time of each step is bounded by a constant times $n-k$, the number of positions from the right until an equal adjacent pair is encountered. In the worst case this is $O(n)$ but on the average it is on the order of

$$
\begin{equation*}
\frac{1}{b_{n}} \sum_{j=2}^{n}(j-1) I_{n j}, \tag{4}
\end{equation*}
$$

where $b_{n}$ is the number of binary trees with $n$ leaves, and $I_{n j}$ is the number of binary trees with $n$ leaves whose first $j-1$ level numbers are strictly increasing and such that the $(j-1)$ st and $j$ th level numbers are equal. We defer evaluating (4) until the following section where the necessary counting machinery is set up. There we find that (4) is less than 3 and thus that the average running time of each step is constant. Note that we do not count the time needed to print out the sequences. There is a way of implementing the algorithm such that the worst case running time for a single step of the algorithm is constant. However, it is more complicated and the overall running time increases so it will not be presented.
4. The rarking function. In this section we shall determine the rank of every feasible sequence; and we shall give an unranking algorithm for generating the sequence of a given position. Using the unranking algorithm we have a nice way of producing a random binary tree, drawn from the uniform distribution.

In general a ranking function $r$ for an algorithm generating the elements of some set $S$ is a bijection $r: S \rightarrow\{0,1, \cdots,|S|-1\}$ such that $r(s)=i$ if and only if the $i$ th element (counting from 0 ) generated by the algorithm is $s$. We then refer to $s$ as the rank $i$ element. If $S$ is a subset of the set of $n$-tuples of positive integers and the $n$-tuples are generated in lexicographic order then one method of determining the ranking of an element $a_{1}, a_{2}, \cdots, a_{n}$ is as follows. Determine for each $k=$ $1,2, \cdots, n$ the number $A_{k}$ of elements of $S$ whose first $k-1$ components are $a_{1}, a_{2}, \cdots, a_{k-1}$ and whose $k$ th component is one of $1,2, \cdots, a_{k}-1$. The rank of $a_{1}, a_{2}, \cdots, a_{n}$ is then $A_{1}+A_{2}+\cdots+A_{n}$. This is the strategy employed below.

The above considerations lead us to ask: How many binary trees are there on $n$ leaves whose first $j$ level numbers are $a_{1}, a_{2}, \cdots, a_{j}$ ? Let $r_{1}, r_{2}, \cdots, r_{l}$ be the left reduced sequence for $a_{1}, a_{2}, \cdots, a_{j}$. The number of binary trees on $n$ leaves whose first $j$ level numbers are $a_{1}, a_{2}, \cdots, a_{j}$ is equal to the number of binary trees on $n-j+l$ leaves whose first $l$ level numbers are $r_{1}, r_{2}, \cdots, r_{l}$. This is true since if $a_{1}, a_{2}, \cdots, a_{j}, a_{j+1}, \cdots, a_{n}$ is a feasible sequence then $r_{1}, r_{2}, \cdots, r_{l}$, $a_{j+1}, \cdots, a_{n}$ is also a feasible sequence. Now consider the path in the tree with level numbers $r_{1}, r_{2}, \cdots, r_{l}, a_{j+1}, \cdots, a_{n}$ from the root to the leaf with level $r_{1}$. There are $r_{l}$ internal nodes along this path (see Fig. 2). At each of these internal nodes one of two cases occurs: (i) the left son is in the path or (ii) the right son is in the path. In case (i) the right son is the root of some subtree. In case (ii) the left son is a leaf since otherwise the level numbers could not be strictly increasing.


Fig. 2

In the figure each triangle represents a subtree and each square a leaf. The path is the circular nodes. Since $l-1$ of the path nodes have leaves as left sons the number of subtrees is $r_{l}-l+1$. Among these $r_{l}-l+1$ subtrees we have to distribute the remaining $n-j$ leaves. Thus the number of binary trees on $n$ leaves whose first $j$ level numbers are $a_{1}, a_{2}, \cdots, a_{j}$ is

$$
\begin{equation*}
\sum_{\substack{\nu_{1}+\cdots+\nu_{r_{1}}-l+1=n-j \\ \nu_{1} \leq 1}} b_{\nu_{1}} b_{\nu_{2}} \cdots b_{\nu_{r_{1}-l+1}} \tag{5}
\end{equation*}
$$

where $b_{\nu}=\binom{2 \nu-2}{\nu-1} / \nu$ is the number of binary trees with $\nu$ leaves [2], and $\nu_{i}$ represents the number of leaves in the $i$ th subtree. Note that (5) depends only on $r_{l}-l$ and $j$, and not otherwise on the sequence $a_{1}, a_{2}, \cdots, a_{j}$. Introduce the notation

$$
\begin{equation*}
T(n, k)=\sum_{\substack{\nu_{1}+\ldots+\nu_{k}=n \\ \nu_{i} \geqq 1}} b_{\nu_{1}} b_{\nu_{2}} \cdots b_{\nu_{k}} ; \tag{6}
\end{equation*}
$$

our earlier sum (5) becomes $T\left(n-j, r_{l}-l+1\right)$. Note that in view of (5) $T(n, k)$ is the number of binary trees on $n+1$ leaves whose first level number is $k$. Using this interpretation we see immediately the initial conditions:

$$
\begin{equation*}
T(n, n)=1 \quad \text { and } \quad T(n, 0)=0 \tag{7}
\end{equation*}
$$

We also have an elementary recurrence:

$$
\begin{equation*}
T(n, k)=T(n-1, k-1)+T(n, k+1) \tag{8}
\end{equation*}
$$



Fig. 3
which is proved by (see Fig. 3) classifying the right brother of the leaf with level $k$ as (i) either being a leaf or (ii) as having a left and a right subtree.

There are $T(n-1, k-1)$ trees falling under the first classification and $T(n, k+1)$ falling under the second classification. Using (7) and (8) we can easily construct a table of the $T(n, k)$; see Table 1 . Note that this gives us another way of determining $b_{n}$ since $T(n, 1)=b_{n}$. We also have a simple expression for the $T(n, k)$.

Theorem 3.

$$
T(n, k)=\frac{k}{2 n-k}\binom{2 n-k}{n-k}=\binom{2 n-k}{n-k}-2\binom{2 n-k-1}{n-k-1} .
$$

Proof. The second equality is a simple verification. Since the relations (7) and (8) uniquely define the $T(n, k)$ we need only verify that the

Table 1

| $k$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 1 |  |  |  |  |  |  |  |
| 2 | 1 | 1 |  |  |  |  |  |  |
| 3 | 2 | 2 | 1 |  |  |  |  |  |
| 4 | 5 | 5 | 3 | 1 |  |  |  |  |
| 5 | 14 | 14 | 9 | 4 | 1 |  |  |  |
| 6 | 42 | 42 | 28 | 14 | 5 | 1 |  |  |
| 7 | 132 | 132 | 90 | 48 | 20 | 6 | 1 |  |
| 8 | 429 | 429 | 297 | 165 | 75 | 27 | 7 | 1 |

$\binom{2 n-k}{n-k}-2\binom{2 n-k-1}{n-k-1}$ satisfy them also. Equation (7) is immediate and (8) follows at once from the basic binomial identity:

$$
\begin{aligned}
\binom{2 n-k-1}{n-k}-2\binom{2 n-k-2}{n-k-1}+\binom{2 n-k-1}{n-k-1} & -2\binom{2 n-k-2}{n-k-2} \\
& =\binom{2 n-k}{n-k}-2\binom{2 n-k-1}{n-k-1} . \text { Q.E.D. }
\end{aligned}
$$

Now let us determine the $A_{j}$ for $j=1,2, \cdots, n$. Note that $A_{n}=0$ since $a_{n}$ is uniquely determined from the $a_{1}, \cdots, a_{n-1}$ by the relation $\sum_{i=1}^{n} 2^{-a_{i}}=1$, and so we can assume $j<n$. Let $m$ be the minimal integer such that $a_{1}, a_{2}, \cdots, a_{j-1}, m$ is a feasible initial sequence for $n$ and suppose $r_{1}, r_{2}, \cdots, r_{l}$ is the left reduced sequence for $a_{1}, a_{2}, \cdots, a_{j-1}$. Then by the corollary to Theorem $1 A_{j}$ is $\sum_{i=0}^{a_{j}-m-1}$ (number of binary trees with $n$ leaves whose first $j$ level numbers are $\left.a_{1}, a_{2}, \cdots, a_{j-1}, m+i\right)=\sum_{i=0}^{a_{i}-m-1} T(n-j, m-l+i)$. Note that even if $r_{1}, \cdots, r_{l}$, $m+i$ left reduces to $s_{1}, \cdots, s_{h}$ then $s_{h}-h+1$ is still $m+i-l$. The following example illustrates how these calculations should be arranged.

Example. What is the ranking of the binary tree with level numbers $3,5,5,4$, $2,3,3,2$ ? We first calculate the left reduced sequences for $3 ; 3,5 ; 3,5,5$ etc. At each step we use the reduced sequence from the previous step to calculate the present reduced sequence. In this way at most $n-1$ reductions are performed. See Table 2. Thus the rank is $T(7,1)=T(7,2)+T(6,2)+T(6,3)+T(2,1)=$ $132+132+42+28+1=335$.

A detailed procedure which returns the rank of a feasible sequence $a_{1}, a_{2}, \cdots, a_{n}$ is given below.

```
procedure Rank ( \(a_{1}, a_{2}, \cdots, a_{n}\) : sequence);
    begin
    \(\operatorname{rank} \leftarrow 0 ; m \leftarrow 1\);
    \(l \leftarrow 0 ; r_{0} \leftarrow 0\);
    for \(j \leftarrow 1\) to \(n-1\) do
        begin
        for \(i \leftarrow 0\) to \(a_{j}-m-1\) do \(\operatorname{rank} \leftarrow \operatorname{rank}+T(n-j, m-l+i)\);
        \(l \leftarrow l+1 ; r_{l} \leftarrow a_{j}\);
        while \(r_{l-1}=r_{l}\) do
            begin
            \(l \leftarrow l-1\)
            \(r_{l} \leftarrow r_{l}-1\);
            end;
        \(m \leftarrow\) if \(r_{l}=l\) then \(l+1\) else \(r_{l}\);
        end
end of Rank.
```

We can reverse this process to find the rank $i$ binary tree on $n$ leaves for any $i$.
Example. What is the 300th binary tree with 8 leaves? Since $T(7,1)+$ $T(7,2)<300 \leqq T(7,1)+T(7,2)+T(7,3)$ the first level number is $1+2=3$,

TABLE 2

| $j$ | $a_{1}, \cdots, a_{j-1}$ | $r_{1}, \cdots, r_{l}$ | $m$ | $a_{j}-m-1$ |
| :--- | :--- | :--- | :---: | :---: |
| 1 |  |  | 1 | 1 |
| 2 | 3 | 3 | 3 | 1 |
| 3 | 3,5 | 3,5 | 5 | -1 |
| 4 | $3,5,5$ | 3,4 | 4 | -1 |
| 5 | $3,5,5,4$ | 2 | 2 | -1 |
| 6 | $3,5,5,4,2$ | 1 | 2 | 0 |
| 7 | $3,5,5,4,2,3$ | 1,3 | 3 | -1 |

where 1 is the minimal possible first level number and 2 is the number of terms whose sum is less than 300 . Now $300-(132+132)=36$ and the minimal level number following 3 is 3 . Since $36<T(6,2)=42$ the first two level numbers are 3 , 3 which left reduces to 2 . The minimal level number following 2 is 2 and since $T(5,1)+T(5,2)<36 \leqq T(5,1)+T(5,2)+T(5,3)$ the next level number is $2+2=4$. Continuing in this fashion we find the sequence of level numbers $3,3,4$, $6,6,5,3,1$.

We now present the general algorithm. Given the number of leaves $n$ and rank of a binary tree the procedure Unrank will generate the sequence of $n$ level numbers having that rank.

```
procedure Unrank ( \(n\), rank: integer);
    begin
    \(r_{0} \leftarrow 0 ; m \leftarrow 1 ; l \leftarrow 0 ;\)
    for \(j \leftarrow 1\) to \(n-1\) do
        begin
        \(i \leftarrow 0 ;\) tsum \(\leftarrow 0 ;\)
        repeat
            \(t s u m \leftarrow t s u m+T(n-j, m-l+i) ;\)
            \(i \leftarrow i+1 ;\)
        until rank \(<\) tsum;
        \(r a n k \leftarrow \operatorname{rank}-t s u m+T(n-j, m-l+i-1)\);
        \(a_{j} \leftarrow m+i-1\);
        \(l \leftarrow l+1 ; r_{l} \leftarrow a_{j} ;\)
        while \(r_{l-1}=r_{l}\) do
            begin
            \(l \leftarrow l-1\);
            \(r_{l} \leftarrow r_{l}-1\);
            end;
        \(m \leftarrow\) if \(r_{l}=l\) then \(l+1\) else \(r_{l}\);
        end;
    \(a_{n} \leftarrow r_{l}\);
    end of Unrank.
```

We now present linear algorithms for converting a feasible sequence into a binary tree and vice versa. Let us label the nodes of the binary tree with the
integers 1 through $2 n-1$. Nodes 1 through $n$ will be the leaves, $n+1$ through $2 n-1$ the internal nodes, and $2 n-1$ the root. Left $[i]$ and Right $[i]$ will denote the left and right sons of node $i$. Algorithm ComputeDepths below takes a tree in such a representation and returns the level sequence $a_{1}, a_{2}, \cdots, a_{n}$.
ComputeDepths:

```
begin integer CurrentDepth, Root;
procedure CDFS ( \(j\) : integer);
    begin
    if \(j \leqq n\) then \(a_{j} \leftarrow\) CurrentDepth
    else begin
        CurrentDepth \(\leftarrow\) CurrentDepth +1 ;
        CDFS (Left [ \(j\) ]);
        CDFS (Right [ \(j\) ]);
        CurrentDepth \(\leftarrow\) CurrentDepth -1 ;
        end;
    end of CDFS;
CurrentDepth \(\leftarrow 0\);
Root \(\leftarrow 2 n-1\);
CDFS (Root);
end of ComputeDepths.
```

Algorithm MakeTree below produces a binary tree given the feasible level sequence $a_{1}, a_{2}, \cdots, a_{n}$.

MakeTree:
begin integer CurrentDepth, Root, $j$, NextInternalNode;
procedure MDFS ( $v$ : integer);
begin
CurrentDepth $\leftarrow$ CurrentDepth +1 ;
if CurrentDepth $=a_{j}$
then begin
Left $[v] \leftarrow j$;
$j \leftarrow j+1$;
end
else begin
NextInternalNode $\leftarrow$ NextInternalNode -1 ;
Left $[v] \leftarrow$ NextInternalNode;
MDFS (NextInternalNode);
end;
if CurrentDepth $=a_{j}$
then begin
Right $[v] \leftarrow j ;$
$j \leftarrow j+1$;
end
else begin
NextInternalNode $\leftarrow$ NextInternalNode -1 ;
Right $[v] \leftarrow$ NextInternalNode;

## MDFS (NextInternalNode);

 end;CurrentDepth $\leftarrow$ CurrentDepth -1 ; end of MDFS;
for $j \leftarrow n$ down to 1 do $\operatorname{Left}[j] \leftarrow \operatorname{Right}[j] \leftarrow 0$;
Root $\leftarrow$ NextInternalNode $\leftarrow 2 n-1$;
CurrentDepth $\leftarrow 0$;
MDFS (Root);
end of MakeTree;
Now, let us prove the remarks at the end of $\S 3$. We first prove a lemma.
Lemma 4. The number of binary trees on $n$ leaves whose first $j$ level numbers are strictly increasing is $T(n, j+1)$.

Proof. The $j$ th level number $a_{j}$ must lie in the range $j \leqq a_{j} \leqq n-1$. Once we know what $a_{j}$ is we can consider the path from the root to $a_{j}$ as in Fig. 2. This time however we are free to choose which $j-1$ of the $a_{j}-1$ internal nodes have leaves as left sons. Thus we wish to evaluate

$$
\sum_{k=j}^{n-1}\binom{k-1}{j-1} T(n-j, k-j+1) .
$$

Recall

$$
\begin{aligned}
T(n-j, k-j+1) & =\frac{k-j+1}{2 n-j-k-1}\binom{2 n-j-k-1}{n-k-1} \\
& =\binom{2 n-j-k-1}{n-k-1}-2\binom{2 n-j-k-2}{n-k-2} .
\end{aligned}
$$

Now

$$
\begin{aligned}
\sum_{k=j}^{n-1}\binom{k-1}{j-1}\binom{2 n-j-k-1}{n-k-1} & =\sum_{k \geqq 0}\binom{n-k-2}{j-1}\binom{n+k-j}{k} \quad(k \leftarrow n-k-1) \\
& =\sum_{k \geqq 0}\binom{n-k-2}{n-p}\binom{p+k-1}{k} \quad(p \leftarrow n-j+1) \\
& =\sum_{k \geqq 0}\binom{(n-2)-k}{(n-2)-(p-2)}\binom{p+k-1}{k} .
\end{aligned}
$$

Which is of the form of a Vandermonde convolution (Riordan [3, p. 8, (3b)]) namely:

$$
\sum_{k}\binom{n-k}{n-m}\binom{p+k-1}{k}=\binom{n+p}{m} .
$$

So our sum is

$$
\binom{n-2+p}{p-2}=\binom{2 n-j-1}{n-j-1} .
$$

Also

$$
\sum_{k=j}^{n-1}\binom{k-1}{j-1}\binom{2 n-j-k-2}{n-k-2}=\binom{2 n-j-2}{n-j-2} .
$$

Thus

$$
\begin{aligned}
\sum_{k=j}^{n-1}\binom{k-1}{j-1} T(n-j, k-j+1) & =\binom{2 n-j-1}{n-j-1}-2\binom{2 n-j-2}{n-j-2} \\
& =T(n, j+1) \text { Q.E.D. }
\end{aligned}
$$

Corollary. The number of binary trees on $n$ leaves whose first $j-1$ level numbers are strictly increasing and such that the $j-1$-st and $j$-th level numbers are equal is $T(n-1, j-1)$.

Proof. By Lemma 4 the required answer is

$$
T(n, j)-T(n, j+1)=T(n-1, j-1) . \quad \text { Q.E.D. }
$$

Thus $I_{n j}=T(n-1, j-1)$ and to estimate (4) we first evaluate $\sum_{j=2}^{n}(j-1) I_{n j}$.
Lemma 5.

$$
\sum_{j=2}^{n}(j-1) I_{n j}=T(n+1,3)
$$

Proof. We first note that

$$
\sum_{k=0}^{n}\binom{r+k}{k}=\binom{r+n+1}{n}
$$

(Knuth [2, p. 54, eq. (10)]. Now

$$
\begin{aligned}
\sum_{j=2}^{n}(j-1) T(n-1, j-1) & =\sum_{k=1}^{n-1} k T(n-1, k) \\
& =\sum_{k=1}^{n-1} k\binom{2 n-k-2}{n-k-1}-2 \sum_{k=1}^{n-1} k\binom{2 n-k-3}{n-k-2} \\
& =\sum_{k=1}^{n-1} k\binom{2 n-k-2}{n-k-1}-2 \sum_{k=2}^{n}(k-1)\binom{2 n-k-2}{n-k-1} \\
& =\sum_{k=1}^{n-1}(2-k)\binom{2 n-k-2}{n-k-1} \quad(k \leftarrow n-k-1) \\
& =\sum_{k=0}^{n-2}(3-n+k)\binom{n+k-1}{k} \quad \\
& =\sum_{k=0}^{n-2} k\binom{n+k-1}{k}-(n-3)\binom{2 n-2}{n-2} \\
& =n \sum_{k=0}^{n-2}\binom{n+k-1}{k-1}-(n-3)\binom{2 n-2}{n-2}
\end{aligned}
$$

$$
\begin{aligned}
& =n\binom{2 n-2}{n-3}-(n-3)\binom{2 n-2}{n-2} \\
& =\frac{3}{n+1}\binom{2 n-2}{n-2}=\frac{3}{2 n-1}\binom{2 n-1}{n-2} \\
& =T(n+1,3) \text { Q.E.D. }
\end{aligned}
$$

Thus

$$
\begin{aligned}
\frac{1}{b_{n}} \sum_{j=2}^{n}(j-1) I_{n j} & =\frac{\frac{3}{n+1}}{\frac{1}{n}} \frac{\binom{2 n-2}{n-2}}{\binom{2 n-2}{n-1}} \\
& =3 \frac{n-1}{n+1}<3 .
\end{aligned}
$$

Thus the average amount of time for each step is indeed constant.
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[^21]:    ${ }^{16}$ For each number $t,\lfloor t\rfloor$ is the largest integer less than or equal to $t$.
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[^26]:    ${ }^{1}$ It may be more intuitively appealing to use the reverse rule that allows the processor with the largest index to proceed first. However, the worst case results developed in this paper are independent of the tie-breaking rule.

[^27]:    ${ }^{2}$ The example presented here was suggested by Garey [7], and relies on the tie-breaking rule stated in § 1. A more elaborate example using the reverse tie-breaking rule was presented in [16].

[^28]:    ${ }^{3}$ Slightly worse examples are known for this strategy [7]. We chose this example for simplicity.

[^29]:    ${ }^{4}$ Smallest-product- or largest-product-first strategies use the product of time and memory requirements to order the task list for additional information. It has been shown [16] that the bounds of the LPF and SPF strategies also approximate that of Theorem 2.2.
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[^31]:    ${ }^{1} F(\mathbf{a})$ denotes the field extension of $F$ by the indeterminates $a_{1}, \cdots, a_{n}$.

[^32]:    ${ }^{2}$ The only straightforward adaptations are

[^33]:    ${ }^{3}$ An integral domain is a ring $D$ for which $u v=0 \Rightarrow u=0$ or $v=0$, for all $u, v \in D$.
    ${ }^{4}$ The vector-rank of $S$ is just the dimension of the subspace $\left\{\sum \lambda_{i} s_{i} \mid \lambda_{i} \in Q\right.$ and $\left.s_{i} \in S\right\} \subseteq Q^{n+m}$.

[^34]:    ${ }^{5}|X|$ denotes the cardinality of the set $X$.
    ${ }^{6} D\left[\right.$ a denotes the ring extension of $D$ by the indeterminates $a_{1}, \cdots, a_{n}$.

[^35]:    ${ }^{7}$ Most of these first appeared in [5] or [6]. Others were given in [4].
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[^37]:    ${ }^{1}$ Recently we found that the same problem of constructing optimum digital search trees is listed as a research problem in [5, p. 504, problem 39].

[^38]:    ${ }^{2}$ A packed tree is called a sequence hash tree in [1], and a binary digital search tree in [5]; however the former has no code at the root.
    ${ }^{3}$ This definition differs slightly from that in [1].
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[^43]:    * $\cap$ denotes concatenation.

[^44]:    ${ }^{1}$ The reader may find it helpful to keep the following feature in mind while reading the discussion on strings:

[^45]:    ${ }^{2}$ This numbering is chosen because of our string automata processes from left-to-right; it will later be generalized to tree automata going from the bottom of a tree, depth $N$, to the root, depth 0 .
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[^49]:    ${ }^{1}$ The second author has recently shown that sets complete for EXPTIME and EXPSPACE cannot be a.e. complex.
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[^51]:    ${ }^{1}$ (Note added April, 1976.) Zvi Galil and Joel Seiferas have recently resolved this conjecture affirmatively.

[^52]:    ${ }^{2}$ This postscript was added by D. E. Knuth in March, 1976 , because of developments which occurred after preprints of this paper were distributed.

[^53]:    ${ }^{3}$ This is clear when we must find all occurrences of the pattern; R. L. Rivest has recently proved it also for algorithms which stop aîter finding one occurrence. (Information Processing Letters, to appear.)
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[^62]:    ${ }^{1}$ The numbers $1,2,3$ denote positions in the programs. We shall refer to them below.

[^63]:    ${ }^{2}\lceil n / 2\rceil$ is the smallest integer greater than or equal to $n / 2$.

[^64]:    ${ }^{3}$ Throughout this paper, $\sum$ and + denote sum modulo 2.
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[^69]:    ${ }^{1}$ In terms of the notation defined in this section, Hennie's set $W^{d+1}[5]$ belongs to $D T M(1) \subseteq$ $D T M(d) \subseteq D I A(d)$ for every $d$. Yet Hennie's argument shows that $W^{d+1}$ belongs to neither $Q T M(d)$ nor $\operatorname{QIA}(d)$. (Aanderaa has shown that even the entire transduction actually performed by an on-line acceptor for $W^{d+1}$ can be performed faster off-line than on-line in $d$ dimensions [9].)

[^70]:    ${ }^{2}$ The witness language $W^{d+1} \in Q T M(d+1)-Q I A(d)$, in fact, is accepted in real time by an on-line deterministic $(d+1)$-dimensional single-head Turing machine.
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[^72]:    ${ }^{1}$ For sets $X$ and $Y$, let $X-Y \triangleq\{a \mid a \in X$ and $a \notin Y\}$.

[^73]:    ${ }^{2}$ In the original algorithm, this processing time is of order $O(n)$.
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[^75]:    ${ }^{1} \operatorname{In} \S 3$ it will be shown that $2-2 / m$ is a best bound for odd values of $m$ also.
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[^79]:    ${ }^{2}$ Let $B$ be a polynomial of positive degree and $B=\prod_{i=0}^{k} B_{i}^{i}$ where each $B_{i}$ is square-free (i.e., $B_{i}$ has no divisor of multiplicity $\geqq 2$ ), and the $B_{i}$ are pairwise relative prime for $1 \leqq i \leqq k$. Then $\prod_{i=0}^{k} B_{i}^{i}$ is called the square-free factorization of $B$. Algorithms for square-free factorization are presented in [YU].
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    ${ }^{1}$ See [6] for definition.

[^85]:    ${ }^{2}$ Actually any of the R.M. pairs defined in (3.1) will do; however, here we mean the one that is farthest to the right.

[^86]:    ${ }^{3}$ Here $\alpha$ and $\beta$ represent whatever is needed to complete the expression into a word in $\mathscr{L}$.

[^87]:    ${ }^{4}$ See (3.2).

[^88]:    ${ }^{5}$ This is essentially due to the fact that the right minimality of $p_{i-1}, p_{i}$ was never fully used there.
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[^96]:    ${ }^{1}$ We denote by "rule" a set of operations performed in a prescribed order. We reserve the term "operation" for the elementary operations such as additions, multiplications, etc., which determine the computational complexity of a transform.
    ${ }^{2}$ Multiplications by $\pm 1$ and $\pm j$ may be counted as operations if the hardware realization of the algorithm is not able to keep track of them. However, in an error analysis of the algorithm these multiplications, even if they are performed, do not introduce any error.

[^97]:    ${ }^{3}$ The index ranges from 0 to $m-1$ to ease further notation and also to conform to common usage.

[^98]:    ${ }^{4}$ The perfect shuffle is defined for example in [21]. [ $P_{2, m}$ ] corresponds to the usual "shuffle" of two packs of $m$ cards ( $a, b, c, \cdots, m$ ) and ( $a^{\prime}, b^{\prime}, c^{\prime}, \cdots, m$ ) into ( $a, a^{\prime}, b, b^{\prime}, c, c^{\prime}, \cdots, m, m^{\prime}$ ). The perfect shuffle is illustrated in Fig. 1 and corresponds to the symmetric distribution of $n$ packs of $m$ cards into $m$ packs of $n$ cards.

[^99]:    ${ }^{5}$ This terminology has been introduced by Yuen [20]. The zequency is the number of zero crossings.
    ${ }^{6}$ We use rank to indicate the usual order of the rows of a Haar matrix; see Fig. 3. This is, of course, a different notion than the rank of a matrix.

[^100]:    ${ }^{7}$ An earlier publication by G. D. Bergland, A fast Fourier transform using base 8 iterations, Math. Comput., 22 (1968), pp. 275-279, presents somewhat differently these results.

[^101]:    ${ }^{8}$ The use of separability in the generation of the transform $T$ is similar to the general decomposition of a Kronecker product into block matrices, discussed in § 1, with block matrices applying to subvectors of the input vector.
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